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## Abstract

In response to the Nevada State Engineer's Interim Order 1303, the Southern Nevada Water Authority (SNWA) and Las Vegas Valley Water District submit this report to address the need for serious consideration of impacts to the Moapa dace and other special status species from groundwater pumping in the Lower White River Flow System (LWRFS). Warm spring waters sourced from the LWRFS are critical to the survival of Moapa dace, which is protected under the Endangered Species Act (ESA). SNWA, U.S. Fish and Wildlife Service (USFWS), Coyote Springs Investments (CSI), Moapa Band of Paiute Indians, and Moapa Valley Water District signed a Memorandum of Agreement (MOA) in 2006 to address existing and proposed groundwater pumping by the signatories in Coyote Spring Valley, Muddy River Springs Area, and California Wash basins. The MOA and associated ESA compliance commits the signatories to maintaining minimum in-stream flows for the highest elevation warm springs, which the Moapa dace depend upon for successful reproduction and survival. These in-stream flows also support the habitat of other federally listed and special status species, as well as the biodiversity of the area. The USFWS completed an analysis for the MOA in compliance with the ESA, and concluded the proposed groundwater pumping by the MOA signatories would not jeopardize the continued existence of the Moapa dace, provided the minimum in-stream flows and other conservation measures are implemented. The USFWS subsequently authorized incidental take of Moapa dace for individual actions tiered under the MOA, relying upon the assumption that redistributing, reducing or ceasing groundwater pumping would be effective in stopping and reversing flow level declines. Groundwater pumping by other users in the LWRFS was not covered under the MOA and does not have any authorized incidental take. Since completion of the MOA, extensive conservation efforts have restored natural habitats and reduced threats, resulting in increased numbers of Moapa dace. However, the population is still far below recovery goals and remains vulnerable to a range of threats. The Order 1169 aquifer test demonstrated that pumping in Coyote Spring Valley significantly reduces discharge from the high-elevation warm springs, and spring flows have not recovered to pre-test levels. SNWA's hydrologists have concluded the MOA trigger ranges would be reached sooner and at lower pumping volumes than had been originally contemplated in the MOA. Current hydrologic interpretation estimates only 5,908 acre-feet per year (afy) can be pumped over the long-term from the LWRFS carbonate aquifer while still maintaining spring flows above the first MOA trigger level. SNWA's hydrologists recommend annual groundwater pumping be managed between 4,000-6,000 afy over the long-term, if conflicts with senior water right holders are adequately addressed. The MOA signatories understood that they were going to have to reduce groundwater pumping if spring flows decline to the MOA trigger ranges. At the lowest trigger, the total amount of groundwater pumping by the MOA signatories is 4,374 afy, which provides for no (zero) groundwater pumping in Coyote Spring Valley for SNWA and CSI use. To ensure adequate protection to Moapa dace, it is prudent to limit groundwater pumping to ensure in-stream flows remain above the first MOA trigger level of 3.2 cubic feet per second (cfs). Below that level, curtailment of pumping and other actions to protect Moapa dace are required, and if spring flows decline to the lowest MOA trigger level, incidental take of Moapa dace would be exceeded. Managing groundwater pumping in the LWRFS to the first MOA trigger level avoids the potential need to curtail permanent uses and possible civil and criminal penalties for an ESA violation. Thus, to protect Moapa dace, it is recommended that long-term annual pumping in the LWRFS not exceed the volume recommended by SNWA hydrologists to avoid the first MOA trigger level.
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### 1.0 Introduction

In response to the Nevada State Engineer (NSE) Interim Order 1303 (NSE, 2019), Southern Nevada Water Authority (SNWA) and Las Vegas Valley Water District (LVVWD) ${ }^{1}$ submit this report to address the need for serious consideration of impacts to the Moapa dace (Moapa coriacea) and other special status species from groundwater pumping in the Lower White River Flow System (LWRFS). In the interim order, the NSE designated the LWRFS as a joint administrative unit for the purpose of administering water rights in Coyote Spring Valley (Hydrographic Area [HA] 210), Hidden Valley (HA 217), Garnet Valley (HA 216), California Wash (HA 218) Muddy River Springs Area (HA 219), and the northwest portion of the Black Mountains Area (HA 215) (NSE, 2019, p. 13). The NSE found that additional data and a public process will enable determination of appropriate long-term management of groundwater pumping in the LWRFS without conflicting with existing senior decreed rights or adversely affecting Moapa dace (NSE, 2019, p. 12).

The Moapa dace is a small, thermophilic minnow that is endemic to, or only occurs in, the warm spring and tributary headwaters and main stem of the upper Muddy River (generally referred to as the Warm Springs Area). These springs and stream flows are critical to the survival and reproduction of Moapa dace, and are also important in maintaining the habitat of other federally listed and special status species in the Muddy River system as well as the biodiversity of the Warm Springs Area. The Warm Springs Area is located in the southeastern corner of Muddy River Springs Area in southeastern Nevada (Figure 1-1).

The Moapa dace is protected under the Endangered Species Act (ESA). The species was listed as endangered by the U.S. Fish and Wildlife Service (USFWS) in 1967, and it was assigned a recovery priority number of 1 (the highest priority) "because it is the only species within the genus Moapa, there is a high degree of threat to its continued existence, and it has a high potential for recovery" (USFWS, 1996, p. 3). Threats to the survival and recovery of the species include reductions in spring flow resulting from groundwater development, along with habitat loss and non-native species (USFWS, 2006a, pp. 15 and 55).

Since the 1990s, SNWA and other stakeholders have been actively involved in efforts to protect and benefit the Moapa dace. Following the NSE issuance of Order 1169 (NSE, 2002), the Muddy River Memorandum of Agreement (MOA) was completed by and between SNWA, USFWS, Coyote Springs Investment, LLC (CSI), Moapa Band of Paiute Indians (Tribe), and Moapa Valley Water District (MVWD) (MOA, 2006). The MOA established conservation measures for Moapa dace related to potential effects from proposed groundwater pumping by SNWA, CSI, and the Tribe in Coyote Spring Valley and California Wash and on-going groundwater use by MVWD in Muddy River Spring Area (Section 5.0). The MOA, along with subsequent ESA compliance documents,
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Figure 1-1
Warm Springs Area in the Muddy River Springs Area, Nevada
committed the signatories to maintaining minimum in-stream flows and implementing other conservation measures to minimize effects on Moapa dace. The USFWS has issued incidental take statements for groundwater development projects associated with the MOA. As described in Section 6.0, violation of take prohibition under the ESA is subject to civil and criminal penalties.

This report describes the status of and threats to Moapa dace, including how minimum in-stream flows relate to the survival and recovery of the species. The report also provides information on the SNWA Warm Springs Natural Area (WSNA) and other groundwater-dependent special status species in the upper Muddy River system. This information is vital to groundwater development considerations in the LWRFS to ensure groundwater development does not violate Federal law, prove detrimental to the public interest, or cause undue environmental harm. This report builds upon and replaces the assessment of Moapa dace submitted by the SNWA to the NSE in October 2018 (SNWA, 2018b). The NSE is urged to consider this report and the information and data gathered pursuant to the MOA in making any final order concerning groundwater pumping in the LWRFS.

This Page Left Intentionally Blank

### 2.0 Setting

A series of warm water springs and seeps form the tributary headwaters of the Muddy River (Figure 2-1). The source of this water is the LWRFS regional carbonate aquifer (Burns et al., 2019, p. 3-6). The North Fork and South Fork tributaries converge to form the Muddy River, and the Muddy Creek, Apcar Stream, Pederson Stream, Plummer Stream, and Refuge Stream tributaries contribute to the river system within the Warm Springs Area. A more detailed description of the hydrogeologic setting is provided in the Assessment of Lower White River Flow System Water Resource Conditions and Aquifer Response (Burns et al., 2019).

The headwater springs, tributaries, and upper Muddy River comprise Moapa dace habitat. The majority of this habitat is located within the WSNA (76 percent) and the Moapa Valley National Wildlife Refuge (MVNWR) ( 13 percent) (Figure 2-1). ${ }^{1}$ Other land holdings that encompass Moapa dace habitat are owned by the Church of Jesus Christ of Latter-day Saints (Church), private landowners, Clark County, NVEnergy, and MVWD. Moapa dace habitat on these lands is briefly described below.

### 2.1 Moapa Valley National Wildlife Refuge

The MVNWR is a 106 -acre area of springs and wetlands that was established in 1979 by the USFWS for the protection of Moapa dace (USFWS, 2006a, pp. 17-18). The refuge is managed under the Desert National Wildlife Refuge Complex Comprehensive Conservation Plan, which underwent National Environmental Policy Act (NEPA) review in 2009 (USFWS, 2009). The two primary goals identified for the MVNWR are: 1) protect and restore, when possible, healthy populations of endemic and special status species, such as the endangered Moapa dace, within the Muddy River headwaters; and 2) provide opportunities for local communities and others to enjoy and learn about the resources of MVNWR and participate in its restoration (USFWS, 2009, Appendix F pp. F-39-45).

The MVNWR encompasses the Apcar (a.k.a. Jones) Springs Complex and upper Apcar stream, the Pederson Springs Complex and upper Pederson stream, and the Plummer Springs Complex and Plummer Stream (Figure 2-1). All of these waters are occupied by Moapa dace and used for spawning and rearing (Section 3.1).

The Apcar Springs Complex contains Apcar (Jones) Spring and several smaller springs. The Jones water right referenced in the MOA (Section 5.3) is located at the Apcar (Jones) Spring. Apcar Stream flows east onto the WSNA. The Apcar Springs Complex and Apcar Stream are generally referred to as the Apcar Unit.

[^1]

The Pederson Springs Complex contains five major springs or spring groups: Pederson Spring, East Pederson Spring group, Spring 13 group, Spring 12 group, and Spring 11 (USFWS, 2006a, p. 18). Pederson Spring is the highest elevation spring in the Warm Springs Area (USFWS, 2006a, p. 18). Pederson Stream flows north through the Warm Springs West gage and then onto the WSNA. The Pederson Springs Complex and Pederson Stream are generally referred to as the Pederson Unit. The USFWS has a 3.5 cubic feet per second (cfs) spring surface water right on the Pederson Unit for non-consumptive wildlife use in the MVNWR (permit number 56668 on NDWR, 2019).

The Plummer Springs Complex contains three major springs or spring groups: Plummer West, Plummer Central, and Plummer East (USFWS, 2006a, p. 21). Plummer stream flows into the Refuge Stream at the border of WSNA. The Plummer Springs Complex and Plummer Stream are generally referred to as the Plummer Unit.

### 2.2 Warm Springs Natural Area

The WSNA is a 1,220 -acre property acquired by SNWA in 2007. SNWA manages the property as a natural area for the recovery of Moapa dace and the benefit of native species. Since acquisition of the property, SNWA has acquired 30 additional acres of adjacent land, completed extensive habitat restoration for both Moapa dace and other groundwater-dependent special status species, constructed public trails for low-impact public use, and promoted public involvement (Section 4.2). Approximately 85 percent of the Moapa dace population is currently on the WSNA. ${ }^{1}$

Most of the Apcar stream, lower Pederson stream, and the Refuge stream are located within the WSNA (Figure 2-1). All of these waters are occupied by Moapa dace, some of which are used for spawning and rearing (Section 3.1). SNWA re-routed and restored the lower Pederson stream closer to its historical path in 2008, so it again flows north into Apcar Stream. The Apcar and Refuge streams converge before entering the main stem of the upper Muddy River.

The WSNA includes four spring areas: Little Springs, Cardy Lamb Spring, Twin Springs, and Baldwin Springs Complex. Little Springs, which converges with Plummer Stream and provides source water for Refuge Stream, is occupied by Moapa dace and used for spawning and rearing. Cardy Lamb Spring was historically highly modified into a swimming pool with a gravel bottom, and a concrete irrigation ditch carries the water to South Fork. Currently Moapa dace cannot disperse to Cardy Lamb Spring on their own due to the design of the ditch. Portions of Twin Springs and Baldwin Springs Complex are developed and inaccessible to the Moapa dace, but they provide source waters for South Fork.

South Fork, parts of North Fork, parts of Muddy Creek, and the main stem of the upper Muddy River are also on the WSNA. These stream reaches are largely unoccupied by Moapa dace, but due to eradication of an invasive species and various restoration efforts, these areas are once again accessible to the fish (Section 3.2).
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### 2.3 Church Recreational Area

The Church operates a 72-acre recreational area for church members in the Warm Springs Area. The Church recreational area encompasses Big Muddy Springs (the largest springs in the Warm Springs Area) and most of the Muddy Creek tributary (Figure 2-1). Moapa dace have begun to disperse up Muddy Creek now that it is once again accessible to them. As a result, Big Muddy Springs could be re-colonized in the future.

### 2.4 Other Lands

Private property encompasses stretches of the Apcar stream, the northern tip of the North Fork stream, and stretches of the main stem of the upper Muddy River (Figure 2-1). The MVWD property includes short sections of the Apcar and South Fork upper spring brooks. The Clark County and NVEnergy properties include a stretch of the main stem of the upper Muddy River.

### 3.0 Moapa Dace Status

The following discussion provides current information on the status of Moapa dace, including the ecology of Moapa dace, the distribution of the species, the population size, major threats to the species, needs for species recovery, ongoing conservation and restoration efforts, and current status of the species. Data from Moapa dace surveys, historical aerial imagery, and a historical timeline are provided in appendices.

### 3.1 Ecology

Moapa dace typically inhabit water with temperatures between 79-90 degrees Fahrenheit ( ${ }^{\circ} \mathrm{F}$ ) $\left(26-32^{\circ}\right.$ Celsius) ( ${ }^{\circ} \mathrm{C}$ ) and reproduce in warmer water with temperatures between approximately $86-90^{\circ} \mathrm{F}$ $\left(30-32^{\circ} \mathrm{C}\right)$ (Perry et al., 2015; Scoppettone, 1993; Scoppettone et al., 1992 and 1998). The species has been described as a "thermal endemic" that "originated in warm, isolated waters of the area and are adapted to the peculiar living conditions found there. Consequently, it is not uncommon to discover that cold water is a barrier which prevents them from appearing downstream away from the warm springs in which they originated" (La Rivers, 1994, p. 109). In an experimental setting, Moapa dace were found to stop feeding below approximately $81^{\circ} \mathrm{F}\left(27^{\circ} \mathrm{C}\right)$ (Ruggirello et al., 2014 and 2018), which likely has implications for their range. Given the species' temperature tolerances and the fact that the Muddy River cools as it flows downstream, Moapa dace are restricted to the warm spring and tributary headwaters and the upper Muddy River (Scoppettone, 1993; Scoppettone et al., 1992; USFWS, 1996). This restriction is why maintaining warm spring flows is critical to their survival.

Moapa dace counts and water temperature measurements collected for the past two decades support historic descriptions of the species. Snorkel surveys from 1985-2019 confirm that Moapa dace occupy and reproduce in the warm tributary waters, and the species can range down to just below the Moapa gage within the Warm Springs Area (USFWS, 2019). Individuals are occasionally documented past this downstream limit, but in very low numbers and with no sustained population. Hydrologic data provide a thermal comparison of the upper and lower ends of this range. Water temperatures recorded at Pederson Spring Gage from 1997-2010 averaged $87^{\circ} \mathrm{F}$ annually (range $=$ $81-90^{\circ} \mathrm{F}$ ) and $86^{\circ} \mathrm{F}$ in winter (range $=81-90^{\circ} \mathrm{F}$ ) (USGS station number 09415910) (Brock, 2004; Beck, 2006; USGS, 2019). Comparatively, water temperatures recorded near their downstream limit at the SNWA Moapa Gage from 2009-2018 averaged $82^{\circ} \mathrm{F}$ annually (range $=63-90^{\circ} \mathrm{F}$ ) and $79^{\circ} \mathrm{F}$ in winter (range $\left.=63-82^{\circ} \mathrm{F}\right)($ MR30.8 $)($ SNWA, 2019a). These data demonstrate the thermal limits of the species. Figure 3-1, taken from the WSNA Stewardship Plan (SNWA, 2011, p. 22), displays the thermal gradient of the system.

The various age classes distribute themselves differently in the river system. Larvae are typically in the upper and middle reaches of the warmer spring-fed tributaries, and they feed on plankton in the upper water column in areas with little or no current (Scoppettone et al., 1992; USFWS, 1996).

Juveniles are more far-ranging than the larvae, occurring throughout the tributaries and in generally greater water velocities ( 1.5 feet [ ft$]$ per second) (Scoppettone et al., 1992). Adults can reside in the tributaries as well as in the slightly cooler waters of the main stem upper river, with larger fish generally found in larger water volumes and a wider range of velocities ( $0.1-2.5 \mathrm{ft}$ per second) (Scoppettone et al., 1992). The adults tend to orient themselves in low to moderate currents near the bottom of the water column to drift feed (Scoppettone et al., 1992). Stomach content analyses of adult Moapa dace showed a strong feeding preference for invertebrates, with algae, plants, and detritus also consumed (Scoppettone, 1993; Scoppettone et al., 1992).

Recent survey data supports historical observations about dace reproduction and age class distribution. Snorkel surveys since 2012 have recorded larval, juvenile, and adult Moapa dace counts in the Apcar, Pederson, Plummer, and Refuge tributaries (USFWS, 2019). As expected, the large majority of larvae were in the upper and middle reaches of the tributaries, while juveniles and adults were documented throughout the tributaries. Specifically, larvae have been largely documented in the Pederson, Plummer, upper and middle Apcar, and upper and middle Refuge reaches, with very few larvae in the lower Apcar and lower Refuge reaches. These data are consistent with the Moapa dace reproductive requirement for warmer water temperatures and the temperature gradient in the river. The data are also consistent with USFWS's analysis in the MOA Biological Opinion (BO) regarding potential groundwater pumping effects on Moapa dace spawning habitat (USFWS, 2006a, pp. 52-55) (Section 6.1.1).

Moapa dace reproduce year-round, but peak larval recruitment occurs in the spring and lowest recruitment is in the fall (Scoppettone et al., 1992). This seasonal difference is likely due to changing food availability, as the abundance of drifting and benthic invertebrates in the upper river system is much lower in winter than in spring (Scoppettone et al., 1992). In an experimental setting, Moapa dace were observed to spawn in run, glide, and pool habitats with slower than average water velocities ( $0.4-0.6 \mathrm{ft}$ per second), over rocky substrates with cobble sized clasts, and in deeper than average water (approximately 1 ft ) (Ruggirello et al., 2014). Based on age and growth information, Moapa dace are thought to have an average life span of two to three years, although fish over four years old have been documented (Scoppettone et al., 1992). The fish become reproductively mature at one year of age (Scoppettone and Burge, 1994). In the past, the largest, most fecund, and presumably longest-lived fish were typically found in the cooler main stem of the upper Muddy River (Scoppettone et al., 1992).

The ecology of the fish and diversity of habitats used by the various life stages inform conservation and restoration efforts. For example, restoration efforts include creating and maintaining a variety of habitats, such as restoring vegetation-choked areas to swifter flowing waters. Efforts to expand Moapa dace distribution can be focused on increasing habitat availability in the tributaries where productive spawning takes place and larvae, juveniles, and adults occur, as well as in the main stem upper river to support larger and more fecund individuals to increase the reproductive capacity of the population (Perry et al., 2015). Because Moapa dace depend on thermal spring discharge to create and maintain their habitats (Hatten et al., 2013; Perry et al., 2015; USFWS, 2006a), a major focus of conservation efforts is on protection of in-stream flows.

Figure from WSNA Stewardship Plan (SNWA, 2011, p. 22)
Figure 3-1
Thermal Gradient in the Upper Muddy River System, Warm Springs Area

### 3.2 Distribution

Moapa dace population declines were first documented in the mid 1900's (USFWS, 2006a). These declines may have been due to cumulative effects from various threats, including changes in water quantity and quality, habitat modifications, and non-native species (USFWS, 1996, p. 19-27). By the late 1980's, Moapa dace were less abundant but remained in the tributary headwaters and the main stem of the upper Muddy River (Scoppettone et al., 1992). The occupied tributaries included North Fork, South Fork, Muddy Creek, Apcar Stream, Pederson Stream, Plummer Stream, and Refuge Stream (Figure 2-1 in Section 2.0). ${ }^{1}$ The downstream limit of Moapa dace was approximately $1,000 \mathrm{ft}$ below the Warm Springs Road bridge (Scoppettone et al., 1992) (downstream limit shown on Figure 2-1).

In the early 1990's, non-native blue tilapia (Oreochromis aureus) invaded the Muddy River system and preyed on native fish, causing a rapid decline in Moapa dace abundance (Scoppettone et al., 2005). Fortunately, a natural barrier to fish movement existed near the Apcar and Refuge confluence, and it was enhanced to help protect Moapa dace in the upstream tributaries. In response to this invasion, USFWS constructed a gabion fish barrier in 1998 on the lower Refuge Stream, just above its confluence with the Muddy River. The barrier prevented further invasion of tilapia, and it allowed tilapia in the Apcar stream to be eradicated using piscicide treatments. Moapa dace upstream of the barrier (in the Apcar, Pederson, Plummer, and Refuge streams) survived, and those downstream of the barrier (in the North Fork, South Fork, Muddy Creek, and main stem of the upper Muddy River) for the most part did not. As a result, by the early 2000's, the linear stream habitat available to Moapa dace was reduced from 3.7 miles to 0.4 miles, and the species was effectively eliminated from approximately 90 percent of its former range (Scoppettone et al., 2005). Since then, over 95 percent of the Moapa dace population has been limited to the Apcar, Pederson, Plummer, and Refuge tributaries. This limited distribution makes the species especially vulnerable to a range of threats.

Over time, a number of fish barriers were installed in the Warm Springs Area to enable tilapia eradication, which created a fragmented habitat. By 2013, tilapia were eliminated in the Warm Springs Area, and by 2015, the gabion fish barrier was replaced by a removable fish barrier which is closed as needed (Figure 2-1 in Section 2.0). All the constructed fish barriers in the Warm Springs Area are now removed, ${ }^{2}$ and multiple fish barriers remain downstream to prevent further invasions from tilapia and other invasive species. ${ }^{3}$ As a result, Moapa dace once again have access to most of their historic range. The fish are beginning to disperse out into the main stem of the upper Muddy River and up into other tributaries, but their expansion is slow. Currently, Moapa dace still mainly occupy the Apcar, Pederson, Plummer, and Refuge tributaries.
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### 3.3 Abundance

Moapa dace have been counted by snorkel survey at irregular intervals from 1985 to 2008, and biannually in winter and summer (February and August) since 2008. SNWA has participated in these surveys along with other agencies since 1997. Snorkel surveys are conducted with a team of trained biologists swimming or crawling upstream, counting all fish seen, and taking care not to double count or to miss fish. ${ }^{1}$ All fish are counted, including larvae, juveniles, and adults. The tributaries and the main stem of the upper Muddy River are divided into 18 reaches for the surveys. Reach descriptions and 2008-2018 tabular results are provided in Appendix A.

From the mid-1980's to the mid-1990's, the Moapa dace population ranged from 2,500 to 5,000 fish, which was less than historical abundances (Figure 3-2) (USFWS, 2019). After the invasion of tilapia, in a matter of five years the population size declined from 3,841 (in 1994) to 973 (in 1999). Once the gabion fish barrier was installed on the lower Refuge stream and tilapia were eradicated from the Apcar stream, the population stabilized. From 1999-2007 the population size ranged from approximately 900 to 1,300 fish. However, the population declined again in 2008 to less than 500 fish, with the reductions in numbers limited to the Pederson and Refuge streams (see discussion in Section 3.6.2). From 2012-2015 the population grew to over 2,000 fish, with significant increases in Apcar, Pederson, and Refuge streams. This increase is thought to be largely due to intensive restoration efforts, which are summarized in Sections 3.6 and 5.4. In 2016-2017 the population unexpectedly declined again, this time throughout the tributaries, resulting in less than 1,200 fish. The reason for this decline is unknown, and the event once again demonstrated the vulnerability of the species due to its limited abundance and distribution. Since 2017, the population size has fluctuated between approximately 1,140 to 1,530 fish, with the most recent survey in winter 2019 documenting over 1,500 fish (Appendix A Table A-2) (USFWS, 2019).

This history demonstrates that: 1) threats can quickly reduce the Moapa dace population; 2) restoration can have significant positive effects on habitat and population size; 3) population responses to restoration can be slow to materialize; and 4) variations in population size are to be expected.

### 3.4 Threats

Major threats to the continued existence of Moapa dace include: 1) loss of suitable habitat caused by reduced spring discharge and water flows; 2) degradation and loss of suitable habitat caused by habitat modifications; 3) loss of suitable habitat and direct predation and parasitism resulting from non-natives species; and 4) degradation and loss of suitable habitat caused by increased occurrence of fire as a result of non-native vegetation encroachment (USFWS, 2006a, pp. 15 and 55). Lack of connectivity among stream reaches and habitat areas has also threatened Moapa dace. Given these threats and the limited distribution of Moapa dace, the species is vulnerable to catastrophic events (USFWS, 2006a, p. 15).

The USFWS concluded that Moapa dace will be directly affected by the groundwater withdrawals identified in the MOA, since those withdrawals are likely to affect the spring flows upon which the

[^4]
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species depends (USFWS, 2006a, p. 44). Of particular concern are effects to high elevation springs, which are the most susceptible to impacts from groundwater pumping and comprise some of the most important spawning habitat for the species in the system (USFWS, 2006a, p. 45). Burns et al. (2019) provided evidence that spring flow declines at the Pederson Spring and Warm Springs West gages were very apparent during the Order 1169 aquifer test (Burns et al., 2019, p. 5-13). As shown by various models, changes in spring flow can affect available habitat, which in turn can affect the ability for Moapa dace to grow and sustain its population size (Hatten et al., 2013; Perry et al., 2015; USFWS, 2006a). These model results are discussed in Section 6.1.1 and Section 7.2.

Degradation and loss of suitable habitat are also caused by habitat modifications such as surface water diversions and impoundments and residential and commercial development (USFWS, 2006a, pp. 15 and 43). Several springs in the Warm Springs Area were historically pooled for recreational or irrigation purposes, and some have been capped and pumped (Scoppettone et a., 1998). Some of the tributaries have been replaced by concrete or earthen ditches, and various main stem river reaches have been channelized and straightened (Scoppettone et al., 1998). While some of these
developments will likely remain due to land ownership and land use, efforts are being made to restore stream reaches to a more natural state to improve habitat quality for Moapa dace.

Another threat that has raised alarm in the past 30 years has been the invasion of the non-native tilapia. As discussed in Section 3.2, after tilapia invaded the Warm Springs Area, Moapa dace disappeared from approximately 90 percent of its range, and its population size reduced by 75 percent. The eradication of tilapia from the Warm Springs Area required considerable inter-agency efforts expended over a number of years. Tilapia and other non-native invasive species still occur in the downstream reaches of the Muddy River, and they could potentially breach multiple fish barriers or be re-introduced to the Warm Springs Area by humans. Non-native species that still occur in the Warm Springs Area include the shortfin molly (Poecilia mexicana) and the western mosquitofish (Gambusia affinis), which can predate on fish larvae (Scoppettone, 1993).

Increased occurrence of fire has also become a threat to Moapa dace (USFWS, 2006a, p. 29). Fire has the potential to kill or displace the fish, depending on the fire severity and circumstances (e.g., if it temporarily raises the temperature of the water). Non-native fan palm trees (Washingtonia filifera) in the Warm Springs Area pose a fire risk to the area, especially when their dried fronds are not well trimmed. Vegetation and fire management efforts are ongoing on the WSNA and MVNWR, which encompass the majority of Moapa dace habitat (Section 2.0).

Limited distribution and lack of connectivity among the stream reaches and Moapa dace habitats impair the species' ability to maintain and increase their population size and overcome threats. As discussed in Section 3.2, the gabion fish barrier that was constructed to protect Moapa dace from tilapia largely limited Moapa dace to the Apcar, Pederson, Plummer, and Refuge tributaries from 1998 to 2014. This necessary barrier blocked connectivity to the main stem of the upper Muddy River and other tributary headwaters where Moapa dace used to occur. Now that constructed fish barriers have been removed in the Warm Springs Area, Moapa dace are beginning to disperse back out into the main stem upper river and other tributaries. However, most of the fish continue to largely occur within the Apcar, Pederson, Plummer, and Refuge tributaries (Appendix A). This history demonstrates the slow population response to restoration efforts in the face of threats to the species.

### 3.5 Species Recovery

The Moapa dace was listed as federally endangered in 1967 (32 Fed. Reg. at 4001), and the first recovery plan was published in 1983 (USFWS, 1983). A revised recovery plan for Moapa dace and other rare aquatic species of the Muddy River ecosystem (Recovery Plan) was published in 1996 (USFWS, 1996). This revised Recovery Plan incorporated updated research and information about the species' status, threats, and recovery needs.

The Recovery Plan identifies criteria the USFWS will use when evaluating whether to downlist (reclassify as threatened) or delist Moapa dace under the ESA. For the species to be considered for downlisting, the Recovery Plan states that: 1) existing in-stream flows and historical habitat in three of the five spring systems that Moapa dace occupied at the time of listing and the upper Muddy River should be protected through conservation agreements, easements, or fee title acquisitions; 2) 4,500 adult Moapa dace should be present among the five spring systems and the upper Muddy River; and
3) the population should be comprised of three or more age classes, with reproduction and recruitment documented from three spring systems (USFWS, 1996, pp. 33-34). ${ }^{1}$

To be considered for delisting, the Recovery Plan states that in addition to the above criteria: 1) 6,000 adult Moapa dace should be present among five spring systems and the upper Muddy River for five consecutive years; 2) 75 percent of the historical habitat in the spring systems and the upper Muddy River should provide spawning, nursery, cover, and/or foraging habitat; and 3) non-native fishes and parasites should no longer adversely affect the long-term survival of the Moapa dace (USFWS, 1996, pp. 34-35). These recovery criteria may be revised in the future based on new information (USFWS, 1996, p. 33).

The Recovery Plan identifies the following actions that need to be accomplished: 1) protect in-stream flows and historical habitat within the upper Muddy River and tributary spring systems; 2) conduct restoration / management activities; 3) monitor the Moapa dace population; 4) research population health; and 5) provide public information and education (USFWS, 1996, pp. iii and 48). This action list has provided direction and guidance for various stakeholders who have been involved in Moapa dace and Muddy River conservation.

### 3.6 Conservation and Restoration

Extensive conservation and habitat restoration efforts have been undertaken over the past two decades to address historical Moapa dace declines, reduce threats, and move the species closer to recovery. Such efforts include protection of in-stream flows, dedication of water rights, acquisition and management of WSNA for the benefit of Moapa dace and other native species, fish habitat restoration, increase of habitat connectivity, removal of invasive species, removal of vegetation that poses fire risk, research, and public education. Although the Moapa dace population response has been relatively slow and the species remains endangered, these efforts have been instrumental in improving conditions and sustaining the species. Ongoing efforts continue to focus on increasing the distribution and abundance of Moapa dace and its habitat and working toward recovery.

### 3.6.1 Water Use

Given that warm water is critical to the survival of Moapa dace, one of the key components of restoring Moapa dace habitat is leaving the warm water that emanates from the springs in the system. In addition to measures in the MOA that are intended to achieve this goal (such as dedicated water rights, specified minimum in-stream flows, and stream flow triggers with associated groundwater pumping reductions, as described in Section 5.0), other significant changes have been made in how water is used in the Warm Springs Area.

[^5]SNWA holds two decreed water rights totaling 111 acre-feet per year (afy) associated with the WSNA (Burns et al., 2019, p. 7-1). The water source is a spring that flows into the top of the main stem of the upper Muddy River, just below the North and South Forks confluence (vested right numbers V01619 and V01631 on NDWR, 2019). SNWA has obtained temporary permits to use a portion of these rights to irrigate native vegetation restoration projects, with the remainder staying in the system. Any water that remains in the system not only supports Moapa dace habitat in the main stem upper river, it also flows to Lake Mead for Tributary Conservation Intentionally Created Surplus (ICS) credits (SNWA, 2018a; Burns et al., 2019, p. 7-3). In 2017, SNWA used approximately 1 acre-foot for restoration project irrigation, allowing nearly the entirety of these water rights to remain in the river system and support Moapa dace habitat (SNWA, 2018a).

Since 2006, SNWA and MVWD have co-leased 2,001 afy of decreed Muddy River water rights held by the Church in the Warm Springs Area (Burns et al., 2019, p. 7-1). The water sources for these rights include Cardy Lamb Springs, Twin Springs, Baldwin Springs, Big Muddy Springs, Stone Cabin Springs, Apcar Springs, Pederson Stream, Refuge Stream, South Fork, and the main stem Upper Muddy River (permit numbers 6419, 25861, and 26316-26318 on NDWR, 2019). The lease agreement allows MVWD an option to utilize up to 50 percent of the water rights based on coordination with SNWA. From 2006-2017, ${ }^{1}$ MVWD did not exercise their option, and SNWA allowed the entirety of the leased water to remain in the river system (e.g., see SNWA, 2018a). The water that remains in the system thereby supports Moapa dace habitat in various spring and stream reaches in the Warm Springs Area, as well as flows to Lake Mead for Tributary Conservation ICS credits.

Historically, when many of the lands in the Warm Springs Area were operated as farms and ranches, numerous diversions were used to direct water away from the spring and streams to irrigate hundreds of acres of flood plain. In the early 1980's, farming and ranching declined, and other water uses increased. Since purchasing the WSNA and MVNWR, SNWA and USFWS have stopped utilizing a number of water diversions and restored the landscape to a more natural vegetated state. As a result of these changing practices, a portion of the water that was once used for agricultural irrigation remains in the springs and streams. Aerial imagery of the Warm Springs Area contrasting the conditions in 1976 with current conditions is provided in Appendix B Figure B-1.

Some of the historically diverted water was held in pools for irrigation or recreation before traveling down ditches, and in some cases the water was used for flood irrigation, creating sheet flows over the land. As a result, water returned to the streams at a lower temperature, especially in the colder months. SNWA and USFWS have taken a number of actions in the past two decades to reduce storage pools and sheet flows and to help restore the natural system. For example, USFWS removed recreational swimming pools after establishing the MVNWR, and SNWA stopped flood irrigation which had been diverting water from upper Apcar and returning cooler water to middle and lower Apcar. These water use changes have helped to restore and maintain the thermal conditions upon which the Moapa dace depend for survival and reproduction (Section 3.1). A timeline of activities relating to water use and Moapa dace in the Warm Springs Area is provided in Appendix C.

[^6]
### 3.6.2 Habitat Restoration

Extensive habitat restoration has been conducted by SNWA, USFWS, and other partners in the Warm Springs Area to protect and benefit the Moapa dace. A number of habitat restoration measures were identified in the MOA, including spring and stream restoration, ecological modeling, fish barrier construction, and tilapia eradication (MOA, 2006; see summary descriptions and status in Sections 5.3 and 5.4). In addition to the MOA measures, the USFWS and SNWA have conducted further Moapa dace habitat restoration on the MVNWR and WSNA to assist in working toward the goals of the MOA and recovery of the species. Appendix C provides a detailed timeline of habitat restoration activities for Moapa dace in the Warm Springs Area. Figure 3-3 displays key restoration activities along with Moapa dace counts.

Stream and native habitat restoration have been extensive, intensive, and on-going over the last two decades. Restoration has included a variety of activities, including: re-routing streams back to or near historical channels; creating riffle, pool, and drift station habitats; narrowing channels to increase flow velocities and reduce water cooling; adding course substrates (gravel, cobble, and boulders) to reduce channel incising and provide better fish habitat; removing fine sediments deposited during flood events; creating more gradual bank slopes to reduce erosion and increase plant establishment; stabilizing stream channels to prevent further entrenchment; removing and trimming fan palms; controlling invasive plants; and restoring native vegetation.

The USFWS has conducted restoration on the upper Apcar, upper Pederson, and Plummer units within the MVNWR (Figure 2-1). When the MVNWR was first established in 1979, it consisted solely of upper Pederson, where Moapa dace had been previously extirpated. Between 1984 and 1986, the USFWS removed two swimming pools and established a reproducing sub-population of Moapa dace. In 1991, the USFWS filed for a water right on upper Pederson to maintain habitat for Moapa dace and other wildlife, which has since been certificated (permit number 56668 on NDWR, 2019). Over the course of two decades, the USFWS expanded the MVNWR, incorporating Plummer in 1997 and upper Apcar in 2001. Restoration was conducted on all three units between 2001 and 2004, including removing another swimming pool and many fan palms. In the late 2000's restoration efforts intensified, with a focus on the Plummer unit in 2006-2007, the upper Pederson unit in 2007, and the upper Apcar unit in 2007-2009 (Appendices B and C).

Some of these restoration activities created temporary disturbances, especially when sediments were disturbed. For example, the restoration on upper Pederson in 2007 included digging channels and removing many palm trees, which caused a high level of disturbance. The subsequent fish survey in February 2008 documented sharp Moapa dace declines in the Pederson and Refuge streams, which at the time were connected (with a portion of lower Pederson overflowing into a meadow) (Appendix B Figure B-3). No other stream reaches experienced a similar reduction at that time (Figure 3-3). These data suggest that the disturbance from the restoration activities may have had a temporary impact on Moapa dace in the area. Overall, however, the stream restoration created quality habitat for Moapa dace, providing long-term benefits to the species.

SNWA has conducted restoration on the middle and lower Apcar, lower Pederson, Refuge, South Fork, and North Fork reaches. As described in Section 4.2, SNWA purchased and established the WSNA in 2007. In 2008, SNWA re-routed the lower Pederson reach close to its historical path so it
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once again flows north into middle Apcar. As a result, Pederson no longer flows directly into the upper Refuge stream (Appendix B Figures B-2 and B-3). SNWA also stopped the cool water returns that were resulting from flood irrigation into middle and lower Apcar in 2008, as discussed in Section 3.6.1. In 2009, SNWA purchased additional land along middle Apcar, managing it as part of the WSNA. Restoration intensified again in 2011-2013, focusing on the middle and lower Apcar reaches (Appendix C). Additional efforts at that time included removing many palm trees along various reaches to reduce fire hazards, as well as replacing the culvert between upper and middle Apcar, and removing a diversion structure on middle Refuge to improve fish passage. In 2016, SNWA conducted restoration on a portion of South Fork, and in 2019 Moapa dace were transplanted to that site to increase the species' distribution. In 2018, SNWA created a digital map of Moapa dace habitat throughout the Warm Springs Area to inform habitat restoration and management. SNWA purchased additional land along the North Fork in 2018, and it is currently planning restoration efforts in the area to improve Moapa dace habitat.

One of the most extensive restoration efforts that SNWA undertook was re-routing the lower Pederson reach. This effort entailed engineering a $1,300-\mathrm{ft}$ stream to provide Moapa dace habitat. Since its creation, the new lower Pederson has consistently had some of the highest Moapa dace numbers of any reach (Figure 3-3; Appendix A Table A-2, Reach 5.5). Another extensive effort was the restoration of middle Apcar, which involved narrowing the stream to increase flow velocities and reduce further cooling, removing cattails, stabilizing banks, and enhancing the stream with riffles, pools, and drift feeding stations. As a result of this work, Moapa dace numbers dramatically increased (Figure 3-3; Appendix A Table A-2, Reaches 2 and 3). The data indicate that the improvements in Moapa dace numbers during this decade resulted from habitat restoration efforts.

### 3.7 Current Status

As of February 2019. the Moapa dace population consisted of 1,527 larval, juvenile, and adult fish largely limited to the Apcar, Pederson, Plummer, and Refuge tributaries (USFWS, 2019). With concerted efforts to restore natural habitats and reduce threats, the population has increased from its low of 459 fish and regained access to most of its historic range (Sections 3.2 and 3.3). The USFWS views this increase in abundance and the anticipated increase in distribution as evidence that habitat restoration and recovery measures required by the MOA are working as intended and as contemplated in the MOA BO (USFWS and BLM, 2015, p. 4) (Section 5.0). Progress is still needed, however, to achieve the overall expected outcome of the MOA of increased abundance and distribution throughout the range of the species (USFWS, 2006a, pp. 55-56) (Section 6.1.2). Species status is also still well below the delisting criterion of 6,000 adult Moapa dace present in five spring systems and the upper Muddy River (USFWS, 1996, pp. 34-35) (Section 3.5).

The species remains vulnerable to a range of threats, as evidenced by variable population counts since the 1990's. Reduced spring and stream flows, and stochastic events such as fire or invasive species, can threaten the continued existence of the species. Although extensive habitat restoration has been successfully conducted in the system, the population has been relatively slow to respond (Sections 3.2 and 3.6). Additional efforts are needed to continue to increase the population size and expand the population distribution back out into the other upper tributaries and the upper Muddy River. The Muddy River Biological Advisory Committee (BAC), which includes the Nevada Department of Wildlife (NDOW), USFWS, and MOA signatories (see Section 5.4), has been regularly meeting for
over a decade and collaboratively working toward MOA goals and species recovery. Biologists on the BAC, who have expertise in native fishes and the Muddy River ecosystem, work together to assess on-the-ground conditions and identify, pursue, implement, and evaluate the success of projects to enhance Moapa dace habitat. SNWA and the USFWS also continue to manage the WSNA and MVNWR for the protection of Moapa dace (see Sections 2.1 and 2.2).

Recovery of Moapa dace will require a combination of conservation measures to increase the species, distribution and abundance, along with maintaining the minimum spring and stream flows necessary for the species' survival. As discussed in Section 5.0, stakeholders committed to an MOA with in-stream flow protections consisting of dedicated water rights, hydrologic triggers and associated groundwater pumping reductions. These protections and the ongoing conservation and habitat restoration efforts have resulted in a population of Moapa dace that is stable, but still far below recovery goals.
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### 4.0 Special Status Species and the Warm Springs Natural Area

In addition to Moapa dace, other groundwater-dependent special status species occur in the Warm Springs Area. These special status fish, bird, and invertebrate species rely upon the spring and stream flows in the upper Muddy River system, and reduced flows have the potential to impact their habitat. Thus, these species benefit from the in-stream flow protections and conservation measures that are identified in the MOA for Moapa dace (Section 5.0).

The WSNA protects habitats that are critical for all age classes of the Moapa dace (larval, juvenile, and adult), along with habitat for other federally listed and special status species. It is also an important public use area, allowing for low impact public use with public education opportunities, and helps preserve the biodiversity of the Warm Springs Area.

### 4.1 Special Status Species

In the Warm Springs Area, the Muddy River ecosystem supports three groundwater-dependent federally listed species and a number of other special status species. Federally listed and native aquatic special status animal species in the Warm Springs Area are shown in Table 4-1. ${ }^{1}$

To compile Table 4-1, information was gathered from a variety of sources, including the USFWS Recovery Plan for rare aquatic species of the Muddy River ecosystem, the MOA BO, and the WSNA stewardship plan (USFWS, 1996 and 2006a; and SNWA, 2011). Special status designations that were considered include federally listed species, federally proposed and candidate species, Nevada State protected species, Nevada Bureau of Land Management (BLM) sensitive species, Nevada species of conservation priority, and species ranked critically imperiled or imperiled across their entire range by NatureServe. ${ }^{2}$ These designations are described in Appendix D.

In addition to the species listed in Table 4-1, which is specific to the Warm Springs Area, the federally endangered Yuma Ridgway's rail (Rallus longirostris yumanensis, formerly known as the Yuma clapper rail) occurs on the lower Muddy River. This species is discussed in Section 6.0 in regard to ESA compliance for the MOA, along with the other listed species.

[^7]Table 4-1
Federally Listed and Native Aquatic Special Status Animal Species in the Warm Springs Area

| Species Common Name ${ }^{\text {a }}$ | Species Latin Name | Special Status ${ }^{\text {b }}$ |
| :---: | :---: | :---: |
| Fish |  |  |
| Moapa dace | Moapa coriacea | $\mathrm{FE}^{\text {c }}$ |
| Moapa White River springfish | Crenichthys baileyi moapae | NS ${ }^{\text {c }}$ |
| Virgin River chub (Muddy River population) | Gila seminuda pop. 2 | NVP, BLM |
| Bird |  |  |
| Southwestern willow flycatcher | Empidonax traillii extimus | FE |
| Western yellow-billed cuckoo | Coccyzus americanus occidentalis | FT |
| Aquatic Invertebrate |  |  |
| Grated tryonia | Tryonia clathrata | BLM |
| Moapa pebblesnail | Pyrgulopsis avernalis | BLM ${ }^{\text {c }}$ |
| Moapa Valley pyrg | Pyrgulopsis carinifera | BLM ${ }^{\text {c }}$ |
| Moapa Warm Springs riffle beetle | Stenelmis moapa | $B^{\text {BLM }}{ }^{\text {c }}$ |
| Pahranagat naucorid | Pelocoris biimpressus shoshone | BLM |

${ }^{\text {a }}$ Only special status species inhabiting aquatic or riparian habitat within the Warm Springs Area included.
${ }^{\mathrm{b}}$ Only highest ranks listed. FE $=$ Federally Endangered. FT $=$ Federally Threatened. NVP $=$ Nevada State Protected. BLM $=$ Nevada BLM Sensitive. NS = NatureServe critically imperiled (G1) or imperiled (G2) across range.
${ }^{\circ}$ Endemic to the Warm Springs Area.
The federally endangered Moapa dace and the imperiled Moapa White River springfish coexist in the warmer waters of the upper Muddy River system and are endemic to the Warm Springs Area. ${ }^{1}$ These species typically inhabit water temperatures between $79-90^{\circ} \mathrm{F}$ and appear to reproduce mostly in the warmer tributary water temperatures between approximately $86-90^{\circ} \mathrm{F}$ (Scoppettone, 1993; Ruggirello et al., 2018). The Nevada State protected Virgin River chub (Muddy River population) also occurs in the Warm Springs Area and extends downstream in the cooler water of the upper Muddy River system. ${ }^{2}$ All three species are in the Recovery Plan for rare aquatic species of the Muddy River ecosystem (USFWS, 1996). Snorkel surveys for fish have been conducted in the Warm Springs Area since 1985, as described in Section 3.0. These surveys have provided counts for the Moapa dace, springfish, chub, and other fish species (USFWS, 2019).

Three federally listed bird species rely upon habitat supported by water sourced from the LWRFS regional carbonate aquifer. The federally endangered southwestern willow flycatcher and the federally threatened western yellow-billed cuckoo use riparian habitat with dense tree cover along the Muddy River in the Warm Springs Area for foraging and nesting. The federally endangered Yuma Ridgway's rail is a marsh bird found in heavily vegetated freshwater marshes along the lower Muddy River. Annual surveys for the southwestern willow flycatcher and western yellow-billed cuckoo have been conducted in the Muddy River ecosystem since 2000, documenting both species in the WSNA

[^8]most years (SNWA, 2019b). From 2010 to 2017, nest monitoring and banding studies were conducted on the WSNA for the southwestern willow flycatcher (McLeod and Pellegrini, 2013, 2014, 2015, 2017a, and 2017b; McCleod et al., 2018). ${ }^{1}$ San Bernardino County Museum conducted a marsh bird survey on the WSNA in 2008, and SNWA has conducted annual marsh bird surveys on the WSNA since 2014 (Braden et al., 2009; SNWA, 2015a, 2015b, 2016, 2017, and 2018c). As part of management of the WSNA, SNWA has and continues to conduct riparian habitat restoration projects, which maintains and enhances habitat for federally listed bird species.

Five BLM sensitive aquatic invertebrate species occur in the Warm Springs Area, including three springsnails (grated tryonia, Moapa pebblesnail, and Moapa Valley pyrg), the Moapa Warm Springs riffle beetle, and the Pahranagat naucorid. In an extensive survey for aquatic macroinvertebrates in the Warm Springs Area, all five of these species were documented in the spring and tributary headwaters and main stem of the upper Muddy River (Albrecht et al., 2008). The three springsnail species were petitioned for listing under the ESA, and in 2017 the USFWS found them not warranted for listing (USFWS, 2017). Three of the invertebrate species (Moapa pebblesnail, Moapa Valley pyrg, and Moapa Warm Springs riffle beetle) appear to be endemic to the Warm Springs Area, ${ }^{2}$ and four of them (all except Moapa Valley pyrg) are in the Recovery Plan (USFWS, 1996). ${ }^{3}$

In addition to the special status species described above, other wildlife also rely upon the groundwater-supported habitat in the Warm Springs Area, including fish, resident and migratory birds, bats, other small- to medium-sized mammals, and big game. Information on other wildlife is available in the WSNA stewardship plan (SNWA, 2011).

### 4.2 Warm Springs Natural Area

The WSNA is characterized by a variety of habitats, including springs, streams, and riparian woodlands, wetlands, and meadows. As described in Section 2.0, the property encompasses approximately 76 percent of the Moapa dace habitat in the Warm Springs Area, and it includes 85 percent of the current Moapa dace population.

SNWA purchased and established the WSNA in 2007 to fulfill conservation measures outlined in the Muddy River MOA. As discussed in Sections 5.3 and 5.4, signatories to the MOA agreed that it was "beneficial to the public interest" to establish a variety of conservation measures "in order to make measurable progress toward protection and recovery of the Moapa dace and its habitat concurrent with the operation and development of water projects for human use" (MOA, 2006, p. 5). As a potential conservation measure, SNWA agreed to make a good faith effort to acquire land and water rights so they could be used to effectuate conservation of resources and recovery of Moapa dace (MOA, 2006, p. 16).

[^9]Using funding secured under the Southern Nevada Public Land Management Act, SNWA purchased the 1,220 -acre Warm Springs Ranch as a Parks, Trails, and Natural Area acquisition. SNWA holds 111 afy of surface water rights associated with this property. The stated objective in the Financial Assistance Agreement was to develop a natural area that includes controlled public access to enjoy the abundant natural resources, interpretation of the resources and threatened and endangered species on the site, and measures to preserve and protect those resources (BLM, 2007; SNWA, 2011, Appendix A.01). SNWA renamed the property "Warm Springs Natural Area," and it actively manages the WSNA in accordance with this objective. To further the objective, SNWA has acquired approximately 30 acres of land adjacent to the WSNA, including stretches of the Apcar tributary (in 2009) and the North Fork tributary (in 2018) which are part of the Moapa dace range.

The Warm Springs Natural Area Stewardship Plan was completed in 2011 (SNWA, 2011). A core team consisting of SNWA, USFWS, The Nature Conservancy, and NDOW developed the plan with input from technical advisors (Great Basin Bird Observatory; HRA, Inc., Conservation Archaeology; Outside Las Vegas Foundation; and the BAC) and stakeholder review. The stewardship plan establishes a framework for appropriate long-term land uses that preserves the integrity of the natural resources, allows for management of water resources, and is consistent with commitments in the Financial Assistance Agreement and MOA (Section 5.3) (SNWA, 2011, p. 14).

The stewardship plan identifies the following purposes of the WSNA: Protect the endangered Moapa dace and its habitat; establish conservation projects that provide mitigation benefits for future water development; manage the property as a natural area for the benefit of native species; restore and manage the area as an ecological reserve, including implementation of species recovery actions; create opportunities for low-impact public use; develop public education opportunities which include ecological processes and endangered species recovery; and provide the opportunity for a program of national scientific research on aquatic and terrestrial systems in the Mojave Desert (SNWA, 2011, p. 11).

Since acquisition of the WSNA, SNWA has expended substantial effort on management of the property, including habitat restoration, infrastructure improvements, resource management, public use, and public outreach (e.g., see SNWA, 2019c). Habitat restoration and recovery efforts specifically associated with Moapa dace recovery and the MOA are described in Sections 3.6 and 5.4. Additional information about the WSNA is available in the stewardship plan and the public website (https://warmspringsnv.org).

### 5.0 Muddy River Memorandum of Agreement

The 2006 MOA forms the basis for ESA compliance for groundwater pumping by SNWA, CSI, the Tribe, and MVWD in the LWRFS. The MOA and associated BOs (Section 6.0) established stream flow triggers with associated groundwater pumping restrictions to maintain minimum in-stream flow levels, along with other conservation measures to minimize effects on Moapa dace. Groundwater pumping by other users within the LWRFS was not specifically addressed in the MOA, and those actions may require separate ESA compliance as described in Section 6.1.

Other special status species, described in Section 4.1, were not specifically included in the MOA. However, these species also rely upon and benefit from the in-stream flow protection and habitat conservation efforts identified in the MOA.

### 5.1 Background

Beginning in 2003, various parties began discussions and formal and informal consultations with the USFWS on projects or actions within the LWRFS involving groundwater pumping. These included:

1. SNWA's proposed pipeline to convey its 9,000 afy of permitted groundwater rights from Coyote Spring Valley.
2. CSI's proposed development in Coyote Spring Valley, which included plans to pump its 4,600 afy of permitted groundwater rights in Coyote Spring Valley.
3. The Tribe's proposal to utilize 2,500 afy of permitted groundwater rights from California Wash. Under a settlement which was eventually completed in April 2006, LVVWD transferred these water rights to the Tribe (Agreement, 2006a). The Tribe has identified several projects to divert and utilize this groundwater.
4. MVWD's ongoing use of its groundwater rights in Muddy River Springs Area to supply municipal water to meet the needs of its service area. At the time the MOA was being developed, annual pumping at the Arrow Canyon Well averaged 3.3 cubic feet per second (cfs), or 2,400 afy (based on Mayer et al., 2004 as discussed in USFWS, 2006a, p. 33). MVWD also has a spring water right of 1.0 cfs at the Apcar (Jones) Spring.

The USFWS raised concerns about the potential effects of these groundwater development projects on the endangered Moapa dace. Specifically, the USFWS was concerned that groundwater level declines associated with existing and planned groundwater pumping within the LWRFS was resulting and would result in decreases in spring discharge in the Warm Springs Area, which is the only habitat for the Moapa dace (Section 2.0). In 2004, the USFWS began working with the various parties to
develop draft conservation and minimization measures for the Moapa dace. This included a technical group, which worked to develop threshold levels for spring discharge at the Warm Springs West gage.

It was determined that an MOA was the appropriate mechanism to effectuate these commitments. The MOA, signed by all five of the above parties on April 20, 2006, established minimum in-stream flows and other conservation measures in the Warm Springs Area, along with coordinated monitoring, management, and mitigation measures. The commitments agreed to under the MOA were then evaluated in the MOA BO, and they were incorporated into the ESA Section 7 consultation for individual groundwater development projects (see further discussion in Section 6.0).

### 5.2 Minimum In-Stream Flow Levels

The signatories to the MOA committed to maintaining minimum in-stream flows in the Warm Springs Area and anticipated the need for reductions or cessation in pumping to avoid jeopardizing the existence of Moapa dace. The USFWS identified the first major threat to the continued existence of Moapa dace as the loss of suitable habitat caused by reduced spring discharge (USFWS, 2006a, p. 55). The Pederson Unit, located on the MVNWR, includes one of the spring complexes that the Moapa dace depends upon for successful reproduction. SNWA and USFWS hydrologists have identified these springs as the highest elevation springs in the Warm Springs Area, and thus the most susceptible to flow declines from groundwater pumping (Burns et al., 2019, p. 3-7; USFWS, 2006a, p. 54).

In-stream flow triggers were developed by the MOA technical group based on historical flows at the Warm Springs West gage. The MOA requires actions to protect Moapa dace through protection of in-stream flows beginning at 3.2 cfs . A key assumption associated with the triggers was that redistribution, reduction, or cessation in pumping by the MOA signatories would be effective in stopping and reversing flow level declines. Thus, pumping restrictions were established for the trigger levels. Table 5-1 identifies the trigger ranges and associated pumping restrictions established in the MOA. In addition, the USFWS, SNWA, CSI, and MVWD agreed to examine all reasonable water operational scenarios and to implement feasible scenarios that will minimize impacts to the Moapa dace and its habitat (MOA, 2006, pp. 16-17).

Under the MOA, if flows at the Warm Springs West gage reach the 2.7 cfs trigger level, the total volume of groundwater that could be pumped by the MOA signatories from the regional carbonate aquifer in Coyote Spring Valley, California Wash, and the Warm Springs Area is limited to 4,374 afy. As shown in Table 5-1, this total includes 2,400 afy for MVWD at the Arrow Canyon Wells (the average pumped from 1998-2003 to meet existing municipal water demands; USFWS, 2006a, pp. 8 and 46), ${ }^{1} 1,250$ afy from California Wash (for the Tribe), and 724 afy from Coyote Spring Valley (for MVWD as replacement of the Jones Spring water right; see item \#2 in Section 5.3) (USFWS, 2006a, pp. 45-46). Therefore, if flows decline to 2.7 cfs , the MOA pumping restrictions mandate no (zero) groundwater withdrawal for SNWA and CSI use from Coyote Spring Valley.

As discussed in more detail in Burns et al. (2019), current hydrologic information indicates recovery of spring flows following the Order 1169 aquifer test was less than expected and has never reached

[^10]Table 5-1
MOA Trigger Ranges at Warm Springs West Gage and Corresponding Pumping Restrictions

|  | SNWA ${ }^{11}$ | $\mathrm{CSI}^{\text {/1 }}$ | MVWD ${ }^{\text {2 }}$ | $\mathrm{MBPI}^{13}$ |
| :---: | :---: | :---: | :---: | :---: |
| Water Rights considered under MOA (afy) | 9,000 | 4,600 | -- | 2,500 |
| Trigger Ranges (cfs) | Pumping Restrictions (acre-feet per year [afy]) |  |  |  |
| 3.2 or less | Parties meet to discuss and interpret data and plan mitigation measures |  |  |  |
| 3.0 or less | SNWA \& CSI tak | tribute pumping | -- | -- |
| $3.0->2.9$ |  |  | -* | - |
| $2.9->2.8$ |  |  | -- | $\leq 2,000$ |
| $2.8->2.7$ |  |  | -- | $\leq 1,700$ |
| $\leq 2.7$ |  |  | -- | $\leq 1,250$ |

${ }^{11}$ SNWA and CSI production from wells MX-5, RW-2, CS-1, CS-2 and other CSI wells in Coyote Spring Valley.
12 MVWD agreed to cease pumping from the carbonate aquifer at the Arrow Canyon Well during the aquifer test, with replacement water supplied by
SNWA (MOA, 2006, p. 11). In the MOA BO, the USFWS assumed that if flows declined to 2.7 cfs , MVWD would resume pumping at the Arrow Canyon Well at the rate of 2,400 afy (the averaged pumped from 1998-2003) to meet existing municipal water demands (USFWS, 2006a, pp. 8 and 46).
${ }^{1} \mathrm{MBPI}$ pumping under permit no. 54075.
${ }^{14}$ The 724 afy is replacement for flows that MVWD used from the Apcar (Jones) Springs prior to the Jones Springs Agreement (USFWS, 2006a, p. 46).
pre-test levels (Burns et al., 2019, p. 5-17). Burns et al. (2019) concluded that if pumping in Coyote Spring Valley resumed at levels commensurate with the aquifer test, flows at the Warm Springs West gage will reach trigger ranges sooner and at lower groundwater pumping rates than contemplated in the MOA (Burns et al., 2019, p. 8-2). Table 6-2 of the Burns et al. (2019) report identifies the current hydrologic interpretation, which is the 2.7 cfs trigger would be hit with 10,671 afy of LWRFS groundwater pumping (Burns et al., 2019, p. 6-9). To maintain flow above the first trigger level of 3.2 cfs, Burns et al. (2019) estimate an average annual groundwater pumping of 5,908 afy can be maintained from the carbonate aquifer (Burns et al., 2019 pp. 8-3, 8-4). Burns et al. (2019) recommend that annual groundwater pumping be managed between $4,000-6,000$ afy over the long-term, assuming conflicts with senior water right holders are adequately addressed (Burns et al., 2019 p. 8-4).

At the same Warm Springs West gage location, the USFWS holds a certificated water right for 3.5 cfs to maintain habitat for Moapa dace and other wildlife (permit number 56668 on NDWR, 2019). Provided that all of the MOA signatories are in full compliance with the terms of the MOA, the USFWS has agreed not to assert a claim of injury to this right against MVWD for pumping at the Arrow Canyon Well, the Tribe for pumping in California Wash, or SNWA or CSI for pumping in Coyote Spring Valley for any diminution in flows above 2.7 cfs (MOA, 2006, p.18). This agreement further demonstrates the importance of maintaining minimum in-stream flows.

### 5.3 Conservation Measures

The MOA includes conservation measures which can be generally grouped into two categories: 1) reduction in pumping and dedication of water rights, and 2) implementation of habitat restoration. The combination of both categories of measures was determined necessary by the USFWS to
minimize effects to Moapa dace from groundwater pumping (USFWS, 2006a). The conservation measures are listed below in the same numbering sequence as identified in the MOA:

1. Establishment of a Recovery Implementation Program (RIP). The program will be used to effectuate the goals of the MOA by implementing measures necessary to accomplish the protection and promote the recovery of the Moapa dace, as well as, outline the development of regional water facilities and include additional parties as appropriate. SNWA agreed to provide $\$ 300,000$ in funding to develop the RIP, and the parties agreed to work cooperatively to select the contractor and seek other parties in the region that have an interest in the development and management of water and biological resources.
2. Dedication of the Jones water right. The dedication of water would guarantee additional in-stream flows in an area of Moapa dace habitat. To effectuate this dedication, MVWD agreed to record an agreement dedicating its 1.0 cfs spring water right at Apcar (Jones) Spring for the purpose of maintaining in-stream flows, and SNWA agreed to transfer an equivalent portion of its existing water rights in Coyote Spring Valley to MVWD.
3. Dedication of a portion of CSI water rights. CSI agreed to record a conservation easement dedicating 460 afy of its existing permitted groundwater rights to the survival and recovery of Moapa dace and its habitat.
4. Habitat restoration and recovery measures. To restore habitat for Moapa dace and take other steps to protect and recover the species:

- SNWA would provide $\$ 750,000$ for the restoration of Moapa dace habitat on the Apcar Unit of the MVNWR.
- USFWS and SNWA would each provide $\$ 125,000$ in funding to develop an ecological model designed to investigate the effects of habitat change on the ecology of the Moapa dace.
- SNWA agreed to provide $\$ 50,000$ to construct fish barriers to help eliminate tilapia from areas of Moapa dace habitat.
- SNWA would provide $\$ 25,000$ to implement programs related to eradication of non-native fish species in the Warm Springs Area.
- CSI agreed to provide $\$ 50,000$ annually for a period of four years for restoration of Moapa dace habitat.
- The Tribe agreed to use a portion of their on-Reservation greenhouse facility for the purpose of cultivating native vegetation for use in RIP-approved habitat restoration.
- The Tribe agreed to provide access on the Tribe's Reservation for construction and maintenance of at least one fish barrier.
- The Tribe agreed to provide services of the Tribe's Environmental Director for in-kind staff services and participation in the RIP.

5. Protection of in-stream flows. The MOA signatories agreed that maintenance of minimum in-stream flows in the Warm Springs Area is essential for protection and recovery of the Moapa dace. These minimum in-stream flows are further discussed in Section 5.2.
6. Hydrologic Review Team (HRT). An HRT was established by the MOA signatories to coordinate monitoring, data collection, and analyses, endeavor to reach consensus on annual determinations of any necessary restrictions, and complete annual reports.
7. Acquisition of additional land and water rights. The MOA signatories agreed to work cooperatively to identify land and water rights that, if acquired and dedicated to the recovery of the Moapa dace, will assist in making measurable progress toward recovery of the species.
8. Operational coordination among USFWS, SNWA, CSI, and MVWD. The USFWS, SNWA, CSI, and MVWD agreed to examine reasonable water operational scenarios, and to implement feasible scenarios that will minimize impacts to the Moapa dace and its habitat.
9. Adaptive management measures. The MOA signatories agreed to carry out additional conservation measures to protect and recover the Moapa dace, such as biological and hydrological studies, a regional monitoring and management plan, augmenting and/or restoring in-stream flows, and necessary measures to protect and recover the species.

### 5.4 Current Status

Compliance with the MOA conservation measures has either been completed or is ongoing. A summary of the status for each of the measures is provided below, using the same reference numbering listed in the MOA and Section 5.3.

1. Establish a RIP. This measure is ongoing. SNWA entered into an agreement with a contractor to plan and develop the RIP. The $\$ 300,000$ funding was expended between December 2006 and June 2012. A preliminary draft of the RIP and associated National Environmental Policy Act (NEPA) compliance document was prepared. However, due to workloads and priorities, the USFWS has not been able to dedicate staff to complete the RIP. In the interim, collaborative conservation actions for the Moapa dace are ongoing.

The establishment of a Biological Advisory Committee (BAC) was recommended in the draft RIP. Stakeholders, including the MOA signatories, NDOW, and United States Geological Survey (USGS) have been meeting regularly since 2007. The BAC has been focused on implementing habitat restoration, restoring natural stream flows, installation and removal of fish barriers, eradication of invasive fish species, and other actions to increase the distribution and abundance of Moapa dace and support the species' recovery. Many of these recommended actions have been implemented on the WSNA as described below.
2. Dedication of the Jones water right. This measure was completed.

- The MVWD, Muddy Valley Irrigation Company, and USFWS executed an agreement to suspend use of a 1.0 cfs decreed water right at Apcar (Jones) spring (certificate number 10060), as described in the MOA (Agreement, 2006b). This agreement was signed in April 2006 and recorded in October 2007. This water right supports habitat in the Apcar tributary, which is currently a prime location for Moapa dace occurrence and reproduction.
- In August 2009, SNWA and MVWD executed a Design, Construction, Operation, and Maintenance agreement for SNWA's Moapa Transmission System project (Agreement, 2009). The system provides the mechanism for conveyance of SNWA water rights from Coyote Spring Valley to MVWD, thereby enabling MVWD to suspend use of the Apcar (Jones) Spring water right.
- In July 2015, SNWA and MVWD amended their Moapa Transmission System Design, Construction, and Operation and Maintenance agreement to allow for intermittent use of the system (Amendment, 2015). The amendment compensates MVWD to use other water sources instead of Apcar (Jones) Spring or Coyote Spring Valley groundwater when the Moapa Transmission System is not being operated.

3. Dedication of a portion of CSI water rights. This measure was completed. On May 19, 2016, the NSE's office, as owner of record of the CSI water rights under State law, recorded with the Clark County recorder an affidavit to relinquish 460 afy of a groundwater right in Coyote Spring Valley (permit number 70430R01) for the purposes of furthering the survival and recovery of the Moapa dace (Affidavit, 2016).
4. Habitat restoration and recovery measures. This measure is mostly completed and ongoing.

- SNWA funded a $\$ 750,000$ stream restoration project for Moapa dace on the Apcar Unit within the MVNWR. This project was completed in 2009 and Moapa dace numbers have increased and are stable in that reach.
- SNWA and USFWS each provided $\$ 125,000$ to the USGS to generate an ecological model for Moapa dace. This grew to an over $\$ 2$ million project with additional funding provided under the Southern Nevada Public Land Management Act. This study was completed in 2015 and is described in Section 7.2.
- SNWA provided $\$ 50,000$ to construct a fish barrier on the South Fork in November 2009. This fish barrier served as a critical barrier for subsequent piscicide (rotenone) treatments for the removal of invasive tilapia. It was removed by NDOW on September 24, 2015, to allow Moapa dace to recolonize their historic habitat.
- SNWA provided $\$ 25,000$ to NDOW to support tilapia eradication. This funding was used to purchase rotenone and other equipment for the successful eradication of tilapia in the Warm Springs Area.
- CSI provided $\$ 200,000$ in funding for restoration of Moapa dace habitat.
- The need for the Tribe's on-Reservation greenhouse has not yet been specified. However, the Tribe has done habitat restoration on its Tribal lands.
- The BAC evaluated the best locations for fish barriers on the Muddy River, and determined one is not necessary on Tribal lands. However, the Tribe has made modifications to their irrigation diversion to prevent fish passage, and eradication of invasive tilapia using chemical treatments has involved the use of Tribal lands.
- The Tribe's Environmental Director participated in the development of the RIP, and the Tribe continues to participate with the BAC. This includes supporting activities identified by the BAC relating to Tribal lands.

5. Protection of in-stream flows. This measure is ongoing. As shown on Figure 5-7 of Burns et al. (2019, p. 5-9), stream flows at the Warm Springs West gage, which is the established location in the MOA for monitoring flows, have remained above the trigger levels identified in the MOA since it was signed. However, Burns et al. (2019) has identified that had the Order 1169 aquifer test or operation of the MX-5 well continued, the initial trigger of 3.2 cfs at the Warm Springs West gage would have been reached before the end of 2014 (Burns et al., 2019, p. 5-13). Burns et al. (2019) has identified that groundwater elevations and spring flows have not recovered to pre-test levels, and a significant increase in carbonate groundwater pumping such as that which occurred during the Order 1169 aquifer test will cause sharp declines in water levels and spring discharges (Burns et al., 2019, pp. 5-17 and 8-3).
6. HRT. The HRT has been working together and sharing data since the MOA was signed, including meeting periodically over the course of each year to review monitoring and resource management activities. The team works closely with other stakeholders, including the Muddy Valley Irrigation Company, NVEnergy, USGS, and other water users helping monitor surface and groundwater diversions, river flows, water quality, and irrigation system operations, to ensure comprehensive local and regional monitoring of hydrologic conditions.
7. Additional land and water rights. As described in Section 4.2, SNWA purchased the WSNA in 2007. SNWA actively manages the WSNA, and since acquisition has conducted property maintenance, habitat restoration, vegetation management, biological monitoring, and public access and education.

SNWA has implemented a large number of restoration and habitat improvement projects on the WSNA for the conservation and recovery of Moapa dace (Appendix C). As a result of these improvements, the property currently provides habitat for approximately 85 percent of the Moapa dace population. ${ }^{1}$ Habitat improvements implemented on the WSNA specifically for Moapa dace include:

[^11]- Lower Pederson stream. This stream had been relocated for irrigation purposes in the early 1900s and was choked with palms and supported very few Moapa dace. SNWA re-routed this reach close to the historic pathway with $1,300 \mathrm{ft}$ of engineered stream, which now consistently has some of the highest Moapa dace numbers of any reach (Appendix A Table A-2).
- Apcar stream. Water historically had been diverted from the upper Apcar stream for irrigation purposes on what is now the WSNA. The diverted water was used to create sheet flows over the land, and the unused portion returned to the middle and lower Apcar stream. ${ }^{1}$ In certain times of the year this resulted in cooler water re-entering the warm stream. SNWA stopped these diversions, leaving the water in the Moapa dace habitat.
- Middle Apcar stream. This stream had been heavily trampled by cattle, and was wide, slow, cool, and severely choked by cattails. SNWA removed cattails, narrowed the stream, and increased flow velocity, improving this habitat for Moapa dace. Moapa dace numbers have increased in this reach dramatically after this project.
- Palm tree removal. Palm trees pose a fire risk to Moapa dace habitat, choke off streams, and heavily shading streams (thereby reducing sunlight, which reduces algal and invertebrate productivity which are Moapa dace food items). SNWA has removed large numbers of palms along several stream reaches, improving Moapa dace habitat and reducing wildfire risk to Moapa dace.
- South Fork. The stream banks along the South Fork have been stabilized to improve Moapa dace habitat.
- Refuge stream. An old irrigation diversion structure that blocked Moapa dace movement was removed. Beaver and beaver dams which were blocking fish passage have also been removed. In addition, a small waterfall that had developed at the Apcar confluence was bypassed to facilitate fish movement in the system, and additional repairs in this area are currently being designed.

8. Operational coordination. The BAC and HRT meet regularly, and coordinate operations, monitoring, and other activities.
9. Adaptive management measures. Conservation measures continue to be discussed and evaluated by the BAC and HRT, and they are implemented as feasible.
[^12]
### 6.0 Endangered Species Act Compliance

As described in Section 1.0, the Moapa dace is federally listed and protected under the ESA, and other federally listed species also occur in the Warm Springs area. Section 7 of the ESA requires all Federal agencies to ensure that any action they authorize, fund, or carry out does not jeopardize the continued existence of a listed species. Under the ESA, "Jeopardize the continued existence of" means to "engage in an action that reasonably would be expected, directly or indirectly, to reduce appreciably the likelihood of both the survival and recovery of a listed species in the wild by reducing the reproduction, numbers, or distribution of that species." 50 CFR § 402.02.

ESA also protects endangered and threatened species and their habitats by prohibiting the "take" of listed animals. "Take" is defined as to "harass, harm, pursue, hunt, shoot, wound, kill, trap, capture, or collect, or to attempt to engage in any such conduct." 16 U.S. Code of Laws (U.S.C.) § 1532 . Under ESA implementing regulations, the term "harm" is defined as "an act which actually kills or injures wildlife. Such an act may include significant habitat modification or degradation where it actually kills or injures wildlife by significantly impairing essential behavioral patterns, including breeding, feeding, or sheltering." 50 Code of Federal Regulations (CFR) § 17.3. "Incidental take" is "takings that results from, but are not the purpose of, carrying out an otherwise lawful activity conducted by a Federal agency or applicant." 50 C.F.R. § 402.02 .

When a Federal agency determines that its action is likely to adversely affect a listed species, the agency formally consults with the USFWS in accordance with Section 7 of the ESA, and the USFWS prepares a BO. In a BO, the USFWS determines whether the proposed action is likely to cause jeopardy to a listed species, and if so, identifies "reasonable and prudent alternatives" to the proposed action which the agency must implement to minimize impacts to the listed species. 16 U.S.C.§ $1536(b)(3)(A)$. If the proposed action may adversely affect a species, but not jeopardize its continued existence, the USFWS includes an incidental take statement in the BO which identifies the amount or extent of anticipated take, reasonable and prudent measures to minimize the take, and terms and conditions. U.S.C.§ $1536(b)(4) .{ }^{1}$

Violations of the take prohibitions under ESA are subject to civil and criminal penalties. 16 U.S.C. § 1540. In addition, the Federal government can seek injunctive relief to stop an activity that threatens harm or take of a listed species or its habitat.

This section describes the ESA Section 7 compliance that has been conducted, including completion of BOs, pertaining to Moapa dace and other federally listed species in the Warm Springs Area.

[^13]
### 6.1 Programmatic Biological Opinion for Muddy River Memorandum of Agreement

In compliance with Section 7 of the ESA, the USFWS completed a BO for the MOA on January 30, 2006 (File No. 1-5-05-FW-536) (USFWS, 2006a) ${ }^{1}$. A description of the MOA is provided in Section 5.0. Due to the number of impending actions by different entities, a tiered approach was taken by the USFWS for ESA compliance. The tiered approach is a two-stage consultation process, where the first stage programmatically evaluates the landscape-level effects, and the second stage results in completion of project-specific documentation for specific effects of individual projects (USFWS, 2006a, pp. 2-3). The programmatic MOA BO is described below, and the second stage, or tiered BOs, are described in Section 6.2.

The MOA BO evaluated the potential effects on Moapa dace from the cumulative groundwater withdrawal of 16,100 afy from the regional carbonate aquifer by SNWA, CSI, and the Tribe in Coyote Spring Valley and California Wash, along with on-going groundwater use by MVWD in Muddy River Spring Area. The analysis considered implementation of stream flow triggers with associated groundwater pumping restrictions by the MOA signatories to maintain minimum in-stream flows, along with other conservation measures as proposed in the MOA (described in Sections 5.2 and 5.3). It did not evaluate other federally listed species, but it stated that other species may be evaluated in future tiered BOs.

The MOA BO did not analyze effects on Moapa dace from groundwater pumping by other users within the LWRFS. However, it did note that future federal actions not covered under the MOA and groundwater pumping by private parties that are determined to affect or take Moapa dace could only occur under ESA Section 7 or Section 10 incidental take authorizations (USFWS, 2006a, pp. 60-61).

### 6.1.1 Effects on Moapa Dace

The MOA BO concluded that Moapa dace will be directly affected by the proposed groundwater withdrawals, since the actions are likely to affect the spring flows upon which the Moapa dace depend (USFWS, 2006a, p. 44). The USFWS concluded in its analysis that the proposed groundwater development is likely to cause further declines in groundwater levels in the carbonate aquifer, a reduction in head (force exerted by column of fluid) at springs in the Warm Springs Area, and decreases in spring discharge and groundwater seepage into streams. The MOA BO noted that higher elevation springs are more susceptible to decreases in groundwater levels, and they will be affected proportionally more for a given decline in groundwater levels. The highest elevation springs, which are the most susceptible to impacts from groundwater pumping, occur on the Pederson Unit of the MVNWR, an area which contains some of the most important spawning habitat for Moapa dace in the system (USFWS, 2006a, p. 45).

Modeling was conducted in the MOA BO to identify effects of groundwater level declines and reduced spring discharge on Moapa dace habitat. This included hydraulic modeling to estimate the change in hydraulic geometry and Moapa dace habitat (Otis Bay, 2003), and thermal load modeling to predict water temperature in segments of flowing stream (Brock, 2004). This modeling was

[^14]conducted for the Pederson Unit on the MVNWR because of the susceptibility of its high elevation springs. The results indicate that with reduced spring discharge, Moapa dace habitat is also reduced.

The hydraulic model identified a decrease in the width, depth, and velocity of the spring channels, and a resulting loss of habitat available for the Moapa dace (USFWS, 2006a, p. 50). When the average flow level at the Warm Springs West gage was decreased to 2.78 cfs , the model simulated a 31 percent reduction in flow in the downstream Pederson Unit (from the springs confluence to the Warm Springs West gage), which was estimated to reduce available riffle habitat by 22 percent and pool habitat by 16 percent (USFWS, 2006a, p. 51). Greater effects were shown in the upstream Pederson Unit (the spring complex), with a simulated 41 percent reduction in flow and a corresponding 43 percent reduction in riffle habitat and 25 percent reduction in pool habitat (USFWS, 2006a, p. 51).

In addition to the loss of overall habitat, the model identified reduced water temperatures. Since Moapa dace have a reproductive temperature threshold of $86^{\circ} \mathrm{F}\left(30^{\circ} \mathrm{C}\right)$, any area with cooler temperature water does not support reproduction. As reduced flows extend downstream, they reduce the thermal load in the system and thus the amount of available habitat at the appropriate spawning temperature (USFWS, 2006a, p. 54). The USFWS identified that reductions in spring flows would result in an upstream shift of the thermal gradient in the system. Simulated reductions in spring flow of 10,20 , and 30 percent resulted in the loss of 66,131 , and 197 feet ( 20,40 , and 60 meters) of reproductive habitat, respectively (USFWS, 2006a, p. 53). ${ }^{1}$

In summary, the modeling analysis in the MOA BO identified an overall reduction in flow of 6 percent in available occupied habitat when the discharge at Warm Springs West gage was reduced to 2.7 cfs . The USFWS noted that this 6 percent loss did not adequately reflect the importance of the Pederson Unit to Moapa dace reproduction and recruitment, however. On that matter, the analysis indicated a loss of 31 percent of available spawning habitat on the Pederson Unit (USFWS, 2006a, pp. 54-55). The USFWS recognized that much of the available spawning habitat on the Plummer and Apcar Units and the Refuge Stream would not be as affected (USFWS, 2006a, p. 55).

### 6.1.2 Finding

After review of the status of the species and effects of the proposed groundwater withdrawals, the USFWS concluded that execution of the MOA is not likely to jeopardize the continued existence of the endangered Moapa dace (USFWS, 2006a, p. 61). This finding was based upon implementation of the combination of stream flow triggers with associated pumping reductions to maintain minimum in-stream flows along with other conservation measures (described in Sections 5.2 and 5.3).

The USFWS assumed that the measures would be initiated or fully implemented prior to groundwater development (USFWS, 2006a, pp. 12, 56, and 60). The expectation was that the Moapa dace population will respond positively, and the conservation benefit to the species will be realized prior to any impacts from groundwater withdrawal (USFWS, 2006a, p. 56). The specific aim of the measures is to off-set potential groundwater pumping effects to the Pederson tributary and downstream reaches.

[^15]The overall expected outcome is improved long-term habitat and increased distribution and abundance throughout the range of the species (USFWS, 2006a, pp. 55-56 and 60).

However, the USFWS relied on certain assumptions in its analysis and conclusion, including assumptions on the response of the hydrologic system to groundwater pumping. The USFWS specifically noted that the response of the aquifer to a reduction or cessation of pumping was not known and had not been tested (USFWS, 2006a, pp. 46-47). As noted in Burns et al. (2019), recovery from the pumping stresses imposed during the Order 1169 aquifer test was less than expected, and spring flows measured at the Pederson Spring and Warm Springs West gages have not recovered to pre-test levels (Burns et al., 2019, p. 5-17). Burns et al. (2019) has concluded that trigger ranges would be reached sooner and at lower groundwater pumping rates than contemplated in the MOA if pumping in Coyote Spring Valley resumed at levels commensurate with the Order 1169 aquifer test (Burns et al., 2019, p. 6-2). If this were to occur, the USFWS could require ESA re-consultation and stricter pumping restrictions to enforce protection of the minimum in-stream flows. The USFWS retains the discretion to re-initiate previous consultations or take additional actions if there is a failure to meet any of the measures or stipulations in the MOA. This report is not making any recommendations regarding whether the agency should or should not do so.

### 6.2 Tiered Biological Opinions under Muddy River Memorandum of Agreement

No incidental take statement was included in the MOA BO, which evaluated landscape-level effects and the implementation of conservation measures. Individual projects proposed under the tiered programmatic consultation require completion of project-specific documentation to address their specific effects. In order to track the effects of all groundwater withdrawal projects by the MOA signatories on the Moapa dace, the USFWS tiered project-specific BOs to the MOA BO. To date, there have been seven tiered BOs, which are summarized below.

### 6.2.1 Coyot̂e Springs Invest̂ment

The USFWS issued a tiered BO for the proposed CSI development in Clark County, Nevada (CSI BO) (File No. 1-5-05-FW-536-Tier 01) on March 2, 2006 (USFWS, 2006b). CSI proposed to withdraw its 4,600 afy of permitted water rights from two locations in Coyote Spring Valley in order to help meet the water demands of its proposed residential community. Conservation measures in the CSI BO specific to the Moapa dace relied upon the conservation measures of the MOA, as well as additional measures to minimize impacts of CSI development on water quality and quantity entering Pahranagat Wash from on- and off-site precipitation events (USFWS, 2006b, p. 75).

The USFWS anticipated that incidental take of Moapa dace will occur, but the actual death or injury of fish will be difficult to detect due to the small size of the fish. Therefore, take of Moapa dace was expressed in terms of habitat loss resulting from changes in water temperature, chemistry, and water flows, specifically the loss of riffle and pool habitat (USFWS, 2006b, p. 87). Because the signatories may simultaneously be withdrawing groundwater from different locations, the USFWS authorized a total amount of incidental take of Moapa dace for the cumulative actions of all MOA signatories of " 22 percent loss in riffle habitat and 16 percent loss in pool habitat. Should flows at the Warm Springs

West gage decline to a flow below 2.78 cfs , the amount of incidental take for any project-specific action under the MOA would be exceeded for the Moapa dace" (USFWS, 2006b, p. 88).

In the CSI BO, the USFWS noted that habitat for the federally listed bird species exists in the Muddy River system, and that groundwater pumping in Coyote Spring Valley has the potential to impact habitat for these species (USFWS, 2006b, p. 3). However, the commitments made under the MOA should restore flow levels in the Muddy River before effects to riparian vegetation occur. Thus, no significant impacts to these bird species were expected (USFWS, 2006b, p. 4). No incidental take for the bird species was authorized.

### 6.2.2 Southern Nevada Water Authority

The USFWS issued a tiered BO for SNWA's proposed right-of-way permit and funding for a water conveyance system and associated groundwater pumping in Coyote Spring Valley on the Warm Springs Area, Clark County, Nevada (SNWA BO) (File No. 1-5-05-FW-536-Tier 2) on May 9, 2007 (USFWS, 2007). SNWA proposed to construct a pipeline to convey up to 9,000 afy of its permitted water rights from Coyote Spring Valley. Conservation measures in the SNWA BO specific to the Moapa dace relied upon the conservation measures established under the MOA (USFWS, 2007, pp. 49 and 52).

As noted for the CSI BO, the USFWS believed incidental take of Moapa dace will be difficult to detect, and that incidental take was best expressed in terms of habitat loss (USFWS, 2007, pp. 56-57). The USFWS reiterated that incidental take is established at the landscape level analyzed in the MOA BO, with a loss of 22 percent riffle habitat and 16 percent pool habitat from the cumulative groundwater withdrawal. Also, should flows at the Warm Springs West gage decline below 2.78, incidental take would be exceeded (USFWS, 2007, p. 57).

In the SNWA BO, the USFWS concluded the project was not likely to adversely affect the southwestern willow flycatcher, Yuma Ridgway's (clapper) rail, and yellow-billed cuckoo (USFWS, 2007, p. 3). No incidental take for the bird species was authorized.

### 6.2.3 Other Tiered Biological Opinions

The USFWS has issued five tiered BOs (one of which was withdrawn) considering use of varying smaller quantities of the Tribe's groundwater rights in California Wash, including a Tribal reservation pipeline and several solar projects. These tiered BOs relied upon the analysis for Moapa dace provided in the MOA BO, and the conservation measures in the MOA. Additional proposed conservation measures included ensuring water use is minimized to the maximum extent possible, and providing funding to assist with construction of barriers to protect Moapa dace from upstream migration of invasive species.

As noted for the CSI and SNWA BOs, incidental take for Moapa dace was expressed as a cumulative loss threshold for all groundwater withdrawal as evaluated under the MOA BO. The most recent tiered BO noted that "As a surrogate for this habitat-based incidental take, should flows at the Warm Springs West gage decline to a flow below 2.7 cfs , the amount of incidental take for all tiered actions
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under the MOA, including the Playa Solar Project, would be exceeded for the Moapa dace" (USFWS, 2015, p. 64). As with the CSI and SNWA BOs, the USFWS concurred the federally listed bird species were not likely to be adversely affected (USFWS, 2015, p. 3).

### 7.0 Recent Studies

The three studies described below were conducted on Moapa dace and the Muddy River system since the establishment of the MOA (MOA, 2006) and the completion of associated ESA compliance (USFWS, 2006a, 2006b, and 2007) (Section 5.0 and Section 6.0). These studies provide additional information about the regional carbonate-rock aquifer dynamics, the hydrology of the Muddy River system, and the biology of Moapa dace.

The studies are consistent with previous findings regarding impacts to spring flows and Moapa dace. In particular, the studies show that: 1) groundwater pumping in the LWRFS causes spring flow reductions in the Warm Springs Area; 2) spring flow reductions in the Warm Springs Area impact Moapa dace habitat; 3) impacts to Moapa dace habitat reduce the carrying capacity of the river system to support the species; 4) reduced carrying capacity of the river system affects the ability of Moapa dace to recover; 5) both habitat restoration and minimum instream-flow protection are needed to manage and mitigate impacts from reductions in-stream flow; and 6) effects from water use on Moapa dace habitat need to be carefully monitored while fully implementing a proactive conservation strategy.

### 7.1 Order 1169 Aquifer Test

An aquifer test was conducted in 2010-2012 in accordance with NSE Order 1169 (NSE, 2002). The objective of the test was to pump at least fifty percent of the water rights permitted in Coyote Springs Valley for at least 2 consecutive years, and "determine if the pumping of those water rights will have any detrimental impacts on existing water rights or the environment" (NSE, 2002, p. 7). The aquifer test is summarized in Burns et al. (2019) and described in detail in the SNWA Nevada State Engineer Order 1169 and 1169A Study Report (SNWA, 2013). Various stakeholders, including MOA signatories, evaluated the aquifer test results and documented their interpretations, conclusions, and recommendations in reports submitted to the NSE. Hydrologic conclusions and recommendations from those reports are summarized in Burns et al. (2019).

Burns et al. (2019) identified that by the end of the two-year aquifer test, discharge from Pederson Spring was reduced to approximately one-third of its pre-test flow (Burns et al., 2019, p. 5-13). At approximately $1,810 \mathrm{ft}$ above mean sea level, Pederson Spring is the highest elevation spring in the Warm Springs Area, and according to Burns et al. (2019) it is considered to be the most sensitive to changes in groundwater conditions (Burns et al., 2019, p. 3-7). Pederson Stream is one of the few tributaries currently occupied and used for spawning by Moapa dace (Section 3.2).

Discharge measured at the Warm Springs West gage (shown in Figure 2-1) declined approximately 8 percent, from 3.70 to 3.41 cfs (Burns et al., 2019, p. 5-13). This gage measures the total discharge from the Pederson Springs Complex (Burns et al., 2019, p. 3-7), and it is the location of the triggers
established in the MOA to protect in-stream flows and Moapa dace (Section 5.2). Burns et al. (2019) concludes that responses to the pumping stresses from the aquifer test were very apparent in the data, and that had the test or operation of the MX-5 well continued, the initial trigger of 3.2 cfs would have been reached before the end of 2014 (Burns et al., 2019, p. 5-13). Furthermore, Burns et al. (2019) notes that recovery since the aquifer test has been less than expected, and flows at the Warm Springs West gage have not reached pre-test levels (Burns et al., 2019, p. 5-17). As discussed in Section 6.0, these aquifer test results are significant, as ESA compliance for Moapa dace is dependent on maintaining the minimum in-stream flows identified in the MOA.

In an inter-agency report following the aquifer test, the USFWS stated that they remained concerned about Moapa dace's ability to persist in the long-term despite recent population growth (USFWS et al., 2013, p. 81). The report points out that 1) the Moapa dace population size is still lower than historic estimates, 2) the species is restricted to a small geographic area, 3) the species has specific habitat requirements which makes it vulnerable to environmental changes, 4) the species is exposed to numerous stressors with limited opportunities to move away, and 5) these characteristics make the species vulnerable to extinction. The agencies cautioned that habitat restoration will "only go so far" toward maintaining or improving the species' status if the stressors that lead to habitat degradation are not also addressed. The report also references the ecohydraulic modeling effort discussed in Section 7.2.1, stating that the fish depend on thermal spring discharge to create and maintain important habitat characteristics, and the species is thought to be more sensitive to flow reduction than other fish species in the system (USFWS et al., 2013, pp. 81-82). The agencies therefore recommended that no additional water be appropriated in Coyote Spring Valley and adjacent hydrographic basins (USFWS et al., 2013, p. 82).

### 7.2 Modeling Studies

Two simulation models examining Moapa dace ecological dynamics have been constructed in the past decade by the USGS and USFWS. The scientific publications that have resulted from these efforts include An ecohydraulic model to identify and monitor Moapa dace habitat (Hatten et al., 2013), and $A$ stochastic population model to evaluate Moapa Dace (Moapa coriacea) population growth under alternative management scenarios (Perry et al., 2015). The modeling studies are summarized below.

It is important to note that the simulated changes summarized below are dependent on necessary assumptions that were made in the models and the accuracy of the models. Furthermore, given natural variability and restoration efforts over time, Moapa dace abundance and distribution and its habitat quantity and quality will likely change, which would alter simulation results. Nonetheless, the models provide valuable insight into potential effects that could occur to Moapa dace habitats and their population in the Muddy River system, and useful information for managing the fish and their habitat.

### 7.2.1 Ecohydraulic Model

The USGS conducted an ecohydraulic modeling effort in 2009-2012 for Moapa dace (Hatten et al., 2013). The goal of the effort was to determine potential effects of reduced flows on Moapa dace habitat inside the MVNWR. The effort included four steps. First, snorkel surveys were conducted
between 2009-2012 in the three spring brooks in the MVNWR (Apcar, Pederson, and Plummer), and fish locations were marked on a map. These fish locations were then converted into occupied and unoccupied areas on a digital map. Second, increases and decreases in spring brook flows were simulated. Seven flows were considered: the base flow; 10, 20, and 30 percent increases over base flow; and 10,20 , and 30 percent reductions in base flow. Third, a set of spatially-explicit Moapa dace habitat models were developed and statistically assessed for accuracy. Logistic regression was used to examine the relationship between Moapa dace presence/absence and various habitat variables. Fourth, simulations were conducted to evaluate how Moapa dace habitat in each spring brook would change in relation to the flow simulations.

In the modeling results, water depth was the most significant explanatory factor for Moapa dace presence/absence, followed by substrate, flow regime (pools, riffles, glides) ${ }^{1}$, velocity, and water temperature (in descending order) (Hatten et al., 2013). The authors note that temperature was not a highly explanatory factor because the simulation was limited to the spring brooks in the MVNWR, which are close to the springheads and experience a narrow temperature range. The authors assert that if the simulation included the main stem of the Muddy River where waters are cooler, temperature would likely have been a more significant explanatory factor. As discussed in Section 3.1, this species is thermophilic, and larvae and juveniles tend to occur in the spring brook tributaries while adults can use the tributaries and the main stem of the upper Muddy River. Furthermore, as discussed in the MOA BO, reduced warm spring flows that result in reduced thermal loads in the system can decrease the distribution potential for the species (USFWS, 2006a, pp. 24 and 27).

The model simulated 2-11 percent gains in Moapa dace habitat as a result of a 30 percent increase in flow across the three spring brooks, and $8-32$ percent losses in habitat as a result of a 30 percent reduction in flow across the spring brooks (Hatten et al., 2013, pp. 8 and 10). The habitat in Plummer Stream was the most sensitive to flow changes, with simulated habitat gains of up to 11 percent and losses of up to 32 percent. The habitat in Pederson Stream was the second most sensitive, with simulated habitat gains of up to 2 percent and losses of up to 15 percent. The habitat in Apcar Stream was the least sensitive, with simulated habitat gains of up to 5 percent and losses of up to 8 percent (Hatten et al., 2013, pp. 8 and 10). The simulated changes across the 10 percent increments of flow for each spring brook are shown in Figure 7-1 (Figure 5B in Hatten et al., 2013, p. 10). The authors concluded that "To ensure the health and survival of Moapa dace and the Muddy River ecosystem, groundwater and surface-water withdrawals and diversions need to be carefully monitored, while fully implementing a proactive conservation strategy" (Hatten et al., 2013, p. 1).

The baseflows used in the model were 3.8 cfs (Pederson), 2.5 cfs (Plummer), and 2.3 cfs (Apcar) ( $0.108,0.071$, and 0.066 cubic meters per second, respectively) (Hatten et al., 2013, p. 6). Therefore, the modeled 10, 20, and 30 percent reduction in Pederson baseflows equate to $3.4,3.0$, and 2.7 cfs . The four trigger ranges established in the MOA at the Warm Springs West gage (which measures total discharge from the Pederson Springs Complex) are: $3.0-<2.9 \mathrm{cfs}, 2.9-<2.8 \mathrm{cfs}, 2.8-<2.7 \mathrm{cfs}$, and $\leq$ 2.7 cfs (see Table 5-1 in Section 5.2). Therefore, the model simulated Moapa dace habitat changes

[^16]

Figure 7-1
Simulated NWR Spring Brook Habitat Gains and Losses as a Result of Flow Changes (Figure 5B in Hatten et al., 2013)
within the MVNWR that could potentially occur within the trigger ranges. However, because the model only included the upper tributary reaches within the MVNWR, it did not address habitat changes in the lower tributary reaches or the main stem of the upper Muddy River. Furthermore, the model did not consider other threats or habitat restoration. In any case, the findings of this modeling effort are consistent with those of the hydraulic modeling effort presented in the MOA BO, wherein reduced spring flows resulted in simulated habitat loss.

### 7.2.2 Stochastic Population Model

The USGS and USFWS also conducted a stochastic population modeling effort for Moapa dace (Perry et al., 2015). ${ }^{1}$ One goal of the effort was to evaluate how changes in habitat in the Muddy River system can alter the maximum population size the environment can sustain over the long-term (i.e., the carrying capacity). Another goal was to evaluate the potential resultant effects on population demographics and population size.

[^17]The modeling effort included developing a spatially-explicit model to simulate Moapa dace population dynamics. The Muddy River system was divided into eight discrete stream segments based on barriers to fish movement, stream confluences, and headwater tributaries (Perry et al., 2015, p. 7). Seven segments encompassed the Apcar, Pederson, Plummer, and Refuge streams upstream of the gabion barrier that had been constructed to protect Moapa dace from tilapia, where most of the fish have resided in the past 20 years (the barrier has since been replaced with a replaceable barrier; see discussion in Section 3.2 and map at Figure 2-1, Section 2.0). The eighth segment encompassed the main stem of the upper Muddy River and other tributaries that Moapa dace occupied from 1985 to 1995 (North Fork, South Fork, and Muddy Creek). Each segment was assigned a carrying capacity based on snorkel census data, and movement rates between segment subpopulations were assigned based on the stream network structure. Scenarios were constructed based on barriers to fish movement, access to the main stem river, and changes in carrying capacity. Simulated population sizes, population growth rates, life stage structures (percentage of larval, juvenile, and reproductive adult fish), and subpopulation extinction probabilities were compared.

The study followed the approach of the Hatten et al. (2013) ecohydraulic model. As discussed in Section 7.2.1, the ecohydraulic model increased and decreased MVNWR spring brook flows (upper Apcar, upper Pederson, and Plummer) by 10, 20, and 30 percent above and below the baseflow (Hatten et al., 2013). The MVNWR spring brooks corresponded to three of the seven tributary segments in this study. For this study, the population model increased and decreased total carrying capacity by 10,20 , and 30 percent across the seven tributary segments (in the Apcar, Pederson, Plummer, and Refuge tributaries upstream of the gabion barrier) (Perry et al., 2015, p. 25). Changes in carrying capacity were performed with the gabion barrier in place and no Moapa dace in the main stem upper Muddy River, since that was the status at the time of the study.

The main finding of this study was that factors which affect the amount of available habitat, or the ability of the fish to move among habitats, influence the carrying capacity of the Warm Springs Area to support Moapa dace (Perry et al., 2015, p. 4). Such factors include changes in-stream flow, presence of invasive species, barriers to fish movement, loss of subpopulations, and habitat restoration. The authors were careful to point out, however, that the study did not determine the specific amount of change in carrying capacity which would result from specific changes in spring flow, as this would require estimating how a change in spring flow would affect the total amount of habitat available to the fish (Perry et al., 2015, p. 37). What the study did do, however, is demonstrate the connection between the fact that changes in spring flow can cause changes in available habitat (as presented in Hatten et al., 2013), changes in available habitat can change carrying capacity, and changes in carrying capacity can affect the ability of Moapa dace to recover.

The authors concluded that increasing carrying capacity and reintroducing Moapa dace to the main stem of the upper Muddy River would lead to substantial increases in Moapa dace abundance (Perry et al., 2015, p. 39). However, they also stated that these efforts alone would not be sufficient to achieve the recovery goal of 6,000 Moapa dace to delist the species (see recovery discussion in Section 3.5). The analysis suggested continued restoration of existing habitats, and reintroductions of Moapa dace to habitats where they had been lost, are necessary to further increase the carrying capacity (Perry et al., 2015). As discussed in Section 3.0, restoration efforts over the past two decades have made almost all the historical habitat areas within the Muddy River system available for occupation, and habitat restoration is ongoing. However, the population response has been relatively
slow, the fish continue to largely occur within the Apcar, Pederson, Plummer, and Refuge tributaries, and the current population size ( 1,500 fish) is stable but far below recovery goals. As indicated by the population model, continued efforts are necessary to increase the distribution and abundance of Moapa dace in the Warm Springs Area.

### 8.0 Summary and Conclusions

The warm water springs, seeps and tributaries of the Warm Springs Area, which are sourced from the LWRFS regional aquifer, are critical for the survival of the federally endangered Moapa dace. These in-stream flows also support the habitat for other federally listed and special status species in the Muddy River system, as well as the biodiversity of the area. The Warm Springs Area is also home to the MVNWR and WSNA, public lands which are managed for the recovery of Moapa dace and the benefit of native species while providing opportunities for public access and involvement. The NSE has previously found that threatening the water resources upon which the Moapa dace are dependent would prove detrimental to the public interest (NSE, 2014a-g).

Extensive inter-agency conservation efforts have been made toward recovery of Moapa dace, including acquisition and management of property for the benefit of the species, restoration and improving connectivity of habitat, removal of invasive species, removal of vegetation that poses fire risk, and research and public education. These efforts have resulted in increased numbers of Moapa dace, but the species is still far below recovery goals. Despite all these efforts, the species remains vulnerable to a range of threats, including impacts to habitat from reduced spring and stream flows. Survival and recovery of the species will not be possible without maintaining the minimum in-stream flows necessary to sustain habitat for all age classes (larval, juvenile, and adult) of the species.

An MOA was completed in 2006 by SNWA, USFWS, CSI, the Tribe, and MVWD to address existing and proposed groundwater pumping by the signatories in Coyote Spring Valley, Muddy River Springs Area, and California Wash basins. The MOA committed the signatories to maintaining minimum in-stream flows for the highest elevation springs in the Warm Springs Area, which the Moapa dace depend upon for successful reproduction and survival, through the use of pumping restrictions at ecologically-based trigger ranges. In the ESA compliance for the MOA, the USFWS determined the combination of minimum in-stream flow levels and other conservation measures would ensure groundwater pumping by the signatories would not jeopardize the continued existence of the Moapa dace. Tiered ESA compliance for specific projects under the MOA authorized incidental take of Moapa dace until flows at the Warm Springs West gage decline to the lowest trigger level of 2.7 cfs . Groundwater pumping by other users within the LWRFS was not covered under the MOA and does not have any authorized incidental take.

The USFWS relied upon assumptions in its analysis and conclusion, including the response of the hydrologic system to groundwater pumping and the effectiveness of a reduction or cessation in groundwater pumping on stopping or reversing flow level declines. The Order 1169 aquifer test has demonstrated that pumping in Coyote Spring Valley significantly reduces discharge from the high-elevation springs in the Warm Springs Area, and spring flows have not recovered to pre-test levels (Burns et al., 2019, pp. 5-13 and 5-17). Burns et al. (2019) have concluded the MOA trigger ranges will be reached sooner and at lower pumping rates than had been contemplated in the MOA (Burns et al., 2019, p. 6-2).

Current hydrologic interpretation estimates only 5,908 afy can be pumped over the long-term from the LWRFS carbonate aquifer while still maintaining spring flows above the first MOA trigger level of 3.2 cfs (Burns et al., 2019 pp. 8-3, 8-4). Burns et al. (2019) recommend annual groundwater pumping in the LWRFS be managed between 4,000-6,000 afy over the long-term, if conflicts with senior water right holders are adequately addressed (Burns et al., 2019 p. 8-4). The MOA signatories understood that they were going to have to reduce groundwater pumping if spring flows decline to the lower MOA trigger ranges. At the lowest trigger, the total amount of groundwater pumping by the MOA signatories is 4,374 afy, which provides for no (zero) groundwater pumping in Coyote Spring Valley for SNWA and CSI use.

In summary, it is now understood through additional hydrologic knowledge that the MOA triggers will be reached at lower volumes of groundwater pumping. To ensure adequate protection to Moapa dace, it is prudent to limit groundwater pumping to ensure in-stream flows at the Warm Springs West gage remain above the first MOA trigger level of 3.2 cfs . Below that level, curtailment of pumping and other actions to protect Moapa dace are required, and if spring flows decline to the lowest MOA trigger level, incidental take of Moapa dace would be exceeded. Managing groundwater pumping in the LWRFS to the first MOA trigger level avoids the potential need to curtail permanent uses and possible civil and criminal penalties for an ESA violation. Thus, to protect Moapa dace, it is recommended that long-term annual pumping in the LWRFS not exceed the volume recommended in Burns et al. (2019) to avoid the first MOA trigger level.
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## Appendix A

## Moapa Dace Snorkel Surveys

Table A-1
Moapa Dace Survey Reaches with Land Status, Warm Springs Area

| Reach <br> Number | System | Name | Upstream End | Downstream End | Length (ft) ${ }^{1}$ | Land Status ${ }^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Apcar | Apcar Upper (MVNWR) | Springs | Warm Springs Rd | 1474 | USFWS |
| 2 |  | Apcar Upper | Warm Springs Rd | Apcar Flume | 1338 | 74\% SNWA <br> 26\% SNWA \& Private |
| 3 |  | Apcar Middle | Apcar Flume | Ranch Rd | 559 | SNWA |
| 4 |  | Apcar Lower | Ranch Rd | Apcar and Refuge Confluence | 1390 | SNWA |
| 5 | Pederson | Pederson Upper (MVNWR) | Springs | Warm Springs Rd | 1902 | USFWS |
| 5.5 |  | Pederson Lower ${ }^{3}$ | Warm Springs Rd | Pederson and Apcar Confluence | 1276 | SNWA |
| 6 (old) |  | Pederson Lower $(\mathrm{Old})^{3}$ | Warm Springs Rd | Pederson and Refuge Confluence | 509 | SNWA |
| 6.5 (old) |  | Pederson Overflow (Old) ${ }^{3}$ | Warm Springs Rd | End of Ditch | 428 | SNWA |
| 7 | Plummer | Plummer (MVNWR) | Springs | Warm Springs Rd | 1073 | USFWS |
| 6 | Refuge | Little Springs ${ }^{3}$ | Springs | Refuge and Plummer Confluence | 111 | SNWA |
| 8 |  | Refuge Upper ${ }^{3}$ | Warm Springs Rd | Iverson Flume | 732 | SNWA |
| 9 |  | Refuge Middle | Iverson Flume | Refuge and Apcar Confluence | 787 | SNWA |
| 10 |  | Refuge Lower | Refuge and Apcar Confluence | Refuge and Muddy River Confluence | 905 | SNWA |
| 11 | Main Stem Upper Muddy River | Upper Muddy River - Lower | Muddy River and Refuge Confluence | NVEnergy Boundary near Warm Springs Rd | 4993 | $\begin{gathered} \hline 96 \% \text { SNWA } \\ \text { 4\% NVEnergy } \\ \hline \end{gathered}$ |
| 12 |  | Upper Muddy River - Middle | Ranch Road crossing | Muddy River and Refuge Confluence | 2258 | SNWA |
| 13 |  | Upper Muddy River - Upper | North and South Fork Confluence | Ranch Road Crossing | 5097 | 28\% SNWA $72 \%$ SNWA \& Church |
| 14 | Muddy Creek | (Big) Muddy Creek | Springs | Muddy Creek and Muddy River Confluence | 2849 | 16\% SNWA <br> 84\% Church |
| 15 | North Fork | North Fork | Springs | North and South Fork Confluence | 1786 | $\begin{aligned} & \text { 99\% SNWA } \\ & \text { 1\% Private } \end{aligned}$ |
| 16 | South Fork | South Fork | Springs | North and South Fork Confluence | 3733 | 66\% SNWA $34 \%$ SNWA \& Church |
| - | Below Reach 11 to Dace Limit | - | Reach II | Moapa Dace Limit | 1203 | 10\% NVEnergy <br> 90\% Clark County \& Private |

${ }^{1}$ Approximate stream length based on a digital map.
${ }^{2}$ Approximate percent of stream length based on a digital map. Dual status ( \& ) when entities own opposite sides of the stream.
${ }^{3}$ SNWA created Reach 5.5 designed specifically for Moapa dace habitat and routed close to the historical path (flowing into Apcar). Reach 6.5 (old overflow) and most of Reach 6 (channel crossing to Refuge Stream) were removed. Little Springs, at the bottom of Reach 6, was retained. Change in flow was implemented in October 2008.
SNWA also periodically surveys other sites on the WSNA where dace have not been documented. NDOW periodically surveys below Warm Springs Road where Moapa dace are occasionally detected. However, due to high water turbidity, private land ownership, and very low dace numbers, this area isn't included in the dace census results.

Figure A－1
Moapa Dace Survey Reaches in the Warm Springs Area

Table A－2
Moapa Dace Snorkel Survey Results by Stream Reach，2008－2019

|  | Snorkel Counts ${ }^{\text {a }}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stream |  |  |  |  |  | Pede | son |  | $\begin{array}{\|c\|} \hline \text { Plum- } \\ \text { mer } \\ \hline \end{array}$ |  | Refu |  |  |  | in Ste |  | $\begin{array}{\|c} \hline \text { Mudd } \\ \text { y Ck } \\ \hline \end{array}$ | N Fork | S Fork |  |
| DatelReach ${ }^{\text {b }}$ | 1 | 2 | 3 | 4 | 5 | $5.5^{\text {c }}$ | $6^{\text {c }}$ | $6.5^{\text {c }}$ | 7 | $6^{\text {c }}$ | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | Total |
| 2008 Winter | 0 | 50 | 0 | 0 | 50 | － | 56 | 19 | 148 | ． | 59 | 40 | 14 | 0 | 0 | 5 | 0 | 17 | 1 | 459 |
| 2008 Summer | ns | 22 | 4 | 3 | 82 | － | 67 | 18 | 208 | ． | 28 | 24 | 1 | 0 | 0 | 1 | 0 | 0 | 4 | 462 |
| 2009 Winter | ns | 29 | 2 | 0 | 80 | 29 | － | － | 187 | 9 | 61 | 23 | 32 | 0 | 0 | 2 | ns | 7 | 1 | 462 |
| 2009 Summer | 1 | 34 | 4 | 10 | 84 | 51 | － | － | 218 | 5 | 42 | 39 | 15 | 0 | 0 | 3 | 0 | 1 | 1 | 508 |
| 2010 Winter | 7 | 13 | 3 | 7 | 82 | 71 | － | － | 166 | 8 | 118 | 43 | 11 | 4 | 0 | 0 | 0 | 1 | 0 | 534 |
| 2010 Summer | 20 | 35 | 0 | 0 | 90 | 84 | － | － | 393 | 5 | 40 | 29 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 697 |
| 2011 Winter | 28 | 20 | 1 | 2 | 99 | 96 | － | － | 188 | 22 | 78 | 40 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 574 |
| 2011 Summer | 67 | 54 | 8 | 1 | 108 | 88 | － | － | 206 | 27 | 55 | 85 | 13 | 0 | 0 | 0 | 1 | 0 | 0 | 713 |
| 2012 Winter | 74 | 78 | 10 | 0 | 66 | 99 | － | － | 109 | 10 | 27 | 180 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 654 |
| 2012 Summer | 84 | 79 | 31 | 13 | 94 | 376 | － | － | 159 | 59 | 112 | 157 | 17 | 0 | 0 | 0 | 0 | 0 | 0 | 1181 |
| 2013 Winter | 69 | 139 | 127 | 62 | 128 | 244 | － | － | 113 | 36 | 141 | 153 | 14 | 0 | 0 | 0 | 0 | 0 | 0 | 1226 |
| 2013 Summer | 72 | 310 | 248 | 156 | 85 | 318 | － | － | 144 | 48 | 161 | 185 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1727 |
| 2014 Winter | 66 | 271 | 229 | 133 | 70 | 573 | － | － | 49 | 20 | 113 | 103 | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 1632 |
| 2014 Summer | 66 | 335 | 309 | 198 | 206 | 471 | － | － | 121 | 49 | 240 | 122 | 52 | 0 | 0 | 0 | 0 | 0 | 0 | 2169 |
| 2015 Winter | 119 | 429 | 244 | 187 | 118 | 329 | － | － | 91 | 31 | 186 | 152 | 30 | 0 | 0 | 0 | 1 | 1 | 0 | 1918 |
| 2015 Summer | 158 | 227 | 299 | 190 | 90 | 415 | － | － | 148 | 36 | 270 | 220 | 123 | 0 | 0 | 0 | 6 | 0 | 0 | 2182 |
| 2016 Winter | 106 | 349 | 218 | 93 | 105 | 445 | － | － | 106 | 17 | 242 | 105 | 68 | 0 | 0 | 0 | 2 | 0 | 3 | 1859 |
| 2016 Summer | 135 | 208 | 182 | 66 | 46 | 369 | － | － | 134 | 84 | 209 | 150 | 41 | 0 | 0 | 0 | 11 | 0 | 0 | 1635 |
| 2017 Winter | 105 | 169 | 170 | 44 | 29 | 243 | － | － | 90 | 15 | 133 | 77 | 69 | 0 | 1 | 5 | 12 | 0 | 3 | 1165 |
| 2017 Summer | 129 | 296 | 236 | 56 | 32 | 489 | － | － | 52 | 24 | 105 | 42 | 55 | 0 | 2 | 1 | 14 | 0 | 0 | 1533 |
| 2018 Winter | 64 | 230 | 300 | 10 | 49 | 284 | － | － | 40 | 6 | 68 | 42 | 2 | 1 | 0 | 0 | 42 | 0 | 0 | 1138 |
| 2018 Summer | 87 | 256 | 377 | 100 | 51 | 383 | $\cdot$ | － | 60 | 12 | 57 | 60 | 44 | 0 | 3 | 1 | 28 | 0 | 0 | 1519 |
| 2019 Winter | 53 | 382 | 371 | 125 | 88 | 282 | － | － | 46 | 25 | 55 | 47 | 11 | 0 | 0 | 0 | 22 | 0 | 20 | 1527 |

Color scale from green to yellow to red indicates comparative number of dace．＂ns＂indicates＂not surveyed．
${ }^{3}$ August counts are generally higher than February counts due to larger numbers of larvae and juveniles．
${ }^{\circ}$ Reaches 1－10 are current core population areas．Decimated in Reaches 11－16 in the 1990＇s，Moapa dace have begun to recolonize 14 and disperse back out into 11－16 now that tilapia are extirpated and the reaches are again accessible．Largest increases have been documented in Apcar and Pederson，which have received intense restoration．Forty－six Moapa dace were transplanted to 16 in 2019.
${ }^{c}$ In Oct．2008，Reach 5.5 was created，and 6.5 （overflow）and most of 6 （channel crossing to Refuge）were removed．Little Spring（bottom of 6 ）was retained．
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## Appendix B

## Aerial Imagery in the Warm Springs Area



## Comparison 1976 vs. 2018:

Historically, many of the lands were operated as farms and ranches, and numerous diversions were used to irrigate hundreds of acres of flood plain. In the early 1980s, farming and ranching declined, and other water uses increased.

The USFWS established the MVNWR in 1979, and SNWA established the WSNA in 2007.
SNWA and USFWS have stopped utilizing a number of water diversions
and restored the landscape to a more natural vegetated state.


Comparison 2001 vs. 2018:
Apcar Upper MVNWR (Reach 1), Apcar Middle (3):
Extensive palm tree removal and stream and vegetation restoration. Northeast-trending irrigation ditch removed, no more return sheet flow.

Pederson Lower (5.5):
Designed for Moapa dace habitat, re-routed close to historic path.
Began flowing into Apcar Middle in October 2008.

Figure B-2
Restoration on the Apcar Tributary



Comparison 2001 vs．2018：
Pederson Upper MVNWR（Reach 5），Plummer MVNWR（7）： Extensive palm tree removal，recreational water structure removal， and stream and vegetation restoration．

Pederson Lower（5．5）：Designed for Moapa dace habitat，re－routed close to historic path． Began flowing into Apcar Middle in October 2008.
Pederson Lower（Old）（6），Pederson Overflow（Old）（6．5）：
Water paths removed October 2008，no longer flowing into Refuge Stream． Little Spring（bottom of Reach 6）retained as part of Refuge system．

Figure B－3
Restoration on the Pederson，Plummer，and Refuge Tributaries
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## Appendix C

# Timeline of Activities Relating to Moapa Dace in the Warm Springs Area 

1967 Moapa dace is listed as endangered.

1979 USFWS purchases former resort lands at the upper Pederson Unit and establishes the MVNWR. Moapa dace had been previously extirpated from this area.

1984 Moapa dace are re-introduced into upper Pederson by transplanting 150 larvae from the Baldwin Springs area. By 1986, the transplants produce a reproductive population of 120 adults.

1986 Two swimming pools are removed from the lowermost tributary in upper Pederson, reducing cool water inflows and increasing water quality.

1987 Fire affects Pederson, Refuge, Apcar, South Fork, and Muddy Creek tributaries.

1991 USFWS files for a surface water right on upper Pederson for non-consumptive wildlife use.

Early-1990s
Invasive tilapia are introduced by unknown parties to the middle Muddy River and begin spreading downstream to Lake Mead and upstream to the Warm Springs Area.

Fire affects upper Pederson, Plummer, and possibly upper Refuge tributaries. Surveys conducted post-fire suggest some Moapa dace were killed or displaced.

Mid-Late-1990s
Tilapia causes rapid declines in Moapa dace. A natural barrier in middle Refuge is enhanced to protect Moapa dace in Pederson, Plummer, and upper and middle Refuge streams.

1997 USFWS expands the MVNWR to include the Plummer Unit.

1998 A gabion fish barrier is installed on lower Refuge stream to protect Moapa dace. NDOW removes tilapia with rotenone after salvaging native fish on Apcar and Refuge streams. For the next 8 years, the population stabilizes at around 1,000 dace.

1999-2019
Between 89-100 percent of the Moapa dace population is documented in Apcar, Pederson, Plummer, and Refuge tributaries each survey. This limited distribution makes the species vulnerable to a range of threats.

2001 USFWS expands the MVNWR to include the upper Apcar Unit.

2002 By spring 2002, the Pederson East Spring swimming pool and many palm trees on upper Pederson are removed and restoration on upper Apcar and Plummer has begun.

2003 Fire in May 2003 spans parts of North Fork, South Fork, and the main stem upper Muddy River.

2004 Restoration is conducted at the Pederson East Spring and Plummer Unit.

2006 The Muddy River MOA is signed, establishing minimum in-stream flows and other conservation measures to minimize groundwater pumping effects in the LWRFS on Moapa dace. The HRT becomes active.

2006-19 SNWA and MVWD co-lease surface water rights in the Warm Springs Area.
2006-07 Intensive restoration is conducted on Plummer Unit, including installing a stream viewing window.
2007 The BAC becomes active.

SNWA purchases the Warm Springs Ranch and establishes the WSNA, managing the property as a natural area for the recovery of Moapa dace and the benefit of native species.

Intensive restoration is conducted on upper Pederson in the MVNWR, including digging channels, removing many palm trees, and restoring vegetation. The temporary high level of disturbance may have contributed to the decline in Moapa dace in the upper Pederson and Refuge reaches in 2008. In the long-term, the restoration provides quality habitat in upper Pederson for Moapa dace.

2008 After Moapa dace counts reach their nadir (459) in February 2008, snorkel surveys are increased to twice a year (February and August).

2008 SNWA re-routes lower Pederson near its historical path, engineering a stream designed for Moapa dace habitat. As a result, Pederson once again flows north into middle Apcar instead of the Refuge stream. This new reach consistently has some of the highest Moapa dace numbers.

2007-09 Intensive restoration is conducted on upper Apcar on the MVNWR, including restoring natural channel alignments and vegetation, enhancing fish habitat, and removing a swimming pool, palm trees, and a ditch.

2008 Flood irrigation, which had been diverting water from upper Apcar and creating cool return flows to middle and lower Apcar, is stopped.

2009 South Fork fish barrier and BLM 1 fish barrier (approx. 0.5 miles downstream of WSNA) are installed to further protect against tilapia invasion and enable tilapia eradication.

2009 The gabion fish barrier in lower Refuge is repaired.

2009 SNWA purchases land along middle Apcar, managing it as part of the WSNA.
2009-13 NDOW removes tilapia with rotenone after salvaging native fish on the South Fork, North Fork, Big Muddy Creek, and main stem upper Muddy River. Downstream treatments continue.

2009-15 Moapa dace population grows to $>2,000$, most likely due to intensive restoration efforts.

2009-15 USGS and USFWS conduct modeling efforts to study potential effects of reduced flows on Moapa dace habitat and population demographics.

2010-13 The Order 1169 aquifer test is conducted November 15, 2010 to December 31, 2012 (production from SNWA's MX-5 well continues into April 2013).

Fire affects portions of Apcar, Pederson, Refuge, South Fork, North Fork, Big Muddy, and the main stem upper Muddy River.

2010-11 Many palm trees are removed and thinned along middle and lower Apcar, Little Springs, North Fork, and other sites that could carry fire along Moapa dace habitat. Native vegetation is planted.

2011 The Battleship Wash diversion structure on middle Refuge is removed to improve fish passage.
2011 MVWD stops diversions from Apcar (Jones) Spring Box in accordance with the MOA.

2011-13 Intensive restoration is conducted on middle Apcar, including narrowing stream reaches, removing cattails, stabilizing banks, and enhancing fish habitat with riffles, pools, and drift stations.

2011-15 Moapa dace numbers increase on Apcar, Pederson, and Refuge streams, likely due to the extensive restoration efforts.

2012 BLM 2 and BLM 3 fish barriers are constructed on the middle Muddy River to further protect against tilapia invasion and enable tilapia eradication.

2013 By 2013, tilapia is eliminated in the Warm Springs Area.
2013 The Warm Springs Road culvert is replaced to allow fish passage between upper and middle Apcar.

2015 The South Fork fish barrier is removed.
2015 A removable fish barrier is installed on lower Refuge which allows fish passage. This structure can be quickly closed to isolate core dace habitat from aquatic invasive species.

2015 By 2015, all constructed fish barriers have been removed in the Warm Springs Area, providing Moapa dace access to most of their historic range. Other barriers to fish movement (e.g., small culverts, stream gages, waterfalls, palm roots, fallen logs) continue to be removed when possible.

2016 CSI dedicates groundwater rights in Coyote Spring Valley in accordance with the MOA.
2016 The gabion fish barrier on lower Refuge, which was damaged in 2014, is removed. Site restoration is conducted.

2016 Restoration is conducted on South Fork, including stabilizing banks and enhancing fish habitat.

2018 Moapa dace habitat is digitally mapped to inform restoration and management.
2018 SNWA purchases land along North Fork, managing it as part of the WSNA.
2019 Moapa dace are re-introduced into South Fork by transplanting 46 adults from Apcar and Pederson.

2019 SNWA is planning Moapa dace habitat restoration efforts for North Fork.
2019 Moapa dace have increased in abundance and distribution in the past decade, but change is slow.
Moapa dace still mainly occupy the Apcar, Pederson, Plummer, and Refuge tributaries.
The above information was gathered from scientific literature (Scoppettone et al., 1992; Scoppettone, 1993; Scoppettone and Burge, 1994; USFWS, 1996, 2006a, and 2019; Scoppettone et al., 2005; Beck, 2006, pp. 19-20; MOA, 2006; BLM, 2014; USFWS and BLM, 2015; and SNWA, 2019a) and SNWA records.

## Appendix D

Federal and State Special Status Designations

Federally listed species and native aquatic-dependent special status animal species that use the Muddy River ecosystem in the Warm Springs Area are shown in Table 4-1. The following special status designations were considered when compiling the species list:

Federally listed species are listed as endangered or threatened under the ESA. "Listed species means any species of fish, wildlife, or plant which has been determined to be endangered or threatened under section 4 of the [ESA]" (50 CFR § 402.02). The term 'species' "includes any subspecies of fish or wildlife or plants, and any distinct population segment of any species of vertebrate fish or wildlife which interbreeds when mature" ( 50 CFR § 81.1(h)). The term 'endangered species' means "Any species which is in danger of extinction throughout all or a significant portion of its range" ( 50 CFR § 81.1(c)). The term 'threatened species' means "Any species which is likely to become an endangered species within the foreseeable future throughout all or a significant portion of its range" (50 CFR § 81.1(I)).

Species can also be categorized as candidate or proposed for listing under the ESA. Federal candidate species are species for which the USFWS has sufficient information on biological vulnerability and threats to propose them as endangered or threatened under the ESA but for which development of a proposed listing regulation is precluded by higher priority listing actions (USFWS and National Marine Fisheries Science, 1998). Proposed species have been proposed in the Federal Register to be listed under the ESA and are awaiting final listing determination (USFWS and National Marine Fisheries Science, 1998).

Nevada state protected species are species (or subspecies) classified as "protected" by the Nevada Board of Wildlife Commissioners (Nevada Administrative Code (NAC) 503.0035). Criteria for classification of wildlife as protected are stated under NAC §503.103. A Nevada state protected species list is maintained in the Nevada Natural Heritage Program (NNPH) database (NNHP, 2019).

Nevada BLM sensitive species are species found on BLM-administered lands that have been designated by BLM-Nevada for special management consideration. A BLM sensitive species list is maintained in the NNHP database (NNHP, 2019).

Nevada species of conservation priority are species determined by the Nevada Department of Wildlife (NDOW) to be vulnerable to emerging and expanding stressors and requiring special management consideration (Nevada Wildlife Action Plan Team, 2012).

Species ranked by NatureServe as G1 (critically imperiled across their entire range) are assessed to be at very high risk of extinction, and species ranked as G2 (imperiled across their entire range) are assessed to be at high risk of extinction (NNHP, 2019). NatureServe is a scientific network that collects and analyzes data about imperiled species and ecosystems to guide decision-making and enhance conservation. NatureServe G1 and G2 species lists are maintained in the NNHP database (NNHP, 2019).
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### 1.0 Introduction

This report was prepared on behalf of the Las Vegas Valley Water District (LVVWD) and Southern Nevada Water Authority (SNWA) in rebuttal to certain conclusions and recommendations concerning the Lower White River Flow System (LWRFS) presented to the Nevada State Engineer (NSE) in documents prepared by various LWRFS Stakeholders. These documents, and expert reports prepared on behalf of LVVWD and SNWA (Burns, et al., 2019; Marshall and Williams, 2019), were submitted to the NSE in July 2019 in response to NSE Interim Order 1303 (Order 1303) (NSE, 2019). The following Stakeholders provided input to the NSE:

- Center for Biological Diversity (Myers, 2019)
- City of North Las Vegas (Smith and Terrell, 2019; DeVaul, 2019)
- Coyote Springs Investment, LLC (Reich and Moran, 2019)
- Dry Lake Water, LLC; Georgia Pacific Corporation; Republic Environmental Technologies (Bell and Roy, 2019)
- Great Basin Water Network (Roerink, 2019)
- Lincoln County Water District and Vidler Water Company (Bushner, 2019)
- Moapa Band of Paiutes (Johnson and Mifflin, 2019)
- Moapa Valley Water District (Davis and Lazarus, 2019)
- SNWA and LVVWD (Burns et al., 2019; Marshall and Williams, 2019)
- Technichrome (Macrae, 2019)
- U.S. National Park Service (Waddell, 2019)
- U.S. Fish and Wildlife Service (USFWS, 2019)

This report identifies and addresses certain conclusions and recommendations presented in various Stakeholder reports that are conceptually flawed and/or unsupported by the available data. The scope of the report is constrained to issues we believe are relevant to Order 1303, and does not address all points for which we may have disagreement. This report does not address each Stakeholder report individually, rather the sections in this report are organized by major themes as follows:

1. Isolated flow paths and LWRFS Boundary Flow (Section 2.0)
2. Carbonate-Aquifer Responses (Section 3.0)
3. Capture of Excess LWRFS Flow (Section 4.0)
4. Sustainable Yield (Section 5.0)
5. Assessing Risk to Moapa Dace Habitat (Section 6.0)

### 2.0 Isolated Flow Paths and LWRFS Boundary Flow

Data do not support interpretations of hydraulically-isolated flow paths, capture zones, or structural blocks within the LWRFS. Using terms like "hydraulically isolated" or "barrier to groundwater flow" implies there is no hydraulic communication (flow or pressure response) from one part of the carbonate aquifer to another. In fact, what has been observed throughout the LWRFS domain is a high-degree of hydraulic connectivity as discussed and presented in Burns et al. (2019, pp. 5-6 to 5-18). Various Stakeholders have asserted that there are carbonate rocks within the LWRFS that are hydraulically isolated from the carbonate aquifer, which is the source of discharge to the Muddy River Springs Area (MRSA). Others have asserted new interpretations of the LWRFS flow regime. These assertions are based on erroneous interpretations of the hydrogeologic framework, hydraulic gradients, or other speculative lines of evidence, and are addressed in the following sections.

### 2.1 Northern Coyote Spring Valley

Bushner (2019) asserts that there are "science-based reasons" to exclude Kane Springs Valley and northern Coyote Spring Valley from the LWRFS. Bushner (2019) relies primarily on new geophysical surveys and an implausible interpretation of the hydrogeologic framework in which a new, unmapped fault is postulated in northeastern Coyote Spring Valley. The fault is referred to as the "Northern LWRFS Boundary Fault" and is interpreted to bear a strike perpendicular to the range-front faults of the Delamar Mountains and Meadow Valley Mountains, and the Kane Springs Fault Zone, which is the dominant structural feature in this area. The orientation of the fault also happens to be coincident with the boundary of the two basins.

Bushner (2019) presents model interpretations of Controlled Source Audio Frequency Magneto Telluric (CSAMT) data collected along new transects in northern Coyote Spring Valley and Kane Springs Valley. These new transects corroborate previous interpretations of the geologic framework by Rowley et al. (2011) and the structural significance of the range-bounding faults and Kane Springs Fault Zone. Bushner (2019) suggests the so called "Northern LWRFS Boundary Fault" is present because the high resistivity rocks associated with the outcropping of carbonate rocks between KPW-1 and CSVM-4 is reflected in Line 10 but not Line 11 of the geophysical transects. Bushner (2019) concludes the presence of a normal fault between the two lines because of this difference. However, the fault can not be discerned in the east-west transect of Line 12 in Bushner (2019). In fact, this transect supports the interpretation of Rowley et al. (2011, cross section L-L'). A comparison of the two is presented in Figure 2-1, which demonstrates their similarity and the absence of the unmapped fault. Applying the Bushner (2019) logic, there should also be a normal fault on the northeast end of this outcrop because transect Line 2 demonstrates its diminishing presence. This report adopts the previous work of Rowley et al. $(2011$; 2017) and Pampeyan (1993) who describes the area as follows:

> "Splays of the Kane Springs Wash fault cut alluvial fan deposits and mark the north edge of an isolated block of Devonian strata near the mouth of Kane Springs Wash."

Interpretations of the framework in this area are important because they inform interpretations of groundwater flow. Bushner (2019) uses the postulated "Northern LWRFS Boundary Fault" as part of the rationale for excluding northern Coyote Spring Valley from the LWRFS. However, the
range-front faults and Kane Springs Fault Zone, which likely have hundreds of subsidiary faults and fractures aligned with their northeast-southwest orientation, define the framework geometry in this area. It is along this orientation that Bushner (2019) concludes a groundwater flow path from Kane Springs Valley to northern Coyote Spring Valley (Bushner, 2019). Rather than the unlikely occurrence of a normal fault perpendicular to the basin and all other major faults, the differences between carbonate-aquifer water levels in northern Coyote Spring Valley and the rest of the LWRFS are more likely caused by the fabric of the Kane Springs Fault Zone. The fault zone is not a barrier to groundwater flow, rather it causes local-scale anisotropy that enhances groundwater flow along its orientation, and impedes flow across it.


Figure 2-1
Comparison of Rowley et al. (2017) Cross Section L-L' with Bushner (2019) CSAMT Line 12 Interpretation

Bushner (2019) cites the analysis of water-quality, geochemical, and stable-isotope data reported by CH2M HILL (2006) and uses the results with hydrologic data to conclude that groundwater in wells KPW-1 and CSVM-4 "...are related and on similar flow paths based on TDSS [Total Dissolved Solids Sum] values and other geochemical data." Citing a reported KPW-1 groundwater age of 29,000 years, temperature of $136^{\circ} \mathrm{F}$, and relatively high concentration of total dissolved solids, Bushner (2019) suggests deep circulation of groundwater in Kane Springs Valley and asserts that the groundwater is of such a different composition than groundwater in Coyote Spring Valley that it is unlikely that the water contributes to the flow in the MRSA. CH2M HILL (2006) reports deuterium, values of -104 to -105 permil from the KPW-1 well and an average of - 87 permil for local springs in Kane Springs Valley, and suggests the KPW-1 groundwater composition has only a minor mixture with recharge water (i.e., local recharge sourced in Kane Springs Valley).

These data support the Bushner (2019) conclusion that the groundwater is deeply circulated. In fact, groundwater that is 29,000 years old and with such a different isotopic composition than that of the local recharge must be sourced from a great distance away and not Kane Springs Valley. The KPW-1 and CSVM-4 wells are completed within the Kane Springs Fault Zone, and with the upgradient
caldera complexes (Kane Springs Wash, Narrow Canyon and Boulder Canyon calderas and the Caliente Caldera Complex) providing a source of heat and the apparent long-traveled flow path, the high temperature and total dissolved solid concentrations observed in the wells are expected. However, where the groundwater comes from is not as pertinent as to where it is going. Stated differently, the groundwater flow does not stop at the Kane Springs Valley hydrographic basin boundary, rather it flows into Coyote Spring Valley where it mixes with other waters along a flow path to the regional discharge area in the MRSA.

Bushner (2019) states that groundwater in wells KPW-1 and CSVM-4 are "...on similar groundwater flow paths..." But to where one must ask? There is only one correct answer to this question: groundwater flows downgradient to areas of lesser potential. Bushner (2019) cites CH2M HILL (2006) for an explanation as to where it does not flow; however, the quote is either misrepresented or misunderstood. It is as follows:
> "A comparison of these chemical and isotopic relationships with Big Muddy Springs and particularly Rogers Spring and Blue Point Spring indicates that the groundwater from KPW-1, assumed representative of the KSV groundwater; is too strongly attenuated with CSV to be identifiable in these springs."

In this quote, the authors recognize that groundwater from Kane Springs Valley, the type observed in well KPW-1, that flows into Coyote Spring Valley mixes with other sources of groundwater (i.e., Pahranagat and Delamar valleys) flowing into or sourced within Coyote Spring Valley (i.e., local recharge). This mixing of sources of different composition and volumes creates a water type that is slightly different from each of the original sources. The compositions of the original sources are indeed attenuated through this mixing process to yield the composition that is observed in the MRSA discharge. Further, the groundwater contribution from Kane Springs Valley is much smaller than the sum of contributions from the other sources. Therefore, it is expected that the end-member composition of groundwater discharging in the MRSA is different than that of KPW-1 groundwater and that the KPW-1 groundwater is not "identifiable" in this mixed water.

While it is true that the Kane Springs Fault Zone and associated faults in northern Coyote Spring Valley impede groundwater flow across them, they do not prohibit groundwater flow. Further, if there is pumping on the upgradient side of the faults, drawdown will reduce the gradient and groundwater that would otherwise flow southward in the LWRFS would be captured as a result. Pumping on the downgradient side causes the gradient to increase as drawdown reaches the boundary; consequently, more flow across the fault is induced. The effects of the latter were observed as water-level declines in KMW-1, which are presented in Figure 2-2, and discussed in several other Stakeholder reports (Davis and Lazarus, 2019; USFWS, 2019; Myers, 2019). This is discussed more in Section 3.0 of this report.

### 2.2 Central Coyote Spring Valley

Reich and Moran (2019) present model interpretations of CSAMT data collected along new transects in central Coyote Spring Valley (A-A' and B-B') and western Upper Moapa Valley (a.k.a, MRSA; C-C'). These models corroborate the interpretations of previous investigators in which the northern extent of the Arrow Canyon Range plunges into eastern-central Coyote Spring Valley forming a


Figure 2-2
KMW-1 Response to Order 1169 Aquifer Test
structural block of carbonate rocks (i.e., horst) with shallow basins on either side (i.e., grabens) (Page et al., 2006; Rowley et al., 2011; Rowley et al., 2017). The shallow basin on the west side of this structural block is bounded by the Elbow Range to the west (Figure 2-3). Within this shallow basin, Reich and Moran (2019) infer a new fault and assert that the north-south orientation of this fault and the basin-bounding faults, coupled with the presence of the structural block of carbonate rocks, provide evidence for two flow paths:
"One flow path on the west side supports regional groundwater flow toward Hidden Valley, while the eastern flow path supports regional groundwater flow toward Muddy River Springs Area and California Wash."

Reich and Moran (2019) go on to assert that the structural block:
"...results in a division of groundwater inflow to Coyote Spring Valley from Pahranagat, Delamar, and Kane Springs Valley. Interbasin groundwater outflow from Coyote Spring Valley is to both the Muddy River Springs Area and Hidden and Garnet Valleys. "

The hydrogeologic framework and stable-isotope data within the LWRFS support a partitioning of groundwater flow from Coyote Spring Valley southeast to the MRSA and south to Garnet Valley (see additional discussion in Section 2.3). However, Reich and Moran (2019) rely on the framework to also conclude the following:
"Production wells CSI-1, -3, and -4, which are on the same side of the structural block as CSVM-2, $-3,-4,-5$, and CE-VF-2 monitoring wells, are effectively isolated from groundwater resources in the eastern portion of Coyote Spring Valley. Therefore, groundwater pumping in CSI-1, -3 , and -4 will not likely cause impact to groundwater resources in the Muddy River Springs Area."
"Coyote Spring Valley monitoring wells CSVM-2, -3, -4, -5 (Figure 20), and CE-VF-2 (Appendix E) do not show a response to pumping that occurred in either Muddy River Springs Area or the eastern portion of Coyote Spring Valley."


Figure 2-3
Hydrogeologic Map of Central Coyote Spring Valley and Selected Carbonate Production and Monitor Wells

Reich and Moran (2019) suggest the faults that control the geometry of the framework in this area act as barriers to groundwater flow in the west to east direction. As discussed in Burns et al. (2019, pp. 3-11 to 3-13) monitor wells CSVM-3 and CSVM-5 are completed within the structural blocks composing the south Delamar Mountains and Sheep Range, respectively, and not the Coyote Spring Valley structural basin. The groundwater elevation in CSVM-3 is more than $320-\mathrm{ft}$ higher than the nearest wells, CSVM-4 and KMW-1. The CSVM-5 groundwater elevation is about $235-\mathrm{ft}$ higher than wells on the valley floor. The hydrogeologic settings and disparate groundwater elevations indicate poor hydraulic connectivity between these wells and the carbonate aquifer underlying the valley floor. It is for these reasons that wells CSVM-3 and CSVM-5 did not respond to pumping stresses associated with the Order 1169 aquifer test, not for the reasons suggested by Reich and Moran (2019).

The available data do not support the conclusion by Reich and Moran (2019) that monitor wells CSVM-2 and CSVM-4 did not respond to pumping that occurred in the MRSA or eastern portion of Coyote Spring Valley. Bushner (2019) also suggests CSVM-4 (and KMW-1) did not respond to these pumping stresses. However, the responses in CSVM-4 were identified by several investigators (Davis and Lazarus, 2019; USFWS, 2019; Myers 2019) and are discussed in Burns et al. (2019, pp. 5-6 to 5-18). Responses observed in KMW-1 are also discussed in Section 2.1 of this report.

Monitor well CSVM-2, which as Reich and Moran (2019) report, is within the same structural block as production wells CSI-1, CSI-3, and CSI-4, and responds to natural and anthropogenic stresses in the same manner as all the other LWRFS wells completed in the carbonate aquifer. Figure 2-4 presents time-series charts of groundwater elevations measured in monitor wells CSVM-2, CSVM-1, UMVM-1, EH-4, and GV-1. These charts present the responses observed in the following wells in the spatial order of Coyote Spring Valley (CSVM-2 and CSVM-1) on the western side, to the MRSA (UMVM-1 and EH-4) to the east, and Garnet Valley (GV-1) to the south. It is abundantly clear from these charts that CSVM-2 responds in the same manner as all the other wells regardless of the stresses and despite their wide distribution throughout the LWRFS.

The water-level records for Coyote Springs Investment, LLC (CSI) production wells CSI-1, CSI-3, and CSI-4, which Reich and Moran (2019) claim are isolated from the rest of the LWRFS, are conspicuously absent from their report. It is, therefore, unclear how they reached the conclusion that the wells did not respond to pumping. The water-level data for these 3 wells are available on the Nevada Division of Water Resources (NDWR) website and the static measurements are presented in Figure 2-5. Although the records are poor because they are incomplete, the measurements taken preand post-Order 1169 aquifer test are informative and indicate water-level declines of 1.70, 3.69, and 2.14 ft in wells CSI-1, CSI-3, and CSI-4, respectively. The measurements used to compute these declines are listed in Table 2-1. It should be noted that the declines for CSI-1 and CSI-4 are apparently small because the post-test measurement was actually taken prior to the end of the test and 1-2 months before measurements in the other wells. Regardless, the responses of the CSI production wells are consistent with those observed in Coyote Spring Valley monitor wells during the same approximate time period. Well CSVM-1, which Reich and Moran (2019) acknowledge responded to the 2-year aquifer test, is shown in Figure 2-5 for comparison. The hydrographs of all 3 CSI wells and CSVM-1 exhibit the same general shape with the greatest declining trend occurring during the 2-year aquifer test, and the response to the MX-5 shutdown (01/15/2012) and restart (04/23/2012) in the middle of the test is unmistakable. These results indicate the CSI production wells are not hydraulically isolated from the rest of the valley or other LWRFS basins.

Lastly, Reich and Moran (2019) rely on their groundwater budget and interpretation of the geologic framework to assert that "...up to 5,280 AFY can be produced from the western side of Coyote Spring Valley without impact to the Muddy River Springs Area." In their groundwater budget, this 5,280 afy is considered recharge that is locally derived from the Sheep Range which bounds Coyote Spring Valley to the west. If this recharge was indeed the source of water for CSI-1, CSI-3, and CSI-4, one would expect the hydrographs for these wells to be similar to monitor wells CSVM-5 (Burns et al., 2019, p. 5-8), which lies between the wells and the recharge source, and DDL-2 in Tikaboo Valley South which is located on the west side of the Sheep Range (see Figure 2-7). These wells are completed in the carbonate aquifer; however, the records for the CSI wells bear no resemblance to the records of these wells which are located directly downgradient of the recharge areas. This indicates that the CSI wells are not exclusively sourced by recharge from the Sheep Range and that the area is not hydraulically isolated from the rest of the LWRFS.

In conclusion, the available data indicate the faults and structural block composing the framework in east-central Coyote Spring Valley have no attenuating influence that would isolate pumping effects from CSI production wells to just the west side of Coyote Spring Valley.


Figure 2-4
Water-Level Responses in Representative LWRFS Carbonate Monitor Wells


Figure 2-5
CSI-1, CSI-3, CSI-4 and CSVM-1 Static Water-Level Measurements

### 2.3 Garnet Valley / California Wash

The available data do not support the interpretation of Smith and Terrell (2019) that Garnet Valley is isolated from the southeastern portion of the LWRFS by the Dry Lake thrust fault, nor do the data support the interpretation of Johnson and Mifflin (2019) that the California Wash basin is hydraulically isolated from other LWRFS basins.

The Dry Lake thrust fault strikes north-south along the western front of the Dry Lake Range. As illustrated by the hydrogeologic cross section (I-I') presented in Figure 2-6, the fault effectively increased the thickness of the carbonate-rock sequence, but did not juxtapose these rocks with lower permeability rocks as did the Gass Peak thrust on the west side of the Las Vegas Range or the Glendale/Muddy Mountain thrust fault on the western front of the Muddy Mountains. In the cases of the latter two, low permeability rocks (Precambrian-Cambrian siliciclastic rocks in Las Vegas Range; Triassic-Cretaceaous clastic rocks in Meadow Valley Mountains) create boundary conditions in which groundwater flow is unlikely. The Dry Lake thrust fault itself does not appear to impede flow because carbonate-aquifer groundwater elevations on each side of the fault are essentially the same. Wells PAIUTES-M3 (located on the west side of the fault) and PAIUTES-TH2 (located on the east side of the fault) both had the same elevation of $1,812 \mathrm{ft}$ amsl on $3 / 31 / 2019$ (Burns et al., 2019, p. $3-12$ ).

Table 2-1
Water-Level Declines in Select Coyote Spring Valley Wells

| Well | Pre-Test Measurements |  | Post-Test Measurements |  | Water-Level Decline <br> (ft) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Start Date | Water Level (ft amsl) | End Date | Water Level (ft amsl) |  |
| CSVM-1 | 10/18/2010 | 1,820.03 | 01/09/2013 | 1,817.57 | 2.46 |
| CSVM-2 | 10/18/2010 | 1,823.01 | 01/15/2013 | 1,820.65 | 2.36 |
| CSI-1 | 10/18/2010 | 1,820.25 | 11/07/2012 | 1,818.55 | 1.70 |
| CSI-3 | 09/15/2010 | 1,821.03 | 01/09/2013 | 1,817.34 | 3.69 |
| CSI-4 | 10/18/2010 | 1,821.60 | 12/11/2012 | 1,819.46 | 2.14 |

Note: Water-level declines for CSI-1 and CSI-4 are apparently low because the end-date measurements were taken prior to the end of the aquifer test and 1-2 months before measurements taken at the other wells.


Figure 2-6
Hydrogeologic Cross Section I-l' of Rowley et al. (2011)

Thomas (2011) addressed the sources of groundwater in Hidden and Garnet valleys and California Wash and concluded the sources could not be different based on observations of their deuterium and oxygen-18 isotopic compositions. Thomas (2011) summarized the observations and his conclusions regarding these basins as follows:

Deuterium and oxygen-18 data for groundwater in carbonate wells in Hidden and Garnet Valleys (deuterium values ranging from -97.5 to -96.0 permil and oxygen- 18 values ranging from -13.70 to -12.75 permil) are significantly more negative than the isotopic composition of local recharge water to the Sheep Range (average deuterium and oxygen-18 values of -92.7 and -12.83 permil) and Delamar Range (average deuterium and oxygen-18 values of -88.9 and -12.22 permil) the two main recharge areas near Hidden and Garnet valleys (Thomas and Mihevc, 2007, 2011). Furthermore, the isotopic composition of these groundwaters is similar to that of groundwater in Coyote Springs Valley and the Muddy River Springs area (discharge weighted average deuterium and oxygen-18 values of -97.8 and -12.92 permil). Thus, the most likely source of this groundwater is groundwater in the carbonate-rock aquifers of the WRFS from the Coyote Springs Valley and Upper Moapa Valley areas.

The two carbonate well waters in California Wash have deuterium and oxygen-18 values of -99.0 and -13.50 and -99.0 and -13.40 permil, and since Upper Moapa Valley carbonate aquifer groundwater has deuterium values that range from -99.0 to -96.5 permil and oxygen-18 values that range from -13.05 to -12.45 permil (Thomas and Mihevc, 2007), the isotopic differences between the groundwaters in these two areas is not different enough (analytical uncertainty for deuterium is $+/-1.0$ permil and for oxygen-18 is $+/-0.1$ permil) that these waters would be from different sources. The more negative oxygen-18 values of the California Wash waters than the Upper Moapa Valley waters may indicate slightly less evaporation of these waters during recharge than the Upper Moapa Valley groundwater. Furthermore, the groundwater in Hidden and Garnet valleys is isotopically similar to Upper Moapa Valley groundwater so these two potentially different sources cannot be differentiated on the basis of deuterium and oxygen-18 data.

Johnson and Mifflin (2019) relied upon a "...groundwater scoping-model exercise..." that incorporated a domain encompassing almost the entirety of east-central to southern Nevada to delineate an expedient boundary that places California Wash (and the Moapa Band of Paiute wells), and Hidden and Garnet valleys in a separate "capture zone" than the rest of the LWRFS. The heavily-qualified model was based on numerous assumptions, gross simplifications of the hydrogeologic framework, and unverified hydrologic inputs. This renders the output and any conclusions drawn from the results unreliable. The "scoping-model exercise", which involved almost a quarter of the state and apparently completed in two weeks, was unnecessary because the results of the Order 1169 study and aquifer test provide answers to the questions posed by the NSE. Rather than focus on the details of this "scoping-model exercise", the following discussion addresses the fatal flaws of the analysis and the conclusions drawn from it.

Within the LWRFS, Johnson and Mifflin (2019) postulate a boundary that separates Coyote Spring Valley and the MRSA from the remaining four basins, with the former "tributary" to the MRSA and
the latter "tributary" to the Las Vegas Valley. In this interpretation, groundwater in Hidden and Garnet valleys, the Black Mountains Area, and California Wash is apparently sourced from the north and west of Coyote Spring Valley, with flow paths crossing through the Gass Peak thrust fault and the low-permeability Precambrian-Cambrian siliciclastic rocks described previously. These rocks are widely considered the impermeable basement of the carbonate-rock sequence and often referred to as the "Lower Clastic Aquitard" or "Lower Clastic Confining Unit" (Winograd and Thordarson, 1975; DOE, 1997; Belcher et al., 2001). Figure 2-6 presents hydrogeologic cross section I-I' from Rowley et al. (2011) that depicts the distribution of these rocks in the area of flow postulated by Johnson and Mifflin (2019). The rocks have been mapped at the surface and lie just below the surface where the supposed flow crosses into Coyote Spring, Hidden, and Garnet valleys.

If the Johnson and Mifflin (2019) interpretation were correct, one would expect water levels in Garnet Valley and California Wash to respond like wells along their postulated flow paths, not like the rest of the wells in the LWRFS. Figure 2-7 presents time-series plots of groundwater elevations for monitor wells 169W509M and 169W508M located in Tikaboo Valley North, well DDL-2 located in Tikaboo Valley South, and GV-1 and PAIUTES-TH2 located in Garnet Valley and California Wash, respectively. Groundwater elevations in Tikaboo North and South valleys range from about 1,260 to over $1,900 \mathrm{ft}$ higher than the wells in the LWRFS, and the time-series trends of these wells bear no resemblance to those in the LWRFS. This is further repudiation of the Johnson and Mifflin (2019) interpretation.

The most damning evidence debunking the interpretations of Johnson and Mifflin (2019) are the results of the Order 1169 aquifer test. Groundwater levels measured in well PAIUTES-TH2 respond to natural and anthropogenic stresses in the same manner as all other LWRFS wells completed in the carbonate-aquifer (Myers, 2019; Smith and Terrell, 2019; Reich and Moran, 2019; Bell and Roy, 2019; Roerink, 2019; Bushner, 2019; Davis and Lazarus, 2019; Burns et al., 2019; Marshall and Williams, 2019; Macrae, 2019; Waddell, 2019; USFWS, 2019; NSE 2002, 2012, 2014 a through h, 2019). The exceptions are those wells completed in the upthrown structural blocks of mountain ranges (e.g., CSVM-3, CSVM-5). In fact, groundwater levels measured in PAIUTES-TH2 exhibit some of the highest correlations with groundwater levels in the MRSA (well EH-4; $\mathrm{R}^{2}=0.97$ ) and pumping levels measured in the Coyote Spring Valley MX-4 well during the aquifer test (well MX-4; $\mathrm{R}^{2}=0.92$ ) (Burns et al., 2019, pp. 5-12 and p. 5-18).

### 2.4 Boundary Flow to Las Vegas Valley

In the interpretation of Johnson and Mifflin (2019), groundwater flows through Garnet Valley into California Wash where it does a u-turn and flows back to the west and Las Vegas Valley. They postulate an outflow to Las Vegas Valley of 40,000 afy. Reich and Moran (2019) also suggest outflow to Las Vegas Valley when they state that "Groundwater outflow from Coyote Spring Valley towards Hidden and Garnet Valleys eventually discharges toward the Black Mountains Area and the Las Vegas Shear Zone...." However, any outflow to Las Vegas Valley would be from the carbonate aquifer to the basin-fill, which is 3 to 4 kilometers thick north and west of Frenchman Mountain (Langeheim et al., 2001). One must ask, where this groundwater discharges in the Las Vegas Valley? It surely does not flow west and into the Las Vegas Principal Aquifer; it would have to flow upgradient through the Las Vegas Valley Shear Zone and its associated fine-grained materials, which are of low permeability.


Figure 2-7
Water-Level Responses in Representative Carbonate Monitor Wells in the LWRFS and Tikaboo Valleys (North and South)

NDWR Well Driller's Reports indicate fine-grained materials are widely distributed throughout eastern Las Vegas Valley. Loeltz (1963) completed an investigation of the area in the vicinity of the Nellis Air Force Base (NAFB) to assess production well sites that would serve the water demands of the base. Loeltz (1963) concluded that "...the amount of water passing through the area under natural conditions is small" and "...wells having specific capacities of a few gallons per minute per foot of drawdown are not likely to be developed in the immediate area of the base." The U. S. Air Force developed three well fields, one 5.5 miles west of NAFB (Desert Wells), one on NAFB (Base Wells), and one east of NAFB (Area II Wells) (Grumbach, 1989). Sustainable production rates were highest in the western well field, ranging from 430 to 610 gpm , and lowest in the eastern well field with rates ranging from 110 to 250 gpm (Grumbach, 1989). It is telling that all municipal supply wells in the Las Vegas Valley are located in central, west, and northwest Las Vegas Valley and not on the eastern side where the low-permeability, fine-grained sediments are prevalent. This is further evidence that any significant groundwater flow from Garnet Valley to Las Vegas Valley is unlikely.

Lastly, a new well was recently completed in carbonate rocks near Apex, Nevada at the MMB Apex Auction site. This well was completed in March 2019 to 870 ft bgs, and the static depth to water was measured at 510 ft bgs after the well was constructed (NDWR Well Driller's Report 131985). The ground-surface elevation at the well was determined using a Digital Elevation Model (DEM) based on Light Detection and Ranging (Lidar) elevation data from calendar year 2016. The elevation extracted from the DEM at the location of the well site was $2,356 \mathrm{ft}$ amsl with an accuracy of 0.64 ft . The groundwater elevation is estimated to be $1,846 \mathrm{ft}$ amsl. Figure $2-8$ presents the location and groundwater elevation of the MMB Apex Auction well with wells located in Garnet Valley and Black Mountains Areas that are also completed in the carbonate aquifer. The groundwater elevation in the new well ranges between 34 to 38 ft higher than those in Garnet Valley and the Black Mountains Area. This is further evidence that outflow from Garnet Valley to Las Vegas is highly unlikely.

### 2.5 Conclusions

The interpretations of Smith and Terrell (2019), Johnson and Mifflin (2019), and Reich and Moran (2019) are unsupported by the available data, and contrary to all previous scientific investigations. The available data all indicate the following:

- northern Coyote Spring Valley is hydraulically connected with Kane Springs Valley and the remainder of the LWRFS;
- the normal faults defining the shallow basin west of the structural block of carbonate-rocks in central Coyote Spring Valley, and the rocks themselves, are not barriers to groundwater flow;
- the Dry Lake thrust is not an important feature with respect to influencing groundwater flow;
- Garnet Valley is not hydraulically isolated from the rest of the LWRFS;
- California Wash basin is not only part of the LWRFS, but is highly connected to the MRSA;
- outflow to Las Vegas Valley is highly unlikely and at most, insignificant.


Figure 2-8
Carbonate-Aquifer Groundwater Elevations in Garnet and Las Vegas Valleys

### 3.0 Carbonate-Aquifer Responses

Some of the issues brought up by the Stakeholders concern the state of the LWRFS carbonate aquifer. These issues relate to the historical behavior of the aquifer in response to stresses and its current hydraulic state. To address these issues, the causes of observed declines are explored, followed by a discussion of the current state of the system to answer the question of whether it has attained a steady-state condition or not.

### 3.1 Causes of Aquifer Level Declines

Some Stakeholders argue that dry-climate conditions and other stresses, rather than groundwater production, have been causing the declines observed in the carbonate aquifer. Data analysis presented in this section demonstrates that groundwater production from the carbonate aquifer has been the main cause of the declines observed since the early 1990s.

Johnson and Mifflin (2019) state that the "widespread water-level declines associated with Order-1169 pumping of the MX-5 well were mistakenly attributed entirely to pumping rather than to the superposition of local, fracture-controlled pumping responses with regional, climate-driven
decline." Johnson and Mifflin (2019) further speculate that "the most imminent risk to senior water-rights holders and Moapa dace habitat is continued drought. " Bell and Roy (2019) claim that the groundwater declines observed in the distal parts of the LWRFS at the end of the 2-year aquifer test were possibly caused by "regionally dry climatic conditions, coupled with known seasonality patterns, rather than from the effects of pumping and aquifer connectivity." Smith and Terrell (2019) also claim that the long-term declining water-level trend observed in Garnet Valley and throughout the LWRFS is a background condition, implying that climate may be the cause.

It is indisputable that the observed responses in the carbonate aquifer are the result of various natural and/or anthropogenic stresses and identifying the separate effects of each individual stress is not feasible for this flow system. However, the 2-year aquifer test and the extraordinary precipitation event of 2005 have demonstrated that when a local and dominant natural or anthropogenic stress is imposed on the carbonate aquifer, its impact on water levels and spring flows can be detected on the hydrographs, within short time periods, and everywhere within the interconnected carbonate aquifer (Burns et al., 2019, pp. 5-1 to 5-18). While the effects of less prominent stresses may not be readily observed on the hydrographs, they do affect the observed composite water-level and discharge values.

Many of the stresses affecting the carbonate aquifer can be discounted when data are analyzed at larger time scales. At the annual scale, the major drivers of the observed changes in the aquifer are the on-going groundwater production and recharge variability. Groundwater production from the carbonate aquifer is generally known, except during the early years of development, prior to 1993, when it is believed to have been minimal. It is therefore, possible to extract the effects of groundwater production from a given hydrograph by multiple linear regression (MLR). However, the sources and volumes of natural recharge can only be interpreted and estimated. The effects of recharge on the LWRFS is complex because recharge pulses caused by precipitation during a given year arrive at different times as they originate from different recharge areas within and external to the LWRFS. Thus, the effect of the normal variations in recharge on the LWRFS may not be readily identified from well and spring hydrographs. In a linear regression of aquifer response against groundwater production, the effects of recharge are part of the residuals.

The MLR method was applied to well EH-4 water levels to identify the contributions of groundwater production from the 5 basins during the period of 1992 to 2018. As previously described, annual data were used for the period of 1992 to 2018. The dependent variable is represented by the EH-4 average annual water level. The independent variables are annual carbonate-aquifer production from each of the 5 basins. As described above, the effect of variations in recharge cannot be isolated and are a component of the residuals in this analysis.

This section summarizes the results of the MLR, while the detailed analysis is presented in Appendix A. The MLR correlation coefficient equals 0.91 with an $R^{2}$ of 0.83 . A time-series chart presenting the MLR results is provided in Figure 3-1. The chart shows a partitioning of the observed EH-4 hydrograph into several hydrographs of responses to groundwater production from each of the 5 basins, and the residuals. As the graph shows, groundwater production in each basin creates a lowering of the water levels at EH-4 that is indicative of the magnitude of the production, the distance of the production center to EH-4, and the aquifer's hydraulic properties between the two. Figure 3-1 demonstrates that, overall, groundwater production from the Black Mountains Area causes the least effect and that from Garnet Valley the most. However, it should be noted that production from the

Black Mountains Area was from wells located at the inferred southern boundary of the LWRFS and not BM-DL-2 (Figure 2-8). This monitor well (BM-DL-2) has high correlations with well EH-4 in the MRSA ( $\mathrm{R}^{2}$ of 0.95 ) (Burns et al., 2019, p. 5-12) and well MX-4 in Coyote Springs Valley during the 2 -year aquifer test ( $\mathrm{R}^{2}$ of 0.91 ) (Burns et al., 2019, p. 5-18). This indicates that while well BM-DL-2 is undoubtedly within the carbonate aquifer of the LWRFS, the current production wells (Figure 2-8) are probably not. Starting in 2014, the groundwater production in Garnet Valley and California Wash caused the greatest effect on $\mathrm{EH}-4$ water levels.

The strong correlation coefficient between EH-4 water-level responses and carbonate-aquifer production from 1992 to 2018 proves that most of the declines observed in the aquifer during this time period are caused by groundwater production rather than dry climate. The residuals shown in Figure 3-2 represent a combination of random errors from all sources and recharge variations. The residuals exhibit a pattern that is most probably dominated by variations in recharge, representative of local and regional climate.

It can be seen that variations in natural recharge can have a significant impact on the carbonate system during certain periods. For example, following the extraordinary precipitation event of 2005, the calculated water level at well $\mathrm{EH}-4$, resulting from groundwater production only, remains lower than that observed (Figure 3-2), until 2012. This is because the recharge pulses resulting from the extraordinary precipitation event of 2005 appear to affect water levels well after they first appeared as a spike on the water-level hydrograph. This proves that the declines observed in the hydrographs of all groundwater sites, including distant wells, are not caused by dry climate. The effect of recharge variations is evident for the ongoing time period that starts in 2012 during which the observed water levels vary relative to those calculated (Figure 3-2). The lower than calculated water levels are most likely due to lower recharge pulses during this time period, while the higher than calculated levels are due to higher recharge pulses.

This analysis demonstrates that (1) groundwater production from the carbonate aquifer has been the main cause of the long-term observed declines in water levels and MRSA springflow since the start of development; and (2) climate variations have been a significant factor in attenuating or aggravating the observed changes in water levels.

The future impacts of a "continued drought" suggested by Johnson and Mifflin (2019) cannot be predicted with confidence at this time. As shown in Figure 3-2, a single extraordinary precipitation event can affect the aquifer system in a positive manner. The only stresses that can be controlled are anthropogenic in nature. The only actions that can be implemented to manage the effects of climate at this time, is continued monitoring and mitigation of impacts.

### 3.2 Current State of Carbonate Aquifer

The Stakeholders do not agree about the current hydraulic state of the LWRFS. The disagreement relates to whether or not the flow system has reached a steady-state condition under the current groundwater production regime.

Davis and Lazarus (2019) argue that the whole flow system has stabilized under current groundwater conditions. They agree with the statement in Order 1303 (NSE, 2019) that, "...the current amount of

Figure 3-1

## Multiple Linear Regression - Decomposed Well EH-4 Water Levels Due to Carbonate Groundwater Production by Basin



Figure 3-2

## Multiple Linear Regression - Comparison of Calculated and Observed Well EH-4 Water Levels

pumping corresponds to a period of time in which spring flows have remained relatively stable and have not demonstrated a continuing decline." Smith and Terrell (2019) argues that in response to historical pumping, the LWRFS would reach equilibrium "relatively rapidly" by capturing the discharge.

On the other hand, Waddell (2019) found that when groundwater production is maintained at the same levels as during the 2 -year aquifer test in their model simulations, the flow system does not reach a new steady-state even after 500 years. They concluded "...that discharge rates will continue to decrease for centuries."

Burns et al. (2019, pp. 6-9 and 6-10) conducted a capture analysis of the historical groundwater production from the carbonate aquifer and demonstrated that the flow system has not reached a steady-state condition and concluded that after 27 years of development of the carbonate aquifer, in 2018, about 47 percent of the recorded production of about 148,000 af had been captured from the MRSA discharge. Because measured and estimated historical data were utilized in this analysis, Burns et al. (2019, p. 6-10) recognize that "...the results of this analysis are approximate not only due to the uncertainty in the discharge and production data, but also because of the effects of recharge variability." Despite the uncertainties, the conclusion is that the LWRFS has not attained a new steady state under current pumping conditions.

This conclusion is supported by time-series charts of carbonate-aquifer water-level elevations for representative LWRFS wells that are presented in Figure 3-3. These hydrographs demonstrate declining trends since 2016, even though 2017 and 2019 winter-season precipitation was above average and total production was slightly less. These observations are indicative that the groundwater system has not attained steady-state conditions. The implications are that water levels and spring discharge will continue declining under the on-going climate conditions, if current production is maintained. Thus triggers set at the Warm Springs West gage will be reached at some point in the future unless groundwater production is reduced to sustainable levels estimated by Burns et al. (2019).


Figure 3-3
Water Levels in Representative Wells of the LWRFS Carbonate Aquifer showing Declining Trend

### 4.0 Capture of Excess LWRFS Flow

As discussed in Section 3.0: (1) the main cause of the declines observed in the carbonate aquifer levels and MRSA spring discharge is groundwater production from the carbonate aquifer; and (2) the flow system has not attained steady-state conditions as the declining trend continues. Given these facts, it is highly unlikely that any additional volume of groundwater could be produced from the carbonate aquifer without impacting the flow system, as some stakeholders advocate.

Several Stakeholders assert that existing or future groundwater production may capture another source: LWRFS flow (in excess of the MRSA discharge). However, capture of any amount of groundwater that may be considered transient in the form of boundary outflow is immaterial unless it can be demonstrated that production from the well will not affect groundwater conditions throughout the basin, in particular the MRSA. Burns et al. (2019, pp. 6-4 to 6-11) demonstrate that when groundwater conditions change (e.g., reduced hydraulic heads), discharge to the MRSA changes proportionally. Based on the discussion in Section 2.0 and the MLR presented in Section 3.1, all production wells within the LWRFS affect groundwater conditions.

DeVaul (2019) claim that the effects of increased groundwater production in Garnet Valley have not propagated through the whole flow system and may be capturing another source of groundwater. He states that "...the pumping at approximately 1,500 AF/yr appears to have equilibrated in the system, capturing subsurface outflow from the basin and perhaps inducing greater groundwater inflow from Las Vegas Valley (Interflow, 2019a)." Ignoring the history of LWRFS development, Reich and Moran (2019) claim that a large amount of groundwater discharging downgradient from the MRSA could be captured progressively "under sustainable management techniques." Johnson and Mifflin (2019) claim that they can capture groundwater in California Wash with little or no impact on the MRSA because the water source is different. This source is represented by "Approximately 40,000 afy of southflowing groundwater may be the flux within the Las Vegas Valley capture zone south and southwest of the MRSA."

Evidence does exist that a volume of water greater than that discharging in the MRSA flows through the LWRFS. However, evidence also exists that groundwater production from any portion of the interconnected carbonate aquifer affects MRSA spring discharge and the Muddy River streamflow. The lower reaches of the Muddy River below the Muddy River near Moapa, Nevada gage (MR Moapa gage) may be considered an extension of the MRSA discharge area. Beck and Wilson (2006) have shown that some groundwater discharges into the Muddy River below this gage. The water sources for this gaining reach may be California Wash or Lower Meadow Valley Wash, or both. Rogers and Blue Point springs located in the Black Mountain Areas may be other discharge points for the LWRFS, with discharge interpreted to be sourced from recharge in the Muddy Mountains mixed with underflow from Garnet Valley and California Wash (Waddell, 2019). However, these two springs have not responded to the 2 -year aquifer test, which likely indicates that their connection to the LWRFS, if it exists, is not significant. Pohlmann et al. (1998) investigated these springs and found that the "Subregional springs in the Lake Mead basin appear to be most strongly related to groundwater systems that extend north to the Weiser Wash and Mormon Mountains area, rather than to the regional White River Flow System or Virgin River basin." Finally, the Colorado River (Lake

Mead) may be a discharge boundary as well. At this time, the volume of discharge to the Colorado River remains uncertain.

The available stress-response data, particularly the 2-year aquifer test data and their analysis indicate that, regardless of potential excess water by-passing the MRSA, groundwater cannot be withdrawn from the carbonate aquifer without capturing MRSA discharge. Burns et al. (2019) analyzed the stress-response data gathered during the 2-year aquifer test and derived the following observations:

- The carbonate aquifer is highly interconnected and has a relatively flat gradient (Burns et al., 2019, p. 3-13).
- Pumping the MX-5 well for 2 years at significantly larger rates than other production wells created an extensive shallow cone of depression throughout the carbonate aquifer. This cone could easily be discerned from the data despite the concurrent effects of other stresses. Scatter plots of MX-4 water levels, an observation well located near MX-5, and water levels in representative wells located throughout the LWRFS exhibit linear relationships with very high correlations (Burns et al., 2019, p. 5-18).
- Variations in the MRSA spring discharge are directly proportional to the variations in the hydraulic-head levels of the carbonate aquifer (Burns et al., 2019, p. 5-12).

Given the high hydraulic connectivity and relatively flat hydraulic gradient of the LWRFS carbonate aquifer, it is logical to conclude that any production well completed within the hydraulically connected aquifer will reduce hydraulic heads and, therefore, capture MRSA discharge. This is supported by the results of the MLR method used to extract the responses associated with production from each LWRFS basin from the response observed at well EH-4 (Section 3.1).

### 5.0 Sustainable Yield

In Interim Order 1303, the NSE requested input on the long-term annual quantity of groundwater that may be pumped from the LWRFS, including the relationships between the location of pumping on discharge to the Muddy River Springs and the capture of Muddy River streamflow (NSE, 2019). In essence, the NSE's description is a definition of sustainable yield for the LWRFS. In response to this request, some Stakeholders mistakingly reverted to compiling groundwater budgets and used them to derive sustainable yield estimates for the entire LWRFS (Reich and Moran, 2019) or individual valleys (Smith and Terrell, 2019). Other Stakeholders did not directly address the request but offered other insights regarding the interconnected nature of the carbonate aquifer (Bell and Roy, 2019; Davis and Lazarus, 2019). The following sections present the appropriate response to the NSE's request submitted by Burns et al. (2019), followed by responses to selected Stakeholder input regarding their estimates of sustainable yield.

### 5.1 Burns et al. (2019)

Burns et al. (2019, pp. 6-8, 6-9 and 8-4) used the historical data available for the LWRFS, including the data collected during the 2 -year aquifer test, to develop an appropriate estimate of sustainable yield. Burns et al. (2019) recognized that the LWRFS is past the water-right appropriation process and has moved into the administrative process.

In the administration of LWRFS water rights, groundwater budgets are no longer meaningful because any originally unappropriated water has already been appropriated, and it has been determined that the groundwater system is significantly over appropriated based on the results of the Order 1169 Study. The sustainable yield of the LWRFS is therefore inexorably linked to the occurrence, or potential occurrence, of conflicts with senior rights that are caused by groundwater production. Muddy River water rights are the most senior water rights within the LWRFS and the hydrological record demonstrates that groundwater production from both the MRSA alluvial reservoir and LWRFS carbonate aquifer has measurably depleted spring discharge and Muddy River streamflow. These depletions conflict with senior rights. A sustainable yield estimate is meaningless if these depletions are not recognized as conflicts with senior rights and the administration of water rights is not coupled with management actions that satisfactorily mitigate impacts and address these conflicts.

As demonstrated in Burns et al. (2019), a very high correlation exists between hydraulic heads of the carbonate aquifer (e.g., EH-4) and discharge to the MRSA. Groundwater production from the carbonate aquifer reduces the hydraulic heads of the aquifer and causes a proportionate decrease in MRSA discharge. To avoid these impacts groundwater production from the aquifer should be minimized or eliminated; however, the latter is unreasonable given the current reliance on this groundwater for municipal and industrial uses. If impacts to spring discharge and Muddy River streamflow are mitigated and conflicts with senior water-right holders are adequately addressed, hydraulic heads and MRSA discharge could be managed so that long-term annual groundwater production could be sustained between 4,000 and 6,000 afy.

### 5.2 Reich and Moran (2019)

Reich and Moran (2019) performed an elaborate analysis of the LWRFS groundwater budget. Using their groundwater budget, Reich and Moran (2019) conclude the following:

As previously stated above, the amount of water available for appropriation can be calculated based on capture of evapotranspiration and groundwater outflow. The water budget for the LWRFS indicates that pre-development evapotranspiration is 11,930 AFY and outflow toward the Lower Moapa Valley is 51,700 AFY. These values provide a basis for initiating long-term sustainable management in the region. Subsurface outflow from California Wash is estimated by subtracting 32,000 AFY of surface discharge from the 51,700 AFY to yield 19,700 AFY. The amount of evapotranspiration for the LWRFS is estimated to be 11,930 AFY; resulting in the total evapotranspiration and groundwater outflow of 30,630 AFY. Operating under sustainable management techniques that include monitoring, management, and mitigation will allow existing water rights holders to exercise their rights in priority and assess impacts over time and allow the NSE and stakeholders to assess and
protect resources as pumping increases toward the maximum value of $30,630 \mathrm{AFY}$. This initial estimate of sustainable yield allows for senior rights along the Muddy River to be exercised.

Reich and Moran (2019) assert that there are up to 30,630 afy that can be developed from the capture of evapotranspiration and groundwater outflow, and recommend an initial development rate of 5,280 afy for Coyote Spring Valley. For these estimates, Reich and Moran (2019) apparently do not consider the results of the Order 1169 aquifer test. Monitoring data collected prior to, during and after the test demonstrate widespread responses throughout the LWRFS, including measurable impacts to MRSA spring discharge shortly after the test started. These responses are well documented in several reports prepared by the Study participants and various LWRFS Stakeholders. Reich and Moran (2019) miss the point. Impacts have already occurred and any additional groundwater production beyond the current rates will only increase the magnitude of these impacts. Any lowering of the hydraulic heads in the MRSA (e.g., at EH-4) will cause a proportional reduction in spring discharge. Reduced spring discharge results in reduced Muddy River streamflow and, consequently, conflicts with senior water rights. The only way to capture evapotranspiration and the supposed groundwater outflow is to significantly reduce the hydraulic heads in the carbonate aquifer, which will cause additional conflicts with senior water rights. Reich and Moran (2019) suggest an approach of monitoring, management, and mitigation, yet offer no specifics on how existing and future impacts will be mitigated or how current and future conflicts will be addressed. The sustainable yield estimates of Reich and Moran (2019) are unequivocally too high.

### 5.3 Smith and Terrell (2019)

Smith and Terrell (2019) did not offer an opinion on the long-term annual quantity that may be produced from the LWRFS, but stated preliminary indications are that 1,500 to 2,000 afy of groundwater may be produced from Garnet Valley. Smith and Terrell (2019) base their conclusion on the total production volumes in 2016 and 2017 and their opinion that the increase in production between the years has not resulted in a downward inflection in water levels within the MRSA. In fact, as Figure 3-3 demonstrates, groundwater levels in Garnet Valley, as well as the other basins of the LWRFS, have declined since the peak recovery in late 2015 - early 2016. These declines have occurred despite two years of above average winter-season precipitation in 2017 and 2019 and reduced production. Smith and Terrell (2019) make this conclusion while also stating there is a long-term declining water-level trend in Garnet Valley of approximately $0.3 \mathrm{ft} / \mathrm{yr}$ that is also observed in the rest of the LWRFS. Smith and Terrell (2019) incorrectly attribute the decline to climate factors. The conclusion of Smith and Terrell (2019) is contrary to their recognition that the carbonate aquifer responds rapidly to pumping and that the effects of the groundwater production associated with the Order 1169 aquifer test were identifiable within Garnet Valley (Smith and Terrell, 2019).

### 5.4 Myers (2019)

Myers (2019) addressed the sustainable yield question in terms of the amount of groundwater that may be produced from the carbonate aquifer and basin fill. Similar to Burns et al. (2019), Myers (2019) concludes that all groundwater production from the carbonate aquifer will capture spring discharge; therefore, the NSE should not allow pumping from the carbonate aquifer. Myers (2019)
also mentions that as a result of decreasing spring flow resulting from carbonate-aquifer production, flows in the Muddy River have not been enough to satisfy the requirements of the 1920 Muddy River Decree. Myers (2019) concludes that 4,000 afy of groundwater production from the basin fill within the MRSA is probably acceptable. Myers (2019) makes this conclusion based on the fact that the alluvial groundwater is derived from the carbonate system and that the alluvial pumping would not impact the Moapa dace habitat. However, Burns et al. (2019), Reich and Moran (2019), Bushner (2019), Johnson and Mifflin (2019), Davis and Lazarus (2019), Smith and Terrell (2019), and USFWS (2019) have all concluded that groundwater production from the MRSA basin fill has impacted Muddy River streamflow on a $1: 1$ basis. These impacts conflict with the senior surface-water rights, and groundwater production from the MRSA basin fill should only be permitted if the related impacts are mitigated and conflicts are adequately addressed.

### 5.5 U.S. Fish and Wildlife Service (USFWS, 2019)

The U.S. Fish and Wildlife Service (USFWS) addressed the sustainable yield question by suggesting an initial threshold of 9,318 afy for carbonate-aquifer and alluvial production combined (USFWS, 2019). They relied upon observations of spring discharge and Muddy River streamflow to reach their conclusions, and asserted that during the period 2015 to 2017 annual total groundwater production averaged 9,318 afy while surface-water flows remained stable. Based on these observations, they concluded the groundwater production was no longer impacting the surface-water flow and the 9,318 afy is an acceptable initial threshold for the LWRFS sustainable yield. However, USFWS (2019) acknowledges that flow rates at the Plummer, Pederson, Jones, and Baldwin springs were lower than before the Order 1169 test and may be trending downward. These declining trends can be observed in the discharge records of Pederson Spring and Warm Spring West gages (Burns et al., 2019, p. 5-9). The carbonate aquifer cannot be in equilibrium if spring flows are declining. During this period, Muddy River streamflow was stable because surface-water diversions were reduced to near zero and production from the alluvial reservoir was reduced by more than 80 percent. As a result, the flow rates remained stable during this period. Discharge measured by the Pederson Spring and Warm Springs West gages compose only a small percentage of the streamflow measured at the MR Moapa gage. The fact that observed declines in these gage records can not be discerned in the MR Moapa gage record does not mean the groundwater system has attained steady-state conditions. The sustainable yield estimate provided in USFWS (2019) is flawed and too high because groundwater elevations in the carbonate aquifer and spring discharge in the MRSA have declined since late 2015 early 2016 (the time of peak recovery), despite above average winter-season precipitation in 2017 and 2019.

The USFWS (2019) sustainable yield volume also makes no mention of the allowable spatial distribution of groundwater production. As described in Burns et al. (2019), in the long-term, it is expected that any groundwater production from the carbonate system within the LWRFS will ultimately capture discharge to the MRSA. The timing of impacts from groundwater production centers located farther from the MRSA may take longer, but the properties of the aquifer are such that impacts will eventually reach the MRSA. Burns et al. (2019, pp. 6-4 to 6-11) provide limits on carbonate-aquifer production based on selected discharge rates at the Warm Springs West gage. If the USFWS (2019) volume of 9,318 afy were to be selected as the amount of allowable groundwater production from the carbonate aquifer, then not only would that volume of water be removed from the Muddy River but the flow at the Warm Springs West gage would, in the long-term, drop to between
2.9 and 2.8 cfs . If 9,318 afy of water were removed solely from the MRSA alluvial reservoir, there may be no impact to the springs, but the Muddy River streamflow would be reduced by a like amount resulting in conflicts with senior water rights.

### 5.6 Waddell (2019)

Waddell (2019) states that "...the annual, sustainable quantity of groundwater available is less than 14,500 afy. " This number was based on a series of model runs that were performed using the Tetra Tech (2012a and b) numerical groundwater flow model (Waddell, 2019). No changes were made to the material properties of the 2012 model (Waddell, 2019) despite the results of the 2013 post audit review. The review indicated that the model under-simulates the amount of drawdown and reduction in spring discharge than was actually observed during the Order 1169 aquifer test (Waddell, 2019). This defect makes the model inappropriate for use in quantifying pumping impacts and estimating the sustainable yield. This conclusion is supported by the qualifying statement in Waddell (2019) regarding the use of the model: "Because the model underpredicted the drawdown and reduction in discharge caused by the Order 1169 pumping, it should not be used in its current state to determine what the safe yield of the LWRFS aquifer is." Given these limitations and the ambiguous "...less than 14,500 afy" quantification, Waddell (2019) effectively does not determine a sustainable yield value for the LWRFS.

### 5.7 Johnson and Mifflin (2019)

Johnson and Mifflin (2019) do not provide a value for sustainable yield, rather they offer an opinion that there may be a volume of water that could be developed without impacting the Muddy River Springs. Johnson and Mifflin (2019) offer this opinion based on a "scoping-model exercise" that was refuted in Section 2.0 of this report. The widespread responses to groundwater production in the LWRFS have been documented by Burns et al. (2019), Smith and Terrell (2019), Davis and Lazarus (2019), Bell and Roy (2019), Myers (2019), and USFWS (2019) and indicate there is no location where pumping may occur that does not eventually impact either the MRSA spring discharge or Muddy River streamflow. The 2-year aquifer test and the extraordinary precipitation event of 2005 have demonstrated that when a local and dominant natural or anthropogenic stress is imposed on the carbonate aquifer, its impact on water levels and springs discharge can be detected on the hydrographs, within short time periods, and everywhere within the interconnected carbonate aquifer (Burns et al., 2019, pp. 5-6 to 5-18).

### 5.8 Summary and Conclusions

Development of LWRFS water resources has followed a logical process based on principles of adaptive management. The individual basins were managed separately and reconnaissance-level groundwater budgets were compiled and initially used to determine the perennial yield and volume of unappropriated water. Water-rights were permitted based on the initial estimate of unappropriated groundwater. However, management of the LWRFS is well beyond this stage. At this time, conflicts analysis and limitations of groundwater production based on observed effects on important resources and senior water rights must be the approach.

The Order 1169 Study has proven that (1) the individual basins are hydraulically connected; (2) groundwater production in these basins has impacted MRSA spring discharge and Muddy River streamflow which has resulted in conflicts with senior water rights; and (3) the LWRFS is over-appropriated. It is because of these facts that the NSE has requested estimates of "..the long-term annual quantity of groundwater that may be pumped from the Lower White River Flow System, including the relationships between the location of pumping on discharge to the Muddy River Springs, and the capture of Muddy River flow."

As previously mentioned, the sustainable yield of the LWRFS is inexorably linked to the occurrence, or potential occurrence, of conflicts with senior rights. If impacts to spring discharge and Muddy River streamflow are mitigated and conflicts with senior water-right holders adequately addressed, hydraulic heads and MRSA discharge could be managed so that long-term annual groundwater production could be sustained between 4,000 and 6,000 afy (Burns et al., 2019). Without addressing these conflicts, annual carbonate groundwater production should be managed to reduced, rather than current or increased volumes.

### 6.0 Assessing Risk to Moapa Dace Habitat

CSI incorrectly concludes that groundwater pumping in the MRSA and surface-water diversions on the Muddy River have a much greater impact on the spring and surface flows that support Moapa dace than pumping in Coyote Spring Valley (Reich and Moran, 2019). As explained above and in Burns et al. (2019), this is not the case. Maintaining spring flows in the Warm Springs Area is critical to protecting Moapa dace and avoiding Endangered Species Act violations (Marshall and Williams, 2019).

CSI also incorrectly concludes that flow data at the MR Moapa gage shows that resources supporting Moapa dace can be managed sustainably with pumping up to 5,280 afy in Coyote Spring Valley (Reich and Moran, 2019). CSI attempts to support this conclusion in-part by saying that flows at the gage did not decline during the aquifer test (Reich and Moran, 2019). However, this errant analysis ignores the large Warm Springs Area fire that killed many trees and reduced vegetative uptake of water in 2010 (Burns et al., 2019, p. 5-2; Marshall and Williams, 2019, Appendix C p. C-3), and the large reductions in Warm Springs Area surface-water diversions that occurred in 2011-2013 (Burns et al., 2019, pp. 4-5 and Appendix B p. B-1). CSI also appears to suggest that as long as flows at the MR Moapa gage are maintained, the needs of Moapa dace will be met. However, CSI does not acknowledge the ecology of the species, or the fact that the triggers established to protect Moapa dace under the Muddy River Memorandum of Agreement (MOA) (MOA, 2006), described in both Marshall and Williams (2019) and USFWS (2019), are established at the Warm Springs West gage, not the MR Moapa gage.

It is inadequate to assess risk to Moapa dace based solely on conditions at the MR Moapa gage. Surface-water diversions near that gage can have large effects on flow measurements while having very limited effects on Moapa dace habitat. For example, the diversion directly above the MR Moapa gage historically had large impacts on flow measurements (Burns et al., 2019, pp. 4-4 to 4-5, 5-4, and Appendix B p. B-1), but the diversion point is already in sub-optimal habitat, and it is located downstream of 97 percent of the species' range (Marshall and Williams, 2019, pp. 2-2 and 3-1 to 3-3).

Assessing risk to Moapa dace requires examining conditions throughout the Warm Springs Area, as various areas provide different habitat components for the age classes (larval, juvenile, and adult). The headwaters are a special area of focus, as they provide the warm spring and stream flows critical to the survival and reproduction of the species (Marshall and Williams, 2019, pp. 3-1 to 3-3). Of particular concern is the Pederson Unit, because it includes the highest elevation springs that are most sensitive to changes in groundwater conditions, and it contains important Moapa dace spawning habitat. The Warm Springs West gage measures the flow coming from these high elevation springs, and it is where the MOA triggers are established (Burns et al., 2019, p. 3-7; Marshall and Williams, 2019, pp. 5-2 and 6-2; MOA, 2006).

Surface-water diversions in the Warm Springs Area are already relatively low (Burns et al., 2019, pp. $4-4$ to 4-5 and 5-4). Diversions no longer occur on the Pederson Unit, which is entirely within the Moapa Valley National Wildlife Refuge and the Warm Springs Natural Area. Therefore, reducing surface-water diversions would not reduce the risk to the Pederson Unit, and it would not reduce the risk of hitting the MOA triggers. Furthermore, the opportunity to reduce surface-water diversions in the Warm Springs Area beyond current conditions is limited.

Lastly, surface-water diversions and other conservation measures do not replace the MOA triggers, nor the need to limit groundwater pumping to ensure in-stream flows remain above the triggers. The triggers remain important for protecting the Moapa dace, as well as habitat for other federally listed and special status species in the Muddy River system.
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## Appendix A

# Multiple Linear Regression Analysis 

## A.1.0 introduction

The method of multiple linear regression (MLR), was applied to the LWRFS stress-response data to distinguish and better understand the relative effects of the major stresses affecting the flow system.

## A.2.0 Description of Multiple linear regression

Multiple linear regression is useful in identifying variables that can explain the response of a given system to different stresses affecting it. In such an analysis, the response of the system represents the dependent variable. The explanatory variables represent the causes of the system's response and should be independent variables. The residuals are the differences between the observed and the calculated system responses. When all relevant stresses can be identified and accounted for in the MLR, the residuals represent errors and are randomly distributed. The detailed theory of this statistical method is described in Helsel and Hirsch (2002). It application to the LWRFS is described in the following section.

## A.3.0 Application of Multiple linear regression

Multiple linear regression was applied to the carbonate aquifer of the LWRFS. The approach, data used and results of this analysis are described in the following text.

## A.3.1 Approach

The objective of this MLR analysis is to decompose the response of the carbonate aquifer system of the LWRFS into a set of responses to the known and measurable stresses affecting its behavior.

The method was implemented in Microsoft Excel, using the "Regression" tool included in the "Data Analysis" ToolPak. Data requirements are the dependent variable (input Y range) and the independent (explanatory) variable(s) (input X range). Various processing and output options are also available.

In this analysis, the response of the system, water levels at Well EH-4, represent the dependent variable. The explanatory variables were selected to be the known anthropogenic stresses, i.e. groundwater production from the carbonate aquifer. For simplification purposes, groundwater production was grouped by basin.

## Southern Nevada Water Authority

Natural recharge is another stress that affects the response of the carbonate aquifer. However, unlike groundwater production which is known in terms of both locations and stress magnitude, natural recharge is not. Natural recharge to the LWRFS occurs as recharge from precipitation falling on local and regional mountain ranges and cannot be sufficiently characterized as one or more known variables at this time. Thus, its effect will be part of the residuals. Therefore, in addition to the expected random errors, the residuals of this MLR also include the responses to variations in natural recharge.

## A.3.2 Data

The water-level and production data used in the MLR analysis are presented in Table A-1.The time period is from 1992 to 2018. Although groundwater production from the carbonate aquifer was initiated in the mid-1980s. significant production began in 1993.

The year of 1992 is assumed as the reference year. The dependent variable is the average annual water level at Well EH-4. The independent variables are the total annual groundwater production volumes of the individual basins of the LWRFS. Annual data were used to filter out shorter-term stresses and their effects. At the annual scale, the major types of stress are natural recharge and carbonate groundwater production.

## A.4.0 Results

The statistical results of the multiple linear regression are presented in Figure A-1. The water levels observed at Well EH-4 are strongly correlated to the groundwater production from the 5 basins of the LWRFS $\left(R^{2}=0.83\right)$. These results indicate that most of the changes observed in the water levels are caused by groundwater production. A graph showing the decomposed response of Well EH-4 and the residuals is presented in Figure A-2.

As expected, the residuals shown in Figure A-2 do not exhibit a random distribution as would be expected in a linear regression where the dependent variable is only correlated to the selected independent variables. In this case, the residuals also include the effects of recharge variations, which are known to be present but cannot be readily isolated. Given the facts that: (1) the regression errors alone would follow a random pattern about the zero line; (2) the residuals of the MLR exhibit trends that are not random; and (3) recharge is a major known yet unquantifiable stress that is not accounted for as an explanatory variable; it can be concluded that the trends dominating the residuals are most probably caused by recharge variations.

The graphs shown in Figure A-3 through Figure A-7 are provided to show the correspondence between the carbonate production of a given basin and the water levels derived for Well EH-4 from the multiple linear regression as a response to production from that basin.

Table A-1
Data Used in MLR

|  | Well EH-4 <br> Water <br> Level <br> (ft amsl) | Mountains <br> Area <br> Production <br> (af) | California <br> Wash <br> Production <br> (af) | Coyote <br> Spring <br> Valley <br> Production <br> (af) | Garnet <br> Valley <br> Production <br> (af) | Muddy <br> River <br> Springs <br> Area <br> Production <br> (af) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1992 | $1,817.08$ | 0 | 0 | 0 | 0 | 0 |
| 1993 | $1,817.54$ | 0 | 0 | 0 | 0 | 1,169 |
| 1994 | $1,817.03$ | 0 | 0 | 0 | 0 | 894 |
| 1995 | $1,817.23$ | 0 | 0 | 0 | 0 | 678 |
| 1996 | $1,817.28$ | 1,613 | 0 | 0 | 145 | 705 |
| 1997 | $1,817.07$ | 1,579 | 0 | 0 | 126 | 808 |
| 1998 | $1,816.70$ | 1,408 | 0 | 0 | 131 | 2,039 |
| 1999 | $1,816.08$ | 1,569 | 0 | 0 | 536 | 2,579 |
| 2000 | $1,815.79$ | 1,693 | 0 | 0 | 509 | 2,908 |
| 2001 | $1,815.34$ | 1,588 | 0 | 0 | 732 | 2,743 |
| 2002 | $1,815.12$ | 1,744 | 0 | 0 | 967 | 2,573 |
| 2003 | $1,814.73$ | 1,709 | 0 | 0 | 917 | 2,816 |
| 2004 | $1,814.42$ | 1,710 | 0 | 0 | 878 | 2,718 |
| 2005 | $1,815.43$ | 1,640 | 0 | 259 | 992 | 2,557 |
| 2006 | $1,815.91$ | 1,569 | 0 | 1,277 | 1,050 | 2,966 |
| 2007 | $1,815.62$ | 1,585 | 0 | 2,781 | 1,141 | 2,079 |
| 2008 | $1,815.24$ | 1,591 | 0 | 1,690 | 1,538 | 2,272 |
| 2009 | $1,815.17$ | 1,568 | 15 | 1,413 | 1,510 | 2,034 |
| 2010 | $1,814.93$ | 1,561 | 19 | 2,672 | 1,257 | 1,826 |
| 2011 | $1,814.31$ | 1,398 | 26 | 5,331 | 1,250 | 1,837 |
| 2012 | $1,813.45$ | 1,556 | 21 | 5,101 | 1,253 | 2,638 |
| 2013 | $1,812.78$ | 1,585 | 59 | 2,992 | 1,237 | 2,496 |
| 2014 | $1,813.27$ | 1,430 | 288 | 1,643 | 1,191 | 1,442 |
| 2015 | $1,813.48$ | 1,448 | 411 | 1,494 | 1,395 | 2,395 |
| 2016 | $1,813.26$ | 1,434 | 200 | 1,117 | 2,242 | 2,798 |
| 2017 | $1,813.25$ | 1,507 | 43 | 1,399 | 1,861 | 2,819 |
| 2018 | $1,813.40$ | 1,623 | 24 | 1,967 | 1,751 | 1,979 |
|  |  |  |  |  |  |  |


| SUMMARY OUTPUT |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Regression Statistics |  |  |  |  |  |  |  |  |
| Multiple R | 0.913 |  |  |  |  |  |  |  |
| R Square ( $\mathrm{R}^{2}$ ) | 0.834 |  |  |  |  |  |  |  |
| Adjusted R Square | 0.792 |  |  |  |  |  |  |  |
| Standard Error | 0.663 |  |  |  |  |  |  |  |
| Observations | 26 |  |  |  |  |  |  |  |
| ANOVA |  |  |  |  |  |  |  |  |
|  | df | SS | MS | $F$ | Significance F |  |  |  |
| Regression | 5 | 44.1346 | 8.8269 | 20.0636 | 0.0000 |  |  |  |
| Residual | 20 | 8.7989 | 0.4399 |  |  |  |  |  |
| Total | 25 | 52.9335 |  |  |  |  |  |  |
|  | Coefficients | Standard Error | $t$ Stat | $p$-value | Lower 95\% | Upper 95\% | Lower 95.0\% | Upper <br> 95.0\% |
| Intercept | 1,817.74 | 0.45 | 4,078.01 | 0.00 | 1,816.81 | 1,818.67 | 1,816.81 | 1,818.67 |
| Black Mountains Area | -0.0001 | 0.0003 | -0.4046 | 0.6901 | -0.0008 | 0.0006 | -0.0008 | 0.0006 |
| California Wash | -0.0042 | 0.0015 | -2.8279 | 0.0104 | -0.0074 | -0.0011 | -0.0074 | -0.0011 |
| Coyote Spring Valley | -0.0002 | 0.0001 | -2.1496 | 0.0440 | -0.0004 | 0.0000 | -0.0004 | 0.0000 |
| Garnet Valley | -0.0011 | 0.0004 | -2.9602 | 0.0077 | -0.0018 | -0.0003 | -0.0018 | -0.0003 |
| MRSA | -0.0004 | 0.0003 | -1.6901 | 0.1065 | -0.0010 | 0.0001 | -0.0010 | 0.0001 |

Figure A-1
MLR Summary Output


Figure A-2
MLR Results - Calculated Water Levels at Well EH-4 Caused by Production from Individual Basins, and Residuals


Figure A-3
MLR Results - Black Mountain Annual Carbonate Production and Calculated Water Levels at Well EH-4


Figure A-4
MLR Results - California Wash Annual Carbonate Production and Calculated Water Levels at Well EH-4


Figure A-5
MLR Results - CSV Annual Carbonate Production and Calculated Water Levels at Well EH-4


Figure A-6

## MLR Results - GV Annual Carbonate Production and Calculated Water Levels at Well EH-4



Figure A-7
MLR Results - MRSA Annual Carbonate Production and Calculated Water Levels at Well EH-4
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#### Abstract

Flow measurements show that Muddy River Springs had uniform discharge during a period from September 1963 to April 1964; adjustments of the discharge record of Muddy River for local runoff and evapotranspiration show a long-term uniformity of springflow. Preliminary analysis of minor long-term variations suggests a 15 - to 20 -year lag in response to recharge from precipitation.


The Muddy River in southeastern Nevada is supplied principally by springs in the northwestern part of upper Moapa Valley. The ground water supplying the springs is inferred to be part of a regional groundwater system in Paleozoic carbonate rocks lying upgradient, or northward, from the Muddy River Springs. The area of the regional system provisionally is estimated to be roughly $\gamma, 700$ square miles and includes 13 valleys in eastern and southeastern Nevada. Reconnaissance ground-water investigations for the specific valleys have been reported previously (Eakin 1961, 1962, 1963a, b, c, and 1964; Maxey and Eakin, 1949).

The inference that the Muddy River Springs are supplied from a large and complex regional groundwater system suggests that the discharge of the springs should tend to have a relatively uniform flow.
The flow of the Muddy River is gaged a short distance below the spring area. 'To utilize this record as a measure of the actual discharge of the springs, the record must be corrected for overland runoff resulting from local precipitation and losses of spring
flow by evapotranspiration or diversion upstream from the gaging station.

## DESCRIPTION AND RECORDS OF THE SPRINGS

The Muddy River Springs are at the head of the Muddy River, in upper Moapa Valley in southeastern Nevada (fig. 1). The springs issue from several groups of orifices and seep areas within the area shown on figure 2. Groups of orifices from which localized discharge occurs, such as the Iverson and Pederson groups, generally are along the margin of the flood plain. Others, such as Warm Spring and the group east of Warm Spring near U.S. Highway 93, however, issue from gravel ridges that extend into the general area of the flood plain. The seep areas are in the flood plain, downstream from the spring groups and along the natural and artificial channels. Along the main channel, flow derived from the spring area increases from zero near point 7 (fig. 2) to about 47 cubic feet per second at the gaging station, in a straight-line distance of 2 miles. Between the spring orifices and seep areas and the gaging station, evaporation and transpiration dissipate some of the spring discharge. Thus the flow of the river at the gaging station is less than the actual spring discharge. Evaporation and transpiration result from both natural effects and irrigation activities. The overall area in which evapotranspiration may have an effect on the flow at the gaging station probably is on the order of 750 acres.


Figure 1.-Index map of southeastern Nevada, showing the Muddy River Springs area.

Although the springs issue from Recent alluvium in the flood plain and from conglomerate of the Muddy Creek (?) Formation in slopes bordering the flood plain, most of the water probably is transmitted to the spring area through Paleozoic carbonate rocks, which crop out close to some of the springs along the southwest side of the flood plain and which comprise most of the adjacent Arrow Canyon Range.
The records used in this analysis are for the flow of the Muddy River at U.S. Geological Survey gaging station 9-4160, Muddy River near Moapa, Nev., in the SE1 $1 / 4 \mathrm{SE} 1 / 4$ sec. 15 , T. 14 S., R. 65 E., Mt. Diablo base line and meridian. Long-term records have been published in Geological Survey water-supply papers.

As a part of a reconnaissance ground-water study of the area in September 1963 (Eakin, 1964), measurements or estimates of flow were made at 40 sites upstream from the gaging station to provide data on the relation of springflow to the gaging record. These sites included several springs and seep areas, main diversions, tributary confluences, and points along the main channel. Subsequently, measurements were made at the same sites in January 1964. Of these sites, 14 were selected and were measured again in March, April, and May 1964. Several sites of the 40 original sites, some the same as the present 14 sites, were measured in October and December 1963 and February 1964 for interim control. The present sites are sufficient to demonstrate the relative uniformity of spring
discharge as compared to the seasonal fluctuations recorded at the gaging station.

## RELATION OF SPRINGFLOW TO DISCHARGE OF THE MUDDY RIVER

The relation of the spring discharge to the flow of the Muddy River at the gaging station is illustrated for part of 1 year on figure 3 , which shows a graph of measured discharge for 6 intervals of time between September 1963 and April 1964. The upper graph is a plot of the flow measured at the gaging station; the lower is a plot of the sum of the discharge at 6 points of measurement (points 1 to 6 on fig. 2) for the 6 intervals. The sum of spring-discharge measurements shows very little variation; the minimum is about 97 percent of the maximum. Measuring points 1 to 4 are close to spring orifices and are little affected by intermediate evapotranspiration. Measurements at points 5 and 6 show localized spring discharge and seepage gain along channel sections and may vary to a minor extent because of seasonal evapotranspiration. Together the discharge measured at the 6 points represents about 60 percent of the total spring discharge of the area and is considered to be reliable index of the uniformity of the total spring discharge. This is supported by the data obtained for the 2 series of measurements at the 40 sites upstream from the gaging station.
To reconstruct the spring discharge from the records of flow of the Muddy River at the gaging station, adjustments have been made for (1) streamflow at the gage resulting from local precipitation and runoff, (2) evapotranspiration between the springs and gaging station, (3) the effects of diversions that temporarily may bypass the gaging station and, (4) withinarea changes of diversions which result in temporary modifications of the flow pattern. Ground-water underflow past the cross section of alluvium normal to the river at the gaging site is believed to be uniform and does not represent a significant accretion to streamflow downstream from the gaging station.

In large part the analysis concerns mean monthly and annual flow. Accordingly, item 4 above tends to be averaged out for present purposes, and item 3 probably was a minor factor during most of the period of record. Although past data are not available, the present diversion includes perhaps 1 cfs now carried in a pipeline to the town of Overton from one of the springs. Also, an irrigation well in the spring area north of the gaging station, which pumps about 3 cfs , is used for irrigation north and southeast of the gaging station. Although quantitative data are not available, the pattern of pumping of the well and the area


Figure 2.-Sketch map of the Muddy River Springs area, showing location of principal springs, stream channels (solid lines), and principal irrigation ditches (dashed lines). Numbers refer to selected measuring points.
irrigated suggest that, in effect, most of the water is evaporated or transpired from the area; however, a small amount may reach the main channel upstream from the gage from adjacent fields after periodic watering during the year. Evapotranspiration, both natural and from irrigation, between the springs and the gaging station is the principal factor resulting in differences between the total spring discharge and the flow of the river as measured at the gaging station.

Although streamflow generated from local runoff occasionally results in a very high peak discharge, the long-term effect on the flow of the Muddy River is small.

A simple correction for the effects of local precipitation on most of the streamflow was made for the 18 year period 1945-62. The adjustment was made by reducing the high flow shown for short intervals of storm runoff to values consistent with the immediately preceding and succeeding daily streamflow. The number of adjustments in mean monthly discharge is given in the accompanying table, together with the mean and median discharge. The distribution, by month, of the 24 adjustments shows 6 adjustments each for July and August, the principal months in which summer thundershowers occur.

As shown, the adjustment of streamflow to account for local precipitation has a minor effect on the record
of annual flow of the Muddy River. However, the adjustment results in a month-to-month change in the record for the Muddy River at the gaging station that is more consistent with the expected pattern of the month-to-month change resulting from seasonal effects of temperature and evapotranspiration.


Figure 3.-Measured discharge at the gaging station, Muddy River near Moapa, and the sum of measurements of springs at 6 sites, numbers 1 to 6 inclusive on figure 2, for 6 time intervals during the period September 1963 to April 1964.

Long-term mean, median, and adjusted monthly discharge of Muddy River near Moapa for the period of water years 1945-62

| Months | 18-year mean discharge (cis) (cfs) | $\begin{gathered} \text { 18-year } \\ \text { median } \\ \text { discharge } \\ \text { (cfs) } \end{gathered}$ | 18-year adjusted mean discharge ${ }^{1}$ (cfs) | Number of adjustments, by month |
| :---: | :---: | :---: | :---: | :---: |
| October | 46. 5 | 46. 5 | 46. 4 | 1 |
| November | 49. 5 | 48. 2 | 48. 8 | 3 |
| December | 50.2 | 50.1 | 50.1 | 2 |
| January - | 50.2 | 49.5 | 50.2 | 0 |
| February | 49.4 | 49.6 | 49.1 | 2 |
| March | 48.3 | 47.8 | 48. 2 | 1 |
| April. | 46. 6 | 46. 6 | 46. 6 | 0 |
| May | 45.3 | 45. 6 | 45. 2 | 1 |
| June | 43.4 | 43.7 | 43.3 | 2 |
| July | 43.4 | 43. 6 | 42. 9 | 6 |
| August | 44. 7 | 43.3 | 43. 7 | 6 |
| September | 44.4 | 44.4 | 44. 4 | 0 |
| Year | 46. 8 | 46.9 | 46. 6 | 24 |

${ }^{1}$ Adjusted to eliminate the amount of runoff derived from local precipitation from the gage record.

## Adjustment for evapotranspiration

Diurnal and seasonal fluctuations in streamflow occur in response to evapotranspiration, which in turn is related mainly to the seasonal variations in temperature.

Figure 4 shows daily fluctuations in the water-stage record for August 12 and 13, 1963, resulting from the diurnal variation in the rate of evapotranspiration. The graph for January 29 and 30, 1964, shows no such fluctuation. The two periods shown by the graphs are during maximum (June-August) and minimum (De-cember-January) periods of evapotranspiration. The range in fluctuation of the August graph represents about 2 cfs , and is considered to be due primarily to the diurnal effect of evapotranspiration along the main and the principal tributary channels of the stream.

Seasonal variations in evapotranspiration in the area between the gaging station and the springs also


Figure 4.-Stage of the Muddy River for the 2-day periods January 29 and 30, 1964, and August 12 and 13, 1963, illustrating diurnal effect of evapotranspiration during the summer.
affect the flow of the river. The adjusted mean monthly discharge (from the table), plotted on figure 5 , shows that the minimum mean discharge occurs in July and the maximum in January, with moderately large changes in the intervening months. The mean monthly temperature at Overton is plotted for comparison. It, too, shows a change from month to month, but as might be expected, in an inverse pattern-the months of highest temperature correspond to the time of greatest.stream loss through evapotranspiration.

Figure 6 shows an excellent correlation of discharge of the Muddy River at the gage with air temperature. The high degree of correlation, even though the adjusted mean monthly discharge of the river ranged from 42.9 to 50.2 cfs, clearly indicates that the input, or spring discharge, supplying the river is highly uniform from month to month. Thus, because the spring discharge is uniform, it is represented closely by the gaging record of the river during January, the month of minimum evapotranspiration. The adjusted mean January discharge is 50.2 cfs . Furthermore, if this is representative of the mean annual discharge of the springs, then the amount of spring discharge dissipated by evapotranspiration can be estimated by subtracting the adjusted mean annual discharge ( 46.6 cfs ) of the Muddy River. Thus 3.6 cfs represents the part of the mean annual springflow that discharges at the land surface and is consumed by evapotranspiration between the springs and gaging station.

## Long-term uniformity of discharge

Some variation in annual mean discharge of Muddy River Springs is evident from the published records of Muddy River streamflow. As noted in the table,


Figure 5.-Comparison of mean monthly discharge of Muddy River at the gaging station and mean monthly temperature at Overton, Nev., 1945-62.


Figure 6.-Plot of the mean monthly discharge of Muddy River at the gaging station versus mean monthly temperature at Overton, Nev., without respect to time.
the mean annual discharge of Muddy River for the 1945 to 1962 period is 46.8 cfs , the median is 46.9 , and the record adjusted for overland flow from local precipitation is 46.6. The minimum annual mean during the 18 -year period was 44.5 cfs , in 1962 , and the maximum was 49.6 cfs , in 1958. The small range in fluctuation is indicated by the fact that the discharge in the minimum year was about 90 percent of the maximum annual mean discharge uncorrected for locally derived streamflow. Thus, although some longterm variation occurs, the very small range of variation actually indicates a highly uniform long-term discharge characteristic of the Muddy River Springs.

## Long-term variation of discharge

Although the Muddy River Springs have a highly uniform discharge, the small range of variation has long-time significance. Eakin (1964, fig. 4) compared a graph of cumulative departure from average annual precipitation at Adaven, Nev., for the period 1919-62 with a graph of cumulative departure from mean annual discharge of the Muddy River for the period 1945-62. A rising trend of discharge during the period 1957 to 1960 seemingly was related best to a noticeable rising trend of precipitation in the period 1937-41. Within these two periods, 1941 commonly was a year of much above normal precipitation in much of the Great Basin. The greatest increase in annual mean discharge over the prior year shown by the Muddy River record was in 1958. This suggests a possible timelag response of spring discharge to regional precipitation and consequent recharge of perhaps 15 to 20 years.

Additional simple tests of correlation between pre-
cipitation and spring discharge seem to support further a timelag response of the order indicated above. However, further analysis of the gaging record and of regional precipitation conditions is required and is in progress to evaluate this feature.

## SUMMARY AND CONCLUSIONS

Several sets of measurements of the discharge of springs that supply the principal flow of the Muddy River in southeastern Nevada indicate that the spring discharge was much more uniform than was the flow of the Muddy River at the gage during the period September 1963 to April 1964. During the interval the flow of the river at the gaging station increased from a measured discharge of 42.8 cfs in September to 49.8 cfs in January and declined to 44.0 cfs in April, whereas the measured spring discharge was nearly constant. Comparison of mean monthly discharge at the gage for the period 1945-62 with mean monthly temperature for Overton, as a measure of evapotranspiration, shows a high correlation and indicates that, for practical purposes, the variation in mean monthly discharge is a function of evapotranspiration. From this it is inferred that the spring discharge supplying the Muddy River must be highly uniform or the correlation of discharge and temperature would not be so close. If this is the case, then the annual mean discharge of the springs in a given year should be approximately equal to the January mean discharge of the Muddy River for that year, as January is the month of minimum evapotranspiration. The adjusted mean January discharge of the river is 50.2 cfs for the period 1945 to 1962 . The difference between the 50.2 cfs and 46.6 cfs , the adjusted mean annual discharge at the gaging station, is 3.6 cfs and approximately represents the mean annual evapotranspiration between the springs and the gaging station.
The long-term uniformity of spring discharge is suggested even by the uniformity of unadjusted mean annual discharge of the Muddy River. The minimum annual mean discharge for the period 1945-62 of gaging record is 90 percent of the maximum annual mean discharge.

Although long-term discharge of the springs is nearly uniform, some variation from year to year does occur. Preliminary tests suggest that spring discharge responds to pronounced variations in precipitation and consequent recharge with a timelag on the order of 15 to 20 years. These tests, though simple, are promising, and further studies are in progress.
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# DETERMINATION OF ERROR IN INDIVIDUAL DISCHARGE MEASUREMENTS 

By V. B. Sauer and R. W. Meyer


#### Abstract

The uncertainty, or standard error, for individual measurements of stream discharge is computed based on a root-mean-square error analysis of the individual component errors. The component errors include errors in the measurement of width, depth, and velocity, and in computation procedures. This analysis can be used to evaluate the uncertainty for most discharge measurements made with the vertical axis, cup-type current meter. The procedures do not apply to other types of current meters or other methods such as dilution gaging or ultrasonic methods. The study indicates that standard errors for individual discharge measurements can range from about 2 percent under ideal conditions to about 20 percent when conditions are poor and shortcut methods are used. Most measurements will have standard errors ranging from about 3 percent to 6 percent. Some conditions, such as wind, ice, boundary effects, flow obstructions, improper equipment, as well as incorrect measuring procedures and carelessness, can result in larger errors than indicated by the error analysis. A computer program is available for making the error computations.


## INTRODUCTION

The U.S. Geological Survey (USGS), Water Resources Division, has the responsibility for determining streamflow in the Nation's streams, rivers, and estuaries. In the course of conducting this work, many thousands of individual measurements of discharge are made each year. In fact, a reasonable estimate would be about 100,000 measurements per year. These measurements are used in many ways, but the primary use is to define stage-discharge relations so that continuous records of discharge can be computed from a continuous record of stream stage. The accuracy of the discharge records depends to a large extent on the accuracy of the individual discharge measurements. It is important, therefore, to be able to quantitatively assess the accuracy of the discharge measurements.

Many studies have been made to define uncertainties in measuring the various components of a discharge measurement, and then to combine these uncertainties into an overall estimate of the discharge error. In the United States, the principal error studies have been conducted by Carter and Anderson (1963), Smoot and Carter (1968), and Schneider and Smoot (1976). In England, Herschy (1971 and 1985) has defined measurement error sources and magnitudes, and has published a number of papers on the subject. The International Organization for Standardization (ISO) (1979) has published standards for error determination, and these standards are based largely on the work of Herschy and Carter, but include information from other countries in Europe, the U.S.S.R, and Canada. The World Meteorological Organization (WMO) (1980), also has published guidelines for estimating errors in discharge measurements.

An extensive review of procedures for computing discharge measurement errors was published by Dickinson (1967). This review was extended and updated by Pelletier (1988). His report is an excellent summary and presentation of the many studies that have been performed, and it contains an extensive list of references. No attempt will be made herein to do a literature review. The interested reader should refer to the reports of Dickinson (1967) and Pelletier (1938).

The error studies of discharge measurements generally are not used by the USGS to compute the error of individual measurements. Rather, these studies have been used to confirm a quasiquantitative method that has been used for many years to evaluate the accuracy of each measurement. This method is based on a qualitative evaluation of several factors, such as crosssection uniformity, velocity uniformity, stream bed conditions, and other factors that might, in the opinion of the streamgager, affect the accuracy of the measurement. The streamgager then assigns one of the following accuracy ratings to the measurement:

```
Excellent (within 2 percent of the actual "true" discharge)
Good (within 5 percent)
Fair (within }8\mathrm{ percent)
Poor (measured discharge 8 percent greater or less than the true discharge)
```

The error studies have shown that this is a reasonable rating system. However, with increased need for streamflow records and better quantification of the accuracy of the records, it is desirable to provide a more precise estimate of the accuracy of the individual discharge measurements.

## PURPOSE AND SCOPE

The purpose of this report is to identify error sources in the measurement of stream discharge, and to quantify these errors to the extent possible on the basis of previous studies and practical experience. A procedure for combining the individual errors into an overall discharge measurement error will be defined.

The procedures defined in this report apply only to discharge measurements made by the velocity-area method using vertical axis cup-type current meters. The procedures do not apply to dilution methods, measurement methods utilizing structures (such as weirs and flumes), electromagnetic meter methods, or ultrasonic meter methods. Likewise, the methods do not apply to measurements made under ice cover, where measurements of width, depth, and velocity can be subject to large, undefined errors, or to measurements made outside the defined range of measuring conditions for the equipment used.

The standard errors given in this report are at the 68 percent level of significance (one standard deviation from the true value). That is, 68 percent of measurements made under similar conditions are expected to differ from the true value by less than one standard error. It should be noted that the errors given in much of the literature from other countries use the 95 percent level of significance (two standard deviations from the true value). The term uncertainty is used in much of this literature to refer to error at 95 percent or 99 percent significance levels. In this paper, however, the term uncertainty is used in its everyday, nontechnical sense.

## MEASUREMENT ERROR SOURCES

The discharge of a stream usually is calculated from a series of measurements of width, depth, and velocity along a cross section of the stream. Theoretically, the true discharge would be an integration of the velocity and area throughout the cross section. In actual practice, however, the discharge is approximated by a series of finite summations,

$$
\begin{equation*}
Q=\sum_{i=1}^{N}\left(b_{i} \times d_{i} \times v_{i}\right) \tag{1}
\end{equation*}
$$

where Q is the total calculated discharge, $N$ is the number of segments in the cross section, $b_{i}$ is the width of segment $i, d_{i}$ is the depth of segment $i$, and $v_{i}$ is the mean velocity in segment $i$. Measurement of segment widths, depths, and velocities are described in the following paragraphs.

Most discharge measurements are made by first laying out a cross section of the stream that is as near as possible perpendicular to the direction of flow. For shallow streams, measurements are most commonly made by wading and depths are determined using a calibrated rod. Width measurements are made with a tape measure or calibrated line (tagline) that is stretched across the stream and along the cross section. For streams too deep to wade, the measurements generally are made from a boat, a cableway, a bridge, or other structure. For these types of measurements, depths usually are determined using a weight suspended by a cable from a reel arrangement, calibrated so that depth can be read from a dial. Widths are determined by measuring along the cableway, bridge, or other structure with a tape or tagline. In the case of boat measurements, widths are measured with a tagline, or with surveying techniques. Velocities are measured in a series of verticals across the width of the stream with a Price AA or a Pygmy current meter. A vertical is defined as the vertical line in which depth and velocity measurements are made for the purpose of estimating the mean depth and mean velocity for a segment of the stream cross section. The segment extends, on each side, halfway to the adjacent vertical, if one exists, or all the way to the edge of the water. In each vertical, velocity is measured at one or two points to determine the average velocity in the vertical. In some instances, velocities may be measured at more than two points in each vertical.

Verticals are chosen so that flow in each segment of the streamflow measurement is approximately 5 percent or less of the total flow. This usually requires 25 to 30 verticals for each measurement.

Discharge measurements are computed using the mid-section method. This method assumes that the depth and mean velocity for a vertical apply throughout a segment extending half the distance to the verticals on either side of the vertical being measured.

## Error sources consist of the following:

o Errors in cross sectional area, which relate to errors in measurement of width and depth, and errors in the assumption that the measured depth in a vertical represents the mean depth of a segment.
o Errors in mean stream velocity, which relate to current meter errors, vertical and horizontal velocity distributions, velocity pulsation, oblique flow, stream turbulence, and other factors.
o Errors associated with the computation method.
o Errors caused by change in stage during the measurement, boundary effects, ice, obstructions, wind, incorrect equipment, incorrect measuring technique, poor distribution of the measurement verticals, carelessness, and other factors.

The following sections of this report address and quantify these error sources. These error sources are then combined in an equation that defines the overall discharge measurement error.

## Uncertainties in Cross Section Area

Two primary factors, width and depth, enter into the determination of the cross-section area. Very little research has been done to quantify the errors that may occur in measuring these two quantities.

## Width Errors

Width measurement errors are considered by most investigators to be small (less than 1 percent) or negligible, especially where width is determined by use of a measuring tape or tagline that spans the stream. For purposes of this report, width errors are considered insignificant, and are neglected in the overall computation of discharge measurement error.

## Depth Errors

The uncertainty of making individual measurements of depth is considered significant; however, there is little or no information to quantify these errors. From practical experience, it is evident that depth errors may sometimes be quite large. For instance, if the streambed consists of "soft" sediments such as silt, mud, and muck, and a heavy sounding weight is used, it is often difficult for the streamgager to sense the streambed when sounding. In some cases, there may be high velocities and deep depths, causing drag on the sounding weight and line. Depths must then be corrected by applying wetline and dryline corrections. Uncertainties in measuring the vertical angle of the sounding line and uncertainties in the forces acting on the weight, meter, and sounding line can cause significant errors in depth determination. Mobile streambeds (sand) may be changing throughout the discharge measurement as a result of dunes and antidunes moving through the streamflow reach. A streamgager wading in the channel or a sounding weight resting on or near the streambed can cause scour under some conditions. Measurement of depth under these conditions can be subject to considerable uncertainty. Uneven, rough streambeds (cobbles, rocks, boulders,) also can cause depth measurement errors. Depth measurements made with a rod in high velocities will produce "pile-up" of water on the rod at the water surface, and if this is not properly accounted for, depth measurement errors will result. The type of sounding equipment (rod, cable and weight, and acoustic) used depends on the depth being measured, which relates to the percentage of error that may occur. Rod measurements are usually used for wading measurements when depths are less than about 3 to 4 feet. Cable and weight sounding is usually used when depths are greater than about 3 to 4 feet. Acoustic sounding methods are sometimes used for depths greater than about 5 feet.

Table 1 presents approximate standard errors, or methods for computing approximate average standard errors, in percent, attributable to individual depth measurement errors ( $\mathrm{S}_{\mathrm{d}}$ ) for various measuring and streambed conditions. The depth measurement errors shown in table 1 are highly subjective and arbitrary, as there is little or no experimental data upon which to base the errors. They do conform as much as possible to information noted by some investigators. For instance, Dickinson (1967) reports that for a "well selected gaging site," the standard deviation would be less than 1 percent of the mean depth. Herschy (1971) states that depth measurements have a "tolerance" of 1 to 3 percent, depending on the magnitude of the depth. Both of these investigators are reporting approximate standard deviations for individual depth measurements. The 2 percent standard error shown for condition (A) in table 1 is partly based on these reports.

Table 1. Standard errors attributable to individual depth measurement errors in discharge measurements
[ $D$, Depth, in feet; $\leq$, equal to or less than; $\geq$, equal to or greater than;,-- not applicable]

|  | Standard error, or method for computing average standard error, <br> in percent, for indicated type of measurement |  |  |
| :--- | :---: | :---: | :---: |
| Depth measuring conditions | Rod suspension <br> $D \leq 4 \mathrm{ft}$ | Cable suspension <br> $D \geq 3 \mathrm{ft}$ | Acoustic <br> $D \geq 5 \mathrm{ft}$ |
| (A)Stable streambed <br> (even, firm, smooth) |  |  |  |
| (B)Soft streambed <br> (silt, mud, muck) | 2 | 2 | 2 |
| (C)Stable streambed <br> (Uneven, gravel, cobbles, <br> for rod suspension. <br> Uneven, cobbles, boulders, <br> for cable suspension.) | $2 \sqrt{1+\left(\frac{5}{2 D}\right)^{2}}$ | $\left.2 \sqrt{1+\left(\frac{30}{2 D}\right)^{2}}\right)^{2}$ | $2 \sqrt{1+\left(\frac{30}{2 D}\right)^{2}}$ |
| (D)Mobile streambed <br> (shifting sand, dunes) | $2 \sqrt{1+\left(\frac{30}{2 D}\right)^{2}}$ | $2 \sqrt{1+\left(\frac{30}{2 D}\right)^{2}}$ |  |
| (E)Stable streambed <br> (high velocity and some <br> vertical angles) | 10 | 10 | 10 |
| (F)Unstable streambed <br> (high velocity and some <br> vertical angles) | -- | 5 | -- |

For conditions (B) and (C), the methods shown in table 1 for computing average standard errors are based on a root mean square of the errors defined for condition (A) and an absolute error accounting for the soft or uneven streambeds. The absolute error used for rod measurements in a soft streambed is $+/-0.05 \mathrm{ft}$, and for rod measurements on an uneven stable streambed, $+/-0.1 \mathrm{ft}$.

For cable suspension and acoustic depth sounding measurements for both streambed conditions, the absolute error was assumed to be $+/-0.3 \mathrm{ft}$. The root mean square equations for conditions (B) and $(C)$ were algebraically reduced to the form shown in table 1 , which shows that the standard error approaches 2 percent as depth increases.

For the remaining conditions, (D), (E), and (F), the standard errors in table 1 are based on experience and are highly subjective. For condition (D), it is assumed that any individual depth measurement made in a stream with shifting sand and possibly moving dunes ( o : anti-clunes) could have a standard error of about 10 percent. For condition ( F ), which represents an unstable streambed, but one with high velocities and vertical angles, it was assumed that individual standard errors for depth are about 15 percent. For condition (E), a stable streambed with high velocities and vertical angles, it was assumed that individual standard errors for depth are about 5 percent. Conditions ( E ) and ( F ) apply only to cable suspension measurements of depth.

For purposes of comparison, the individual depth measurement standard errors were converted to feet for selected depths and are shown in table 2 and in figures 1 and 2 for the various streambed conditions and sounding methods. Values for rod suspension measurements have been rounded to hundredths, and values for cable suspension measurements have been rounded to tenths of a foot. Values for acoustic depth measurements are the same as those for cable suspension measurements, and are not included in table 2 and figure 2.

Table 2. Standard errors for individual depth measurements, based on the percentages, or formulas, given in table 1
[ - , not applicable]

| Depth measuring condition (table 1) | Standard error, in feet |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Rod suspension |  |  |  |  | Cable suspension |  |  |  |
|  | Depth, in feet |  |  |  |  | Depth, in feet |  |  |  |
|  | 0.5 | 1 | 2 | 3 | 4 | 3 | 10 | 30 | 50 |
| (A) | 0.01 | 0.02 | 0.04 | 0.06 | 0.08 | 0.1 | 0.2 | 0.6 | 1.0 |
| (B) | . 05 | . 05 | . 06 | . 08 | . 09 | . 3 | . 4 | . 7 | 1.0 |
| (C) | . 10 | . 10 | . 11 | . 12 | . 13 | . 3 | . 4 | . 7 | 1.0 |
| (D) | . 05 | . 10 | . 20 | . 30 | . 40 | . 3 | 1.0 | 3.0 | 5.0 |
| (E) | -- | -- | -- | -- | -- | . 2 | . 5 | 1.5 | 2.5 |
| (F) | -- | -- | -- | -- | -- | . 4 | 1.5 | 4.5 | 7.5 |



Figure 1.--Relation between depth and standard error for individual depth measurements made using a rod suspension system.


Figure 2.--Relation between depth and standard error for individual depth measurements made using a cable suspension system.

## Uncertainties in Mean Velocity

Several factors enter into the determination of mean stream velocity, and most of these have been closely analyzed for error magnitude. The primary error sources for velocity are related to instrument errors, vertical velocity distribution, horizontal velocity distribution, velocity pulsation, oblique flow, and stream turbulence. Except for horizontal velocity distribution, these will be discussed and evaluated in this section. Horizontal velocity distribution will be discussed in the section on computational methods.

## Instrument Errors

Two types of current meters, the Price AA and the Price Pygmy, are predominantly used in the United States for measuring stream velocity. These are both vertical-axis, cup-type meters. Although some use is made of horizontal-axis, vane, or propeller-type meters, these are not included in this analysis. Electromagnetic and ultrasonic meters also are not included because they are not used extensively, and little error data are available for them.

Instrument error for the two Price current meters has been defined by several investigators. For purposes of this study, data by Smoot and Carter (1968) are used in evaluating the error for the Price AA current meter with metal cups, for both individual and standard ratings. For the Price Pygmy meter, instrument error data given by Schneider and Smoot (1976) will be used.

The current meter errors reported by these investigators represent differences between different current meters, or groups of current meters. Although the reported errors are composed of both random and systematic components, the random component is considered very small. The systematic component becomes dominant because the usual practice is to use the same current meter throughout a discharge measurement. The current meter error, therefore, is treated as a systematic error when computing the overall discharge measurement error in this paper.

Smoot and Carter (1968) evaluated instrument error for the Price AA current meter and found no significant differences between the individually rated and standard rated meters. Likewise, they found no significant differences between new and used meters provided the meters were in good repair. The standard errors listed in table 3 are an average of their results for several different groups of meters, and for individual and standard ratings. Their results indicate that for velocities greater than about 2.3 feet per second ( $\mathrm{ft} / \mathrm{s}$ ) instrument error is constant at about 0.3 percent. The standard errors for velocities from 0.25 to $2.2 \mathrm{ft} / \mathrm{s}$ appear to be logarithmically distributed and were thus used in a regression analysis to define an equation. The equation can probably be extrapolated down to about $0.1 \mathrm{ft} / \mathrm{s}$. Based on this analysis, the instrument error for the Price AA current meter for velocities in the range of 0.1 to 2.3 has been defined as:

$$
\begin{equation*}
S_{i}=\frac{0.7}{V} \tag{2}
\end{equation*}
$$

where $S_{i}$ is the instrument standard error, in percent, $V$ is the mean velocity, in $\mathrm{ft} / \mathrm{s}$, and 0.7 is the regression constant. The relation between mean velocity and standard error is shown in figure 3.


Figure 3.--Relation between mean velocity and standard error of individual measurements for Price AA current meters.

Table 3. Instrument error for Price AA current meters (from Smoot and Carter, 1968)

| Velocity, in <br> feet per second | Standard error, <br> in percent |
| :---: | :---: |
| 0.25 | 2.8 |
| .50 | 1.2 |
| .75 | .90 |
| 1.1 | .79 |
| 1.5 | .49 |
| 2.2 | .34 |
| 5.0 | .32 |
| 8.0 | .32 |

Instrument error for the Price Pygmy current meter was evaluated by Schneider and Smoot (1976) for new and used meters, as well as standard and individually rated meters. Their study is based on three groups of 50 meters and one group of 26 meters that were tested in a tow tank at speeds of 0.25 to $3.00 \mathrm{ft} / \mathrm{s}$. The meters were equipped with metal cups and the standard beaded contact wire, except for the fourth group of 26 meters which were equipped with a straight unbeaded contact wire. One group of meters were new meters, and three groups were used meters. Each meter was rated individually, and a standard rating was developed for each group of meters.

The results of their studies indicate that for most of the velocity range there is a significant difference between standard rated and individually rated Pygmy meters. However, new meters for the most part show about the same error characteristics as used meters. The type of contact wire (beaded versus unbeaded) did not seem to make a significant difference. For purposes of this report, their results for all four groups of meters were averaged and used to define error functions. Separate error functions were defined for standard rated meters and individually rated meters. Table 4 presents the average standard errors as determined from the data presented by Schneider and Smoot (1976).

Table 4. Instrument error for standard and individually rated Price Pygmy current meters (from Schneider and Smoot, 1976)

| Velocity, in <br> feet per second | Standard error, in percent |  |
| :---: | :---: | :---: |
| Standard ratings | Individual ratings |  |
| 0.25 | 5.14 | 4.20 |
| .50 | 2.22 | 1.62 |
| .75 | 1.73 | 1.14 |
| 1.50 | 1.51 | .92 |
| 2.20 | 1.29 | .60 |
| 3.00 | 1.42 | .52 |

A logarithmic plot of the data in table 4 is presented in figure 4. This figure indicates that, for velocities less than about $0.5 \mathrm{ft} / \mathrm{s}$, the error for Price Pygmy meters increases rapidly as velocity decreases. Equations 3, 4,5, and 6 are based on the plots in figure 4 and can be used to estimate instrument standard error, $S_{i}$, in percent, for the Price Pygmy meter.


Figure 4.--Relation between mean velocity and standard error of individual measurements for standard and individually rated Pygmy current meters.

For individually rated meters and velocities $(V)$ in the range of 0.1 to $0.5 \mathrm{ft} / \mathrm{s}$,

$$
\begin{equation*}
S_{i}=0.6 \mathrm{~V}^{-1.4} \tag{3}
\end{equation*}
$$

For individually rated meters and velocities in the range of 0.5 to $3.0 \mathrm{ft} / \mathrm{s}$,

$$
\begin{equation*}
S_{i}=1.05 \mathrm{~V}^{-0.6} \tag{4}
\end{equation*}
$$

For standard rated meters and velocities in the range of 0.1 to $0.5 \mathrm{ft} / \mathrm{s}$,

$$
\begin{equation*}
S_{i}=0.9 \mathrm{~V}^{-1.3} \tag{5}
\end{equation*}
$$

For standard rated meters and velocities in the range of 0.5 to $3.0 \mathrm{ft} / \mathrm{s}$,

$$
\begin{equation*}
S_{i}=1.8 \mathrm{~V}^{-0.3} \tag{6}
\end{equation*}
$$

Price Pygmy meters generally are not used for very slow velocities (less than about $0.1 \mathrm{ft} / \mathrm{s}$ ), or for velocities greater than about $3 \mathrm{ft} / \mathrm{s}$. Extrapolation of these equations above and below the defined limits may sometimes be required but should be avoided if possible.

## Pulsation Errors

Water flowing in natural rivers and streams has a tendency to pulsate at any given point. An instantaneous measurement of the velocity at a point could be considerably different from the mean velocity at that point. By observing the velocity over a period of time, the pulsation differences are averaged and the mean velocity during the time of exposure approaches the true mean velocity. In general, the longer the time of exposure, the more accurate the mean velocity becomes.

Studies by Carter and Anderson (1963), using data for 23 different rivers, for time periods of 15 to 240 seconds, for depths of 2.4 to 26.7 ft , for velocities of 0.43 to $7.9 \mathrm{ft} / \mathrm{s}$, and for observation points of $0.2-, 0.4-, 0.6-$, and 0.8 -depth, show that pulsation errors vary with time of exposure and with the observation depth. Table 5 lists the standard error of velocity measurements resulting from pulsation for individual observation points. These errors are logarithmically distributed as shown in figure 5 and can be represented by equations 7 and 8.


Figure 5.--Relation between standard error and exposure time for velocity pulsation for the 0.6 -depth and the 0.2 - and 0.8 -depth measurement methods.

Table 5. Standard error for velocity pulsation

| Depth of observation, as a fraction of depth (D) | Standard error, $\mathrm{S}_{\mathrm{t}}$, in percent, for indicated exposure time, in seconds |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 15 | 30 | 45 | 60 | 90 | 120 | 180 | 240 |
| 0.2D | 5.7 | 4.7 | 4.2 | 3.8 | 3.3 | 2.9 | 2.5 | 2.0 |
| .6D | 7.5 | 6.4 | 5.6 | 5.2 | 5.2 | 4.6 | 3.6 | 3.4 |
| .8D | 10.3 | 8.0 | 7.2 | 6.4 | 5.6 | 5.0 | 4.4 | 3.6 |
| 0.2D-0.8D* | 5.9 | 4.6 | 4.2 | 3.7 | 3.3 | 2.9 | 2.5 | 2.1 |

* The standard errors shown for the $0.2 \mathrm{D}-0.8 \mathrm{D}$ method are based on the standard error for 0.2D and 0.8D, and are computed as,

$$
S_{t}=\frac{\sqrt{\left(S_{t_{0.2 D}}^{2}+S_{t_{0.8 D}}^{2}\right)}}{2}
$$

For the 0.6 depth ( 0.6 D ) method,

$$
\begin{equation*}
S_{t}=16.6 T^{-0.28} \tag{7}
\end{equation*}
$$

For the 0.2 and 0.8 depth ( $0.2 \mathrm{D}-0.8 \mathrm{D}$ ) method,

$$
\begin{equation*}
S_{t}=16.0 T^{-0.36} \tag{8}
\end{equation*}
$$

where $S_{t}$ is the standard error, in percent, for pulsation error, and $T$ is the time of exposure, n seconds.

If methods other than the 0.6 D or $0.2 \mathrm{D}-0.8 \mathrm{D}$ methods are used, or if a discharge measurement contains more than one method, then the pulsation error equation that most nearly fits the method used should be applied. For example, if the 0.5 D method was used, then the equation for the 0.6 D method should be applied. If both 0.6 D and $0.2 \mathrm{D}-0.8 \mathrm{D}$ velocity observations were used in a discharge measurement, then the equation selected should correspond to the observation method used for most of the verticals in the discharge measurement.

## Vertical Velocity Distribution Errors

The determination of the mean velocity in a vertical is usually based on the one-point method or the two-point method. The one-point method assumes that the mean velocity in the vertical equals the velocity measured at 0.6 of the depth $(0.6 \mathrm{D})$ below the water surface. The two-point method assumes that the mean velocity in the vertical equals the arithmetic mean of velocities measured at 0.2 of the depth $(0.2 \mathrm{D})$ and 0.8 of the depth ( 0.8 D ) below the water surface. Other
methods are sometimes used which utilize more than two measured velocities in a vertical. The most accurate of these is referred to as the vertical velocity distribution method which is based on measured velocities at intervals of 0.1 of the depth from the surface to the streambed. This report, however, considers only the one-point and two-point methods, which are the commonly used methods for almost all discharge measurements.

Carter and Anderson (1963) used data from 1,800 verticals taken at more than 100 stream sites to show that the standard error, $S_{r s}$, of the mean velocity in a vertical averaged about 11.2 percent for the 1-point method, and 4.3 percent for the 2-point method. These errors were based on the difference between the mean velocity computed from the 1-point, or 2-point, method and the mean velocity computed from the 11-point vertical velocity profile, assumed to be the true mean. They did not define the standard error for methods using more than 2 observation points in the vertical.

Carter and Anderson (1963) also developed the following equation to compute the standard error due to error in the vertical velocity distribution over an entire cross section:

$$
\begin{equation*}
S_{s}=\frac{S_{r s} \sqrt{1+(N-1) \bar{p}}}{\sqrt{N}} \tag{9}
\end{equation*}
$$

where $S_{s}$ is the standard error, in percent, for the cross section, $S_{r s}$ is the standard error, in percent, for a single vertical as defined in the preceding paragraph, $N$ is the number of verticals in the cross section, and $\bar{p}$ is the average correlation coefficient for a cross section. They defined the value of $\bar{p}$ as 0.04 .

Substituting values for $S_{r s}$ and $\bar{p}$ in equation 9 yields the following equations for estimating $S_{s}$, the vertical velocity distribution error for an entire cross section, for the 1-point and 2-point methods:

For the 1-point method,

$$
\begin{equation*}
S_{s}=\sqrt{\frac{120.4}{N}+5.02} \tag{10}
\end{equation*}
$$

and for the 2-point method,

$$
\begin{equation*}
S_{s}=\sqrt{\frac{17.75}{N}+0.74} \tag{11}
\end{equation*}
$$

## Oblique Flow Errors

Oblique flow (flow not perpendicular to the measurement section) can be either horizontal or vertical. The Price current meter is not affected by horizontal oblique flow and will generally register the same for flow parallel to the axis of the meter and for flow at moderate angles to the meter axis. Also, when the meter is suspended by cable, the meter will automatically align itself with the direction of flow. When a horizontal angle of flow exists, however, the velocity measured
by the meter will be greater than the velocity component normal to the cross section. Therefore, a correction is applied by multiplying the measured velocity times the cosine of the angle between a line normal to the cross section and the direction of flow. Corrections for individual verticals may sometimes be large. The error for an individual vertical can be large because of inability to observe the angle accurately, inability to observe the angle at depths below the water surface, and fluctuation of the angle. Most measurements, however, have only a few verticals where horizontal angles are present, and the overall measurement error due to horizontal angles will be small and can probably be safely neglected. Where horizontal angles are present throughout most of a cross section, the overall error should be considered in the discharge measurement error. Because there is no information available to evaluate the magnitude of the standard error, $S_{h}$, for horizontal angle error, it is suggested that a standard error of 1 percent (roughly equivalent to an angular error of about 5 degrees) be used for cross sections where horizontal angles are present for most of the cross section.

Vertically oblique flow is not considered significant for purposes of this report. Although measurement errors can be introduced if the current meter is placed in the flow in such a way that the axis is inclined vertically with the direction of current, or the flow is not reasonably horizontal, these errors are generally thought to be small for most measurements. Vertical components of flow generally cannot be observed in the process of making a discharge measurement, and therefore adjustments are not made for vertically oblique flow. For purposes of this report, it has been assumed that errors due to vertically oblique flow are small and can be neglected.

## Stream Turbulence Errors

There is confusion as to the effect of turbulence on the accuracy of velocity measurements with the Price current meter. Some investigators have indicated that the Price meter over-registers in turbulent flow, while others have studied the problem and concluded that the meter is not affected. Turbulence errors are also partly included in other velocity error components, such as velocity pulsation and vertical distribution. Carter and Anderson (1963) concluded that turbulence did not cause significant error, so for purposes of this report, it is assumed that no significant error is introduced by flow turbulence, and it will therefore be neglected.

## Uncertainties In Computation Procedures

Two computational errors are considered, one being the method of computing the horizontal distribution of depth and velocity, and the other being the method used to compute flow between consecutive verticals. In some respects, these errors are related and will therefore be discussed together.

As discussed earlier in this report, a discharge measurement consists of measurements of depth and velocity at a number of verticals in a cross section, with discharge being computed for a segment represented by a vertical, or two adjacent verticals. Historically, two computation methods have been used, the mean section method and the mid-section method. The mean section method assumes a linear distribution of depth and velocity between verticals, and uses the mean depth and mean velocity of adjacent verticals to compute the discharge for the sub-area (segment)
between two adjacent verticals. The mid-section method assumes the depth and velocity for a vertical applies to a sub-area (segment) extending halfway to the vertical on either side of the measured vertical. Different investigators have arrived at different conclusions regarding the accuracy of the two methods. The United States and Canada have adopted the mid-section method because of its simplicity and because the error due to the computation procedure is small.

The assumption of linearity and/or uniformity of depth and velocity between verticals has been studied by a number of investigators, including Carter and Anderson (1963) and Herschy (1971). The ISO (1979) recommends a standard, based on these investigations, for horizontal distribution errors. These errors are directly related to the number of verticals used for the discharge measurement. The standard error related to horizontal distribution, $S_{v}$, in percent, can be estimated from the following equation:

$$
\begin{equation*}
S_{v}=32 N^{-0.88} \tag{12}
\end{equation*}
$$

This equation represents an average relation, as shown in figure 6 , based on the data sets presented in the sources mentioned above.


Figure 6.--Relation between number of verticals and standard error for horizontal distribution of velocity and depth.

## Systematic Errors

All of the uncertainties mentioned to this point generally are referred to as random errors, meaning they can be either positive or negative and are randomly distributed throughout the discharge measurement. There are, in addition to the random errors, the possibility of systematic errors in the measurement of depth, width, and velocity. These are errors caused by improperly calibrated equipment, or improper use of such equipment, so that a systematic error (either positive
or negative) is introduced. Such errors also can be referred to as biases. Most investigators have stated that systematic errors are small, generally less than 0.5 percent each for measurement of width, depth, and velocity. The systematic standard errors, as used in this report, are,
$\mathrm{S}_{\mathrm{sb}}=0.5$ percent (for width),
$S_{\text {sd }}=0.5$ percent (for depth),
and $S_{\mathrm{sv}}=0.5$ percent (for velocity).
Current-meter instrument error, $S_{i}$, was described earlier in this report as being composed of both random and systematic error components. Although it is treated as a systematic error, it is a separate error from the above systematic error for velocity.

## Other Uncertainties

Uncertainties in the measurement of discharge can be caused by many factors for which the standard error cannot be readily assessed. Boundary effects, ice, flow obstructions, and wind can affect the flow and/or the individual measurements of depth and velocity so that errors are introduced. There has been little or no study of these factors to evaluate the magnitude of such errors. Improper measuring technique, which includes incorrect spacing of verticals, can result in a large percentage (greater than 10 percent) of the flow being measured in one or more verticals. Incorrect equipment and carelessness in making the measurement may introduce additional errors. For this analysis, however, it was assumed that the streamgager employs proper procedures and equipment in a careful manner, and that resulting uncertainties are small. Moderate to large changes in stage during the course of a discharge measurement will introduce uncertainties to the computed discharge and to the mean stage of the measurement, both of which affect the overall uncertainty of the discharge measurement. There is no known assessment of this error. To overcome rapid changes in stage, guidelines for making discharge measurements recommend that fewer verticals be used, that only one velocity measurement be made in each vertical, and that shorter times of exposure be used to measure point velocities. Each of these shortcuts is intended to decrease the duration of the discharge measurement, and hence to reduce the total change in stage during the measurement. Obviously, each shortcut also introduces additional uncertainty in the overall measurement.

Because there is little or no basis for assessing the errors mentioned in the preceding paragraph, it is recommended that standard errors not be computed for measurements having significant effects from boundary conditions, ice, flow obstructions, wind, improper equipment usage, or moderate to large changes in stage. If the standard error is computed for such a measurement, the resulting standard error should be stated as "greater than x percent."

## OVERALL DISCHARGE MEASUREMENT ERROR

The standard error, $S_{q}$, for an individual measurement of discharge can be estimated by determining the individual component errors that are considered significant as described in this report, and combining them into a root-mean-square error as follows:

$$
\begin{equation*}
S_{q}=\sqrt{\left(\frac{\left(S_{d}^{2}+S_{t}^{2}\right)}{N}\right)+S_{i}^{2}+S_{s}^{2}+S_{h}^{2}+S_{v}^{2}+S_{s b}^{2}+S_{s d}^{2}+S_{s v}^{2}} \tag{13}
\end{equation*}
$$

This equation assumes that each of the error terms are independent of each other. It also assumes that the cross section is reasonably uniform so that average values of depth and velocity can be used. For cross sections that are not uniform, such as a main channel with an overflow channel, the standard error should be computed for subsections of the measurement where each subsection is reasonably uniform in depth and velocity. The subsection standard errors can then be combined by a root mean square computation to define the standard error for the entire discharge measurement.

The number of verticals, $N$, is used in equation 13 to account for the averaging effect of repeated measurements on errors caused by depth measurements $\left(S_{d}\right)$ and pulsation of velocity $\left(S_{t}\right)$. The standard error for vertical distribution of velocity $\left(S_{s}\right)$ has already been adjusted for $N$ because of the manner in which it is computed. The standard errors for current meters ( $S_{i}$ ), oblique flow $\left(S_{h}\right)$, and horizontal distribution of depth and velocity $\left(S_{v}\right)$ apply directly to the entire cross section as described in the text. Each of the last three terms, $S_{s b}, S_{s d}$, and $S_{s v}$, are assumed to be 0.5 percent, and can therefore have that value substituted in the equation. The resulting equation for estimating discharge measurement error therefore reduces to,

$$
\begin{equation*}
S_{q}=\sqrt{\left(\frac{\left(S_{d}^{2}+S_{t}^{2}\right)}{N}\right)+S_{i}^{2}+S_{s}^{2}+S_{h}^{2}+S_{v}^{2}+0.75} \tag{14}
\end{equation*}
$$

The above equation can provide a useful estimate of standard error for most discharge measurements. The standard errors and related equations recommended for evaluating the terms in equation 14 are summarized in table 6 . To illustrate the magnitude of error that might be expected for various measuring conditions, several hypothetical examples are presented in table 7. Note that standard errors can range from about 2 percent for measurements made under the best conditions (examples 2 and 6 ), to almost 20 percent for measurements made under very poor conditions using shortcut methods (example 5). Most measurements probably will fall in the range of 3 to 6 percent, which is typically considered a good measurement.

Table 6. Summary of discharge measurement uncertainty components [V, velocity, in feet per second; D, depth, in feet; <, less than; >, greater than]


Table 7. Examples of standard errors of measurement for various types of discharge measurements
[D, depth; Py(indv), Pygmy meter individual rating; Py(std), Pygmy meter standard rating; AA, Price AA meter]

| Measurement variables and standard error | Measurement examples |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { (1) Good } \\ & \text { wading } \end{aligned}$ | (2) Good Cable | (3) Sluggish flow | (4) Shortcut methods | (5) Very poor overall | (6) Very good wading |
| Measurement variables |  |  |  |  |  |  |
| Average depth, (ft) | 1.8 | 10 | 10 | 15 | 5 | 2.2 |
| Average velocity, (ft/s) | 1.5 | 2.5 | . 15 | 5 | . 1 | 2.5 |
| Average time of exposure, (seconds) | 45 | 50 | 50 | 23 | 20 | 50 |
| Number of verticals, N | 25 | 28 | 28 | 6 | 10 | 30 |
| Method | .6D | .2D-8D | .2D-.8D | .6D | .6D | .2D-.8D |
| Horizontal angles | No | No | No | No | Yes | No |
| Suspension | Rod | Cable | Cable | Cable | Cable | Rod |
| Meter | Py(indv) | AA | AA | AA | Py(std) | AA |
| Depth measuring condition (table 1) | A | A | B | C | B | A |
| Standard error (table 6) |  |  |  |  |  |  |
| $S_{\text {d }}$, percent | 2.0 | 2.0 | 3.6 | 2.8 | 6.3 | 2.0 |
| $S_{t}$, percent | 5.7 | 3.9 | 3.9 | 6.9 | 7.2 | 3.9 |
| $\mathrm{S}_{\mathrm{i}}$, percent | . 8 | . 3 | 4.7 | . 3 | 18 | . 3 |
| $\mathrm{S}_{\mathrm{s}}$, percent | 3.1 | 1.2 | 1.2 | 5.0 | 4.1 | 1.2 |
| $S_{\text {h }}$, percent | 0 | 0 | 0 | 0 | 1.0 | 0 |
| $\mathrm{S}_{\mathrm{v}}$, percent | 1.9 | 1.7 | 1.7 | 6.6 | 4.2 | 1.6 |
| $\begin{aligned} & \mathrm{S}_{\mathrm{q}} \text { (sercent equation 14) } \end{aligned}$ | 4.0 | 2.4 | 5.3 | 8.9 | 19 | 2.3 |

Note that a good cable suspension measurement (example 2 in table 7) shows a significantly better standard error than a good wading measurement (example 1 in table 7). Some may question this apparent anomaly; however, for these two examples, the cable suspension measurement uses the two-point ( $0.2 \mathrm{D}-0.8 \mathrm{D}$ ) method, whereas the wading measurement uses the one-point ( 0.6 D ) method. This makes a significant difference because the vertical velocity distribution uncertainty, $S_{s}$, is much less when the two-point method is used. Example 6 in table 7 is for a wading measurement similar to that in example 1 except that the two-point method is used. Here the standard error is about the same as that for the cable suspension measurement (example 2).

The standard errors, $S_{q}$, computed from equation 14 may not consider all sources of uncertainty, and therefore may not be highly accurate. However, they do provide a relative reference for comparison, and can be used as an aid when defining stage-discharge relations and shifting control conditions.

## COMPUTER PROGRAM

A computer program has been developed for evaluating the overall standard error of individual discharge measurements. The program uses the methods for calculating estimates of standard errors described in this paper. It is designed for use on the Prime computer, but personal computer versions are also available. The program prompts the user for the necessary information, alerts the user to acceptable ranges of input data, and then automatically computes the standard error. An evaluation can be made for one or many measurements, and the results are stored in an ASCII file and labeled with a date and time. The file contains a summary of input data, computed standard error, and corresponding qualitative rating (excellent, good, fair, or poor), for each discharge measurement.

## SUMMARY AND CONCLUSIONS

This report presents methods for estimating the standard error for most error components of a current-meter discharge measurement, namely the measurement of width, depth, and velocity, and the computation procedures. The individual error components then can be combined using a root-mean-square error analysis to define the overall standard error of the discharge measurement. This analysis can be used to evaluate the uncertainty of most discharge measurements, which then can be used in further analysis of stage-discharge ratings and computation of daily discharge. The procedures described herein should not be used to estimate standard errors of measurements if the accuracy of the measurements are affected by boundary conditions, ice, obstructions, wind, the use of improper procedures and equipment, carelessness, or moderate to large changes in stage. Under these conditions, the standard error probably will be greater than that computed by the methods described herein.
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#### Abstract

The water supply system of a military iristallatior is ari integral part or the utility infrastructure arid critical to the mission of the base. The systen must be prepared ta handle domestic, iridustrial, fire-fighting and chemical decontamination requimements in a reliable mariner. The purpose of this study was to examirie, through the use of stardard techniques arid computer madelirig, the current arid future supplies and demarids of the water utility system at Nellis AFF, Las Vegas, Nevada. The desired macroscapic perspective suggested the use af accurate statistical and simulatican techriques. A general appraach was taker so that the procedure is applicable to other Air Force water systems as well.

Based on histerical data, current operating eariditions ard projected demarids, the Nellis water system is at a critical paint if the base maragemerit is coricerned about safety as well as future expansich. Currerit ability tc. fight a fire for exterided periods is suspect. Currerit arid future storage reeds do not fit Air Farce guidance and are far belaw civilian requirements. Future canstructian plans will significantly increase demands on the system. To accourit for these increased demands, supplies must be


```
iricreased as well. Uriforturiately, there are few riew scuraes
arid the costs will iricrease dramatically.
    The simulaticurimadel provided a tacl for the arialysis
uf water systems and cauld be useful im future utility
analysis.
```


# A CASE STUDY OF THE WATER SUPPLY SYSTEM AT NELLIS AIR FORCE BASE UBING COMPUTER SIMLLATION 

## 1. Introduction

## Background

During the past several years, the United States has noted the alarming deterioration of its basic irfrastructure such as utility systems, transportation facilities and water supplies. There are many parallels between military ard civilian facilities. Thus, discussions on infrastructure problems apply equally well to both the Air Force installation and the civilian community. Infrastructure is defined by $t$ ie National Coumcil of Public Works Improvement as "the physical framework that supports and sustains virtually all economic activity" (Thorntan, 1987:580). This definition implies a very imsortant but often ignored dependency that society has on its infrastructure and its development. For tao lang the nation has ignored its basic framework, one estimate by the Associated General Contractors (AGC) in 1987 placed the cost to completely repair the nation's infrastructure at 3 trillion dollars (Thornton, 1987:580).
In military terms, the success of the mission is directly related to the quality and effectiveness of these systems. Major General George E. Ellis, head of Engimeering and Services, noted this in his statement:
Given the important war-fighting contribution of our basing support systems, we reed to press for a major reinvestment in their facility infrastructure. Too many of our critical warfighting facilities are over 40 years old. Many of them have outlived their peacetime and wartime usefulness. Not only are our basing systems old, they are also insufficient. (Ellis, 1986:9)
Water has always been a particularly important resource because of its domestic, industrial and fire-fighting uses. In addition, the military has special requirements for water such as chemical warfare decontamination. Water, however,
like any other resource must be managed properly to ensure its availability and effective use. Henry J. Graeser, director of water utilities in Dallas, sets the tone of his narrative on water supply in Americar Water Works Association Jourmal with the following excerpt:
Just suppose that through an act of sabotage or a sudden assault, New York City or any other great city were to be deprived of its entire water supply. The results would not be as instantly horrifying as the explosion of a hydrogen bomb, but over a short period of time, the disaster would be almost as demoralizing... Defenses against man's most deadly enemies, the disease-causing germs, would be dangerously lowered. And the fact that not a toilet in the whole city would flush would open up another fatal breach in the walls of public health.... Thimst, malnutrition, and disease would not be the only dangers menacing the population. The fire department would be left without weapons to fight any but the most minor
conflagrations. Urban life, and this is now the life of a majority of Americans, is peculiarly dependent uonn water. Without it, cities simply could not exist. (Graeser, 1985:14)

Undoubtedly, this view wauld be taken by many people as overly-exaggerated and biased except for all but a largescale catastrophe. The day-to-day depletion of water supply sources is not nearly so dramatic but is in fact becoming a health and development inhibiting problem. While generally considered a renewable resource, water does in fact have a limited supply.

Supplies of water vary greatly from one geographic region of the country to another. Seasonal distribution, as well as the total amount of rainfall, differs from place to place, leading to variations in the cost of making sufficient quantities of water available at a given place and time... The time has come in some locations and is approaching in others, that increasing use of watem is depleting easily acquired supplies. (Campbell, 1985:53)

Given that some areas do face a shortage of water versus the required demand, officials must then decide who gets how much.

Who owns the water hole? The answer: everybody and nobody... Does a fish have a better claim to water than a farmer, a megalopolis, or a high-tech industry? Ridiculous as it seems, such are the ingredients of disagreements about allocating water. (IMS, 1985:33)

Within a water district or region, an Air Force installation represents another demand competing for that resource. 7 he particular installation needs to monitor and
manage its demand so that sufficient water supplies are available and cost effective. Installations located in arid, hot areas with low water supply must be particularly conscientious.

The Air Force owns an inventory of water storage tanks capable of holding $5,030,561,000$ gallons and 11,171 miles of water transmission 1 ine. These alone have current values of $\$ 144,067,000$ and $\$ 345,799,000$ respectively (Mckinney, 1989). This does not include the cost of pumps, facilities, meters or even the ongoing water contracts with civilian utility companies. The task of operating and managing the water supply and distribution system for an Air Force installation is part of the mission of Base Civil Engineering.

This task is divided into two parts: 1) the engineering and monitoring and 2) the operation and maintenance. The engimeering and monitoring, typically performed by an assigned engineer in Technical Design, consists of designing large-scale construction, monitoring system performance and initiating water conservation efforts. The operations and maintenance is done by the Water \& Waste shop and the Plumbing shop. They repair small breaks, perform routine maintenance and physically monitor tank levels, well outputs etc. (see Figure 1)

Nellis Air Force Base is an important, preeminent base in Tactical Air Command. Located in the northeastern cormer
of Las Vegas, Nevada, it is tiome to the Tactical Fighter Weapons School, the USAF Thunderbirds, Red Flag, Red Horse and a handful of other organizations. The desert southwest location is also very hot and dry: it receives less than 3. 5 inches of rain a year and temperatures can reach $115^{\circ} \mathrm{F}$ in the summer. While the abundance of sunshine provides many hours for flight training, it is hard on a water supply system. As such, the Nellis galf course uses an average of one million gallons of water a day during the summer. Nellis AFB has expanded over the past two decades, and its water demand has grown dramatically as well. Unfortumately, because of physical and contractual restraints, its water supply has mot grown comrespondingly with demand. According to retired Nellis superintendent Ray D'Dell and other experts, the supply shortage has reached a critical stage where it could affect future growth/development or have catastrophic effects during an emergency ( $D^{\prime}$ Dell, 1989).

## Problem Statement

The purpose of this research is to examire, through the use of standard techniques and computer modeling, the current and future supplies and demands of the water utility system at Nellis AFB, Las Vegas, Nevada. Because the domestic, industrial and fire-fighting capabilities of water are essential to an installation, their requirements must be
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#### Abstract

continually evaluated to ensure sufficient capacitye The importance and cost involved with large water systems suggested the use of accurate statistical ard simulation techniques. A genemal approach will be taken so that the procedure could be applicable to other Air Force water systems as well.


Research Obiectives

The research is dimected towards meeting two specific objectives in order to increase the Civil Engineering planner's base of knowledge and decision-making tools comcerming water distribution systems.

Obiective 1- Research objective ore is to understand and evaluate analytically the water distribution system at Nellis AFB. The following investigative questions are aimed at providing the information meeded to achieve this objective.

1a. What are the capacities, operating conditions and major componerits of the water supply system?

1b. What do standard aralytical techniques provide as to the present and future demands on the system?

1c. Using military and civilian design requirements, what is the calculated amount of storage required?

1d. What is the cordition of current water supplies?

Dhiective 2. Research objective two is to develop a simulation model of the water distribution system at

Nellis AFB. The following investigative questions are ained at providing the information needed to achieve this objective.

2a. What are the components, processes, parameters and level of detail that need to be modeled?

2b. Is a higher order simulation language appropriate for this application and can it accurately model the system?

2c. What are the appropriate probability distributions for the water supply sources and base demands?

2d. How should the model be validated?
2e. What is the effect of impressing a fire loadimg upon the system?

2f. What are the required supplies and storage required for future demands?

Scope and Limitations
This research has been limited to an analysis of the water system at Nellis AFB in terms of sources, storage and demands. Specifically considered are: 1) water wells and their associated interconnections, 2) water allocations from the Colorado River Commission, 3) water storage capacities and their interactions, 4) performance of the system in delivering water as demanded, 5) the reasonably anticipated demand of a fire.

There are many variables involved in a real-life Air Force installation that affect the way engineers, planners and commanders make decisions. To incorporate them (even if they could all be identified) into a model would be
impossible. Therefore, several assumptions/constraints have also been applied in order to reflect the real world situation.

The geographic scope covers all of Nellis proper including the main base, Area II and Manch Manor. Remote sites such as Indian Springs will be excluded.

Because the research takes a macroscopic view of the problem, a significant level of detail will be excluded or assumed. The purpose here is to determine if the overall supply to the base is adequate. A lack of supply to a particular point in the service is generally a problem with existing hardware and can be comrected by simple engineering analysis. The overall lack of supply poses a much larger, long-range management problem because the Air Force Civil Engineering unit must negotiate with external organizations. The service distribution grids will therefore be viewed as large, inclusive demand points. The flowrate and pressure at a particular point will be assumed adequate if the storage tanks contain water or the instantaneous supply rate is greater than the instantaneous demand. This assumption is very critical and could be challenged because of the existing water in the service lines. In general though for gravity fed systems, an empty tank will not keep the system pressurized and the standing water (in the pipes) would still be unusable.

The operating conditions at the time of this study will be considered constant for the foreseeable future. Hardware such as pumps, wells, tanks, and lines will be configured and operating at current conditions. The loss of a well or the loss of a large part of the base mission (demand), for example, does not seem apparent at this time. Because such occurrences are not readily predictable, they will not be included.

Amother possible action that could deviate the results of these findings from reality would be severe water conservation or mationing. Should the installation take this course of action beforehand, the damaging effects of an emergency would obviously be mitigated. Because the total effect of such conservatien is unknown, it will not be inciuded.

Other emergency techriques such as using water trucks or other mobile, non-permanent water storage tanks will not be taken into account as well. The base water system, for maximum flexibility and emergency potential, should be designed long-temm to handle these loads.

The sources of the water, in-house wells and the Colorado River Commission (CRC) form the input boundary to the system. Everything that occurs prior to the waters arrival at this point is external. For example, aquifer
processes taking place in the ground as well as water treatment by the CRC is beyond the scope of this research.

## 11. Review of the Literature

## Overview

This section provides the current information regarding the topic of this research. The material is arranged in a logical sequence to bring the problem into perspective as follows: an overview of the Nellis water system, the Nellis Water System Components, Air Force and civilian storage requirements, a general discussion of regional water law, and possible simulation languages.

## Qverview of the Nellis Water System

The following overview was taken from the URS water study (Hydraulic Analysis of the Nellis AFB Water Distribution System) done at Nellis from 1985-1986 and persomal observations. The Nellis AFB water supply system is complex and dynamic: three well sources, one interconnection with the Colorado River Commission (CRC) supply, nime storage facilities, and seven pump stations. Figure 2 shows a schematic view of the major system components. All components of the system are strongly interrelated, each influencing the other during operation. The system is a combiration of both manual and automatic features with the water supply from the wells and automatic contral of the CRC supply. The booster pumps are controlled
$\stackrel{05}{\substack{0}}$

automatically and are dependent on either storage tank levels or pressure. Therefore when the water supply is sufficient, the system operates in a relatively satisfactory manner. The majority of the system is one pressure zone with three small higher pressure zones. The three high pressure zomes are Manch Manor, Area II and Area III. All water is delivered to the main base pressure zone and is then pumped to higher elevations as needed. The system currently draws some tarks dry during peak demands.

Nellis AFB receives its water from two sources: i) the CRC through the Southern Nevada Water System (SNWS) and 2) water wells operated by Nellis AFB. Both sources have maximum established limits for annual usage and peak flow rates. The use of the different sources varies seasonally throughout the year. During the winter months nearly $100 x$ of the water is supplied by the SNWS. This is an operational decision made by Nellis to relieve the wells for a period of time. During the summer months the wells are used to supplement the SNWS water.

The SNWS enforces a water curtailment from 1000 to 2200 hours durinn the months of Jume through September. During this time the purchase of water from SNWS must be reqcested and a surcharge is assessed. Typically, Nellis requests water during this time period on a number of occasions when demand exceeds their supply from wells and storage tanks.

In addition to Nellis AFB requiring and obtaining water during curtailment periods, Nellis AFB has been allowed, in the past summers to exceed its flowrate withdrawal of 6 cubic feet per second (cfs) from SNWS. This occurs through a temporary formal agrement at the discretion of the other users and is renewed annually. Because of this leniency by SNWS, Nellis AFB has not felt the full impact of its apparent water problem.

## Nellis Water System Components

Wells. The existing wells of Nellis AFB are divided by location into three distimct groups; the desert wells, the base wells, and Area II wells. The water from these locations is pumped from each well to storage tanks and is then pumped into the system through booster pumps. Area II wells have not been used in mecent years, however they are currently being brought on-line for golf course irrigation purposes. All well pumps operate in a manual on/off mode.

Desert Wells. The desert wells are located approximately $51 / 2$ miles west of the main base. Three wells are located at this point; numbers 2,4 , and 8 . The water from each well is delivered to the main base at facility 562 (a.2 mg storage tank) and then pumped through booster pumps, facility 563, into the system. Well number 1, located on the main base, also pumps water into facility

562 and is included within this section of the desert wells because of its intertie with facilities 562 and 563.

Well 1. This well is lacated on the main base at facilities 562 and 563. It was drilled in 1941 and is 784 feet deep with a $16^{\prime \prime}$ casing installed. No well capacity test was performed. Nellis AFB currently has water rights of 0.67 cfs ( 300 gallons per minute, gpm) for this well. Historical production rates from this well range from 200 to 250 gpm.

Well 2 . Well 2 is lacated $51 / 2 \mathrm{miles}$ west of the base. It was drilled in 1952 to a depth of 300 feet with a 20" casing installed. No well capacity test was performed. Nellis AFB currently has water rights of .8 cfs (359 gpm) and 431 acre-feet (af) annually, for this well. Historical production rates for this well have gemerally been around 610 gpm.

Well 4. Well 4 is located $51 / 2$ miles west of the base. It was drilled in 1943 to a depth of 423 feet with a 12" Casing installed. No well capacity test was performed during development. The well was rehabilitated in 1986. Nellis AFB currently has water rights of . 5 cfs (224 gpm) and 362 af annuallv, for this well. Historical production delivery rate to facility 562 is estimated to be 430 gpm.

Well 8 . Well 8 is located $51 / 2$ miles west of the base. It was drilled in 1959 to a depth of 900 feet with a

12" casing installed. Two water rights have been acquired for this well, one at .6 cfs and a second at . 76 cfs for a total of 1.36 cfs ( 610 gpm ) and 852.6 af annually. The historical delivery rate is estimated to be around 500 gpm.

Base Wells. This group of wells is located at the south end of the main base, not closely grouped together. Base well water is delivered to facility 490 and 491 for chlorination and increased pressure if not used for golf course irrigation. The piping is such that wells 12 and 13 can be dedicated solely to supplying water to the golf course or pumping into facility 491 (a .5 mg tank) and then through facility 490 into the base system.

Well 6. This well was drilled in 1951 to a depth of 1000 feet and had a 12 " casing installed. The well log includes the remark that the well yielded 650 gpm with a draw down of 220 feet. The static water level was 58 feet at the time of the installation. Nellis AFB currently has 0.55 cfs (247 gpm) and 184.2 af per annum water rights for this well. The historic production delivery rate to facility 491 is estimated to be 325 to 360 gpm.

Well 7. This well was drilled in 1952 to a depth of 760 feet and had a $12^{\prime \prime}$ casing installed. The well log includes the remark that the well yielded 320 gpm with a draw down of 220 feet. The well was rehabilitated in 1985 resulting in increased capacity. Nellis AFB currently has
0.55 cfs (247 gpm) and water rights included under well 6. The historic production delivery rate to facility 491 is estimated to 400 to 430 gpm.

Well 11. This well was drilled in 1962 to a depth of 802 feet and had a $12^{\prime \prime}$ casing installed. The well log information includes a draw down curve developed during well tests. The specific yield from the well is approximately 3. 1 gallon per foot of draw down. From reviewing the original well report it appears that the well was developed for a 350 gpm flow. The historic production delivery rate to facility 491 is approximately 300 to 400 gpm.

Well 12. This well was drilled in 1962 to a depth of 1000 feet and had a $12^{\prime \prime}$ casing installed. The well log information includes draw down information developed during well tests. The specific yield is approximately 5.7 gallons per foot of draw down. This well currently serves the golf course and has been estimated to be 500 to 590 gpm.

Well 13. This well was drilled in 1962 to a depth of 694 feet and had a $14^{\prime \prime}$ casing installed. The well 1 gg information includes draw down curve information developed during well tests. The specific yield is approximately 4 gallons per foot of draw down. Some problem with sanding was noted in the well logs. The well has also gone dry during use in recent years. This well currently serves the
golf course. The historic production delivery rate to the golf course has been around 375 to 425 gpm.

Well 14. This well was drilled in 1962 to a depth of 650 feet and had a $14^{\prime \prime}$ casing installed. The well log information includes draw down curve information developed during well tests. The specific yield is approximately 1.75 gallans per foot of draw down. Some problem with sanding was noted at a 445 gpm flow during the well development. No sanding problems are currently encountered. The historic production delivery rate to facility 491 is estimated to be approximately 225 to 250 gpm.

Area II Wells. The Area II wells corsist of four wells located south of U.S. 93 and east of the main base area clustered close together. Nellis AFB took over the operation of these wells in 1977. These wells were piped so that they pump into . OS mg wet well (facility 10107) and feed Area II. In recent years the wells have experienced some arsenic in the water, therefore these wells taken off line. In 1986 Nellis AFB installed a transmission line from these wells to the golf course, allowing this water to be used for irrigation.

Well 2 . The well was drilled in 1952 to a depth of 1434 feet and had a $10^{\prime \prime}$ casing installed. The well log moted that 197 gpm was pumped with a draw down of 371 feet.

The historic production delivery rate to facility 10107 is estimated to be 125 to 140 gpm.

Well 3. The well was drilled in 1953 to a depth of 1247 feet and had a $14^{\prime \prime}$ casing installed. The well log noted, "245 gallons per minute with a draw down of 319 feet, 98 hour test. Water level when first started was 131 feet. " In 1982 a new pump was installed at this well. The nistoric production delivery rate to facility 10107 has been approximately 130 to 350 gpm.

Well 4. The well was drilled in 1953 to a depth of 1036 feet and had a $14^{\prime \prime}$ casing installed. The well lag noted, "295 gallons per minute with a draw down of 318 feet, 96 hour test. Water level when first started test was 132 feet." The historic production delivery rate to facility 10107 has been approximately 160 to 195 gpm.

Well 5. No information was found on this well from well logs. The historic production delivery rate to facility 10107 is approximately 110 to 125 gpm.

The water rights are obtained from the Department of Water Resources, which included rights to eight of the active wells. Some of the historic information came from reports filled out during well drilling. These forms are entitled Well Loq and Report to the State Engineer of Nevada (URS, 1985:13).

Storage. Nellis AFB curmently maintains nine storage facilities. Of these rine, five are actively comected to the system and four are wet well types that require interaction with booster pumps to pressurize the system. The total Nellis AFB storage volume currently on-line is 5 million gallons (mg), 4 mg of that starage is available on demand without the need of baoster pumps !URS, 1995:15!.

Facility lo12. This storage tank is lacated on the South edge of Manch Manor on Craig Road. It is a 0.1 mg elevated tank built in approximately 1960. The tark water level fluctuates significantly and during peak demand the tank goes dry. The overflow elevation is approximately 2013 feet, 26 feet higher than the main base pressure zone. The water is boosted in pressure by either one or both sets of pressure pumps, one set lacated directly under the tank, the other set located at the northern end of Manch Manor.

Facility 1999. This 3 mg storage tank is located at the end of Range Road. The tank floats on the main base pressure system, that is water is reither pumped to or from the tank as it serves the main base. The overflow elevation is 1987 feet. The tank does not have an altitude valve, allowing it to overflow in the rare instant that the main base system pressure rises to the top of tank 561 (1987 feet). The tank was built in 1983 as part of a major system
upgrade project. Dn days of peak demand the tank will drain to half capacity.

Facility 561. This 0.5 mg elevated storage tank is located in the center of the main base. Its upper water surface level is 1987 feet when the base is receiving water from the SNWS. At other times it is possible to boost the water up to 1991 feet. The water surface level in this tank regulates the automatic operation of facility 563 booster pumps and the supply from SNWS. The tank was built in approximately 1940.

Facility S6?. This 0.2 mg storage facility operates in partnership with the supply from the desert wells and booster pump facility 563. The wells pump into this holding tank with booster pumps then the water is pumped into the system. The wells operate manual onfoff. The booster pumps are automatic dependent on the water surface level of tank 561.

Facility 1721. This 0.3 mg elevated tank is located at the south end of Wherry housing and operates on the system without a booster pump partmership. The overflow elevation is 1977 , 10 feet lower than the main base pressure. The feed line into the tank is pressured from the main base, an altitude valve keeps the tank from overflowing. Due to its low elevation the water stored within this tank is generally only used by Manch Manor.

Facility 491. This facility operates in partnership with the water supply from the base wells and booster pump facility 490. The wells pump into the .5 mg holding tank with the booster pumps then the water is pumped into the system. The wells operate mariual orfoff. The booster pumps can be operated automatically, dependent on the water surface lovel of the tank, however they are currently operated manually.

Facility 10107. The storage volume of this facility, 0.05 mg , is minor enough to be classified as insignificant in terms of system storage. The purpose of the facility was to act as a settling tank for the water from the Area II wells. From this tank, the water was pumped through baoster pumps into Area II. Due to the detection of arsenic in Area II well water, the wells are now pumping directly to the golf course and bypassing this facility.

Facility 10113. This facility is the intertie (connection) between the main base pressure zone and the higher Area II pressure zone. The overflow elevation in the 0.3 mg wet well holding tank is approximately 1987 feet. This facility operates in partmership with the water supply from the base and booster pump. The base water flows into the holding tank and then the booster pumps pressurizes the water into the system. The booster pumps are automatic depending on the water surface level of the 10420 tank.

Facility 10420. This facility is an elevated tank located in the restricted area of Area II. The overflow elevation is 2209 feet. The tank serves to supply peak demand to Area II without causing the 10113 pumps to frequently cycle on and off. The tark has a capacity of 0.1 mg (URS, 1985: 13 ).

## Colorado River Commission <br> Appropniation of stream flow on the Colorado River has been interpreted according to legal documents which make up the "Law of the River" (URS, 1985:29). Some of the major legal actions concerning the Colorado River are summarized below.

The Colorado River Compact of 1922 was set up to provide for the diversion of the waters from the Colorado River system. It established a preference for agriculture and domestic uses over power generation. The boulder Canyon Project Act of 1928 authorized the construction of Hoover Dam and powerplant. It also authorized the States of Arizona, California and Nevada to enter into an agreement whereby Nevada received 0.3 million acre feet per year (Edwards, 1989). To oversee the development and distribution of Nevada's apportionment, the Colorado River Commission of Nevada was created as a state agency in 1935 (URS, 1985:20).

By the $1950^{\prime} 5$ it became clear that the rapid population growth in Las Vegas would require an additional water source to augmert the local groundwater supply. The Southern Nevada Water System (SNWS) was formed as the means for diverting Colorado River water into the Las Vegas Valley. In 1968 the initial phase of the project was authorized and was completed in 1971 . This first phase was capable of delivering a maximum of 132,200 acre-feet per year. Construction of the second phase was begun in 1978 and increased the capacity to 300,000 acre-feet annually (Edwards, 1989).

In 1978 the Federal government entered into an agreement with the State of Nevada acting through the Division of Colonado River Resources for the allocation of 4,000 af annually for Nellis AFB, "provided that if additional water is available to the Division and, if so scheduled by the Government, the Division may deliver additional quantities of water to Government in any one year (URS, 1995:20)." Also established at that time was a maximum flowrate of 6 cfs and system head delivery elevation between 1987 and 1975 feet.

## Storage Requirements

The overall objective of any water distribution system is to deliver sufficient quantity and quality of water as
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required. In order to produce sufficient quantity at all points in the system, adequate quantities of water must be produced at the water treatment plant, pressure levels within the distribution system must be high enough to provide suitable service to the user ard transmission mains must have sufficient capacity to carry the required flows (Upmeyer, 1978:50). It is usually uneconomical to operate facilities with sufficient capacity to supply the instantaneous maximum demand. Therefore, starage is necessary to counter the varying loads and peak flow demands.


Civilian Requirements. In general, storage facilities serve five purposes.

1) Peak Demand Rates - the storage volume required to meet the hour-to-hour variations of a maximum day. Using past demand curves this amount can be calculated by finding the maximum total amount required by the users in a 24 haur period minus the water produced during this period as well. It should be pointed out that future maximum demands should be considered as well so that newly constructed tanks do not quickly become inadequate.
2) Fire Fighting Requirements. Storage requirements must also be evaluated for possible fire fighting contingencies based on the size and types of buildings within a distribution area. Several organizations such as
```
the Insurance Services Office (ISD), the National Fire
Protection Association (NFPA) and even the Air Force have
guidelines for fire-fighting requirements.
    3) Provide operational flexibility
    4) Provide pressure and flow equalization
    5) Provide system reliability. The amount of storage
available for a sustained period of time with the lass of
primary supplies.
    The first two categories are primarily quantitative
while the latter three are more characteristic of the
management and operation of the system (Upmeyer, 1978:50).
    Military Requirements. In addition, design guidarsce is
provided by military regulation AFM 88-10.
    a. All military installations. In general,
total storage capacity, including elevated and
ground storage, will be provided in an amount not
less than the greatest of the following items
{para. 3-2).
Item 1: Fifty percent of the average total daily domestic requirements plus all industrial requirements. This will provide mimimum operational storage needed to balance average daily peak demarids on the system and to provide an emergency supply to accommodate esseritial water needs during minor supply outages of up to a orieday duration. For the purposes of this item, essential water needs do not include the fire demand.
Item 2: The fire demand. The fire demand is the required fire flow needed to fight a fire in the facility (including water required to support fire suppression systems) which constitutes the largest requirement for any facility served by the water supply system (calculated IAW TM 5-813-6/AFM 8810, Vol. 6); plus 50 percent of the average
```

domestic demard rate plus any industrial or other demand that cammot be reduced during a fire period. This amourit will be reduced by the amourit of water available under emergency conditions during the period of the fire (TM 5-313-1/AFM 8B10, Vol. 1).

## Not ${ }^{-1}$

The fire demand quantity must be maintained in storage for fire protection at all times except following a fire fighting operation wher the fire demand quantity would be depleted. It is recognized that during daily periods of peak consumption due to seasonal demands, the amount of water in stomage will be less than full storage capacity; however, conservation methods will be instituted to prevent drawdown of water to storage below the fire demand quantity. Water storage greater than the amount determined by the largest of Items 1,2 , or 3 may be required because of appropriate adjustments for emergency however, this must be substantiated by actual data on a repeated annual basis documenting the low storage levels occurring during normal peak demand.

Item 3: The sum of Items 1 and 2 above, that is, the sum of fifty percent of the average total daily domestic requirements, all industrial requirements for an average day which cannot be shut off during emergency conditions, and the required fire demand. The sum of the above items will be reduced by the amount of water available in 24 hours under emergency conditions. This will provide maximum storage where emergerncy water supply is a minimum over a 24-hour period or a supply main outage would significantly affect overall supply conditions. The most economical alternative for meeting the water storage requirements will be selected in all cases. Installation of additional water pumping facilities, additional water supply connections, drilling additional wells or other modificatiars to the water system which will be more cost effective than increasing storage capacity will be developed. (AFM 88-10, 1985:2)

## Fire Flaw Requirements


#### Abstract

The water fl. requirements for fighting fires of varions sizes must be included as part of ary design or study of water supply and distribution system. The primary factors of fire flow requirements are 1 ) the building sizes, 2) types of construction materials (waod vs. non-flamable) and 3) the inclusion of sprinkler systems. Air force manual 88-10, Chapter 6 gives specific guidance as to what criteria should be applied. "Overall water supply system design at any particular installation will be based upon meeting the predominating largest demand under variable canditions for the maximum prevailing fire-flow requirement" \{AFM 88-10, Chapter 6).

Simply put, this means the largest single fire requirement should be used to size the necessary flow. The manual covers several different types of major facilities: housing, hospitals, special administrative facilities, large depots, aircraft hangars and specialty installations.

The governing type of building would appear to be the special facility of the commercial, commurity, industrial, and technical buildings. The requirements are as shown in Table 1.


Two facilities at Nellis could qualify for these largest groupirgs. They are shown in Table II. Therefore, the maximum requirement that could be expected would be a

Table I. Facility Fireflow Requirements

Table $V$. Fire-Flaw Requirements (gpm) for Hose Streams* (Commercial, Commurity, Industrial, ard Technical Buildings)

| Area <br> Sq Ft | Hours | Fire-Resistive <br> Unprotected | Ordinary <br> WoodFrame |
| :--- | :--- | :--- | :--- |
| Under 5,000 2 1,000 1,000 <br> $5,001-10,000$ 2 1,000 1,250 <br> $10,001-25,000$ 3 1,000 1,500 <br> $25,001-50,000$ 3 1,500 2,500 |  |  |  |

* In addition to any requirements for autamatic sprinklers (USAF, AFM 8B-10, Conptr 6., 4)
stream of $2,500 \mathrm{gpm}$ for 4 hours. Generally, the manual appears to have a maximum duration of 4 hours for any type of building and a maximum fireflow size of 4000 gpm for wooden hangars (AFM 88-10, Chapter 6).

Table II. Maximum Facility Requirement

| No. Description | Square <br> Footage |  |
| :--- | :--- | :--- |
| 20 | Consolidated Base <br> Persomel Dffice | 56,000 |
|  |  |  |

[^19]American West and its development. In order to understand the predicament of water users such as Nellis AFE, it may be helpful to briefly review the evolution of westerm water law and its eastern counterpart.

```Riparian Right. The Riparian Rights doctrine was
originally developed in England in the early 1800's and was
the system adopted for use by the Eastern United States.
Early English Common law provided that a landowner owned
everything above and below his property from the center of
the earth to the sky {Campbel1, 1985:54). In order to
provide sufficient quantities of water to all consumers,
early decisions in the 1800's changed this view to give the
government authority to control the private use of water.
Then in 1843 a decisior was made that became known as the
English Common Law Rule and evolved into the Riparian
Doctrine. It basically says:
Those owning land adjacent to flowing stream are entitled to use the water that past their property. But this right does not include permission to divert portions of the water in the stream of the action would lead to reduced flow to downstream owners to an extent great enough to deprive them of water needed from the stream. (Campbel1, 1985:54)
In both England and the United States this system was created during conditions of abundant water; attempts to determine an accurate, equal distribution were never necessary.
```

Thus, Riparian owners effectively share the watercourse and are required to respect the rights of other landowners to use water in the future. In this view, water is an integral part of the natural ecosystem and a national resource as well. In addition, water increased the property value aris asded aestinetic ieauty to the parcels of 1 and connected to it (Wilkirson, 1996:34).

Riparian is derived from the Latin word meaning bank of the river (Campbell, 1985:54). Since its inception, the Riparian doctrine has always required that the land be in contact with the stream or body of water, sirse proximity without contact is not sufficient.

The Prior Appropriatior Dactrine. The care of Western water law, the prior appropriation doctrime, was created to meet the demands of miners during the California Gold Rush. Water was essential to the miners operation whether it was for washing away gravel in pans or sluice gates, using highpowered hydraulic hoses or just simple domestic meeds (Wilkinson, 1986:34). The Riparian notion that water was in itself a treasure that should be available to all was nonsense to the miners. They needed a simple, easy-tointerpret law that would allow them to get on with their business. Unless large quantities of water could be assured, mining and society itself could not proceed.

The ownership of water rights developed exactly the same as the custom of staking out a land clain. The first miner to claim an area was accorded the right to work it. In like fashion, the order of precedence also determined who had "absolute right of priority" (Campbel1, 1985:54). In other words, ownership of the water is determined by senionity. First users are guararteed a supply of water. Junior users may be cut off in times of shortage according to their priority.

There is no sharing of water, there is no need to preserve water in a watercourse. A stream or lake can be drained low or dried up entirely, as has occurred with hundreds of western rivers and streams, even the lawer Colorado. (Wilkinson, 1986:36)

Several court decisiors at the time supported this philasophy on the grounds that "courts are bound to take notice of the political and social conditions of the couritry which they judicially rule (Wilkinson, 1986:36)." The precept felt by the government and populace at the $t$ ime was that water decisions are best made by the water users themselves.

Eventually, farmers and ranchers were the next wave of settlement to take place. They too, realized that water was a high value commodity for their activity. Because of low rainfall in the west, water had to be talen ol:t of main watercourses and used to irrigate fields. The appropriation

```
law worked well for farmers who depended on water for
irrigation and gave them legal rights. The Federal
govermment a:so desired to hasten settlement of the west
through large water projects specifically for immigation
purpases (Wilkinson, 1986:36).
```


## Computer Simulation Programs

```
Typical water simulation models are used by engineers and are mainly concerned with the system hardware. Fipe diameters, pressure heads and valve operations are some of the detailed work with which they are concerned.
The Bernoulli and coritinuity equations are the mathematical relations most often used for incompressible fluids such as water. For metwork analysis, a series of these equations must be derived and then solved through techriques such as the Newton-Raphson, Lirear theary and Hardy-Cross methods (Walski, 1983:59). These models require tremendous amourts of data - pipe diameters, lengths, roughness coefficients, head loss coefficients, and so on. For their intended purposes, these models do an excellent job (Davis, 1979:237). Kentucky Pipes, Water Distribution System Analysis and Dptimization (WADISQ) are just a couple of the many programs available.
Suppose however, that a macro analysis of supply vs. demand is desired. Is there a procedure developed that
```

```
takes into account the variamce associated with demarid and
yet does not require the extersive hardware irformation of
typical simulation program?
    General simulation languages offer a means of comparing
the supply and demand of almost any time dependerit process.
They are most often used in operations research or
Industrial Engineering for service marufacturing furictions.
    The two capabilities which appear to make them ideal
for solving utility problems are continucus segments to
solve differential equations and randomized simulation. The
following two languages were evaluated by the researcher for
use in this probleme
    Simple 1. Simple_1 is an interactive simulatian
language that operates on IBM and compatible microcomputers.
The Simple_1 programs are written in Pascal and support a
number of features that make it an attractive tacl for
simulation.
The program works in a modeling enviromment that coordinates an-line tutorials and a full screen editar commected to the compiler and run-time system.
Errars detected by the campiler or run time system initiate a call to the editor to isolate the error and speed up the edit-compare-debug model development cycle. (Simple_1, 1989:5)
The primary impetus of using a simulation lariguage of this type is the powerful statistics collection capabilities
```

```
on elements of user defined arrays. Statistical clearing
functions can be initiated any time as well. Compiled
models may be stored on disks and later run as application
programs using the "Runsim" utility. Thus, the model itself
can be ruri on almost any IBM compatible microcomputer
without virtue of the main programs. Simple_1 also has a
built-in graphics and arimation package that allows the
operator to view the simulation in action <Simple_1,
1989:5).
A continuous simulation feature is also included to define variables using first order differential equations. The contimuous segment is done using a Runge-Kutta Fourth Order Fixed Step procedure with the step size assigriable by the modeler. The combining of the discrete and continuous sections into one file represents a programming advantage as well. Several corverient syrtax features have beeri integrated as well. Variable names can be used instead of preset variables and names can be up to twenty characters in length (Simple_1, 1989:5). SLAM = Simulation Language for Alternative Modeling. SLAM II is ari advanced FORTRAN based language capable of supporting both discrete and continuous model developments. SLAM II can be run on both microcomputers and mainframe workstations. SLAM II has existed for several years (since
```

```
1986) and is widely accepted by a great number of
institutions (SLAM, 1989:5).
Current versions of SLAM are available with material
handling packages (MH extension) and graphics capabilities
<TESS) to facilitate user capabilities. Advanced versions
of SLAM have increased user-fmiendliness through menu-driven
screens and automated programming functions. In addition,
the developers of SLAM have increased the statistical powers
of SLAM with a probability distribution parkage called AID.
The number of probability distributions supparted by SLAM is
superior to that of Simple_1 (SLAM, 1989:5).
```


## III. Methodology

## Qverview

The following section contains the information ard process for solving the research objectives stated in Chapter 1. Data collection techniques and specific methods employed in answering the research questions are also discussed.

Analytic = Methodalony for Objective One

The purpases behind Dbjective one were simply to 1) understand the system and its components, 2) obtain the necessary information on it and 3) make rough determinations as to where the problems lie from established analytic procedures. Interviews with the superintendents, design engineers and technicians familiar with the system were used primarily to gain understanding and a "feel" for how the system works. The historical data and documents provided the quantitative information needed to accurately portray the system. Face-to-face interviews and actual system data are primary sources and represent the most precise information available (Emory, 1985:133). There should be sufficient data, such as dates, well flowrates, storage levels and operating schedules to provide background and allow for solution of standard as well as stochastic techriques. Specifically, the future demands on the system

```
will be estimated from historical demands and a cursory
review of proposed construction projects. Water supply
sources will be reviewed as to their currerit outputs and
future potential. Storage requirements will be amalyzed
with military and civilian storage requirements. The
understanding of water systems in gemeral will be undertaken
primarily through a review of the literature ard
consultation with experts in the field.
Simulation Modeling = Methodology for Objective Two
    Froblem Formulation. The modeling of water
distribution systems should be adaptable to a high level
computer simulation language. The wells and contract
supplies provide a continuous flow of water. The storage
tanks are analogous to inventory queues as in a typical
discrete event simulatiars. The variable demand of the users
Can be thought of as the activity.
    Parameters of interest are the daily maximum, average,
and minimum storage levels in the tanks and the time to
reach steady state from a storage level of zero. If there
is no water in the storage tanks and the supply flowrate is
less than the demand flowrate, then there either will be
insufficient pressure or an actual lack of water ta the
system. The differential equation that represents the
change iri storage is given by:
```

8Q

$$
\frac{\overline{\delta t}}{\delta t}=\text { Rate in - Rate out }
$$

in terms of the Nellis system
$\frac{\delta Q}{\delta t}=$ (Base Wells + CRC) - Base Demand
integrating, this becomes

$$
\begin{equation*}
\left.Q=Q_{0}+t \quad\{\text { (Base Wells }+C R C) \text { - Base Demand }\right\} \tag{3}
\end{equation*}
$$

where,
$Q=$ tank storage at a particular instarit (gals)
$Q_{0}=$ the previous tank storage level (gals)
Base Wells = the supply flowrate of the Nellis wells (gpm)
CRC $=$ the Colorado River Commission supply flawrate (gpm)
Base Demand $=$ the instantaneous water used by the base (gpm)
$t=$ the $t i m e$ interval (minutes)

Input Data Analysis. The twa supply sources, base wells and the CRC supply, were initially assumed to be constants affected only by a mechanical orioff made dependent upon storage levels. The base wells flow is mechanically pumped and constant flaw is reasonable. Actual base data was available to estimate these flows.

Data from the Colorado River Commission showed the CRC flow fluctuated throughout the day. It was later determined that the CRC flow is gravity fed and dependent on the current demand, the storage levels and the system hardware. In order to predict the CRC flow a regression equation was
developed based on the demand and total base storage. The regression equation:
$y=.0156 *$ Hourly Demand - . 003544*Current Storage +219.2 The regression had an overall fit or $F$ value of 76.74 with a corresponding p-value of zero. Along with the overall validation of the simulation model, this appears to be a valid approach for approximating the CRC flow.

For simulations involving future growth, the CRC flow was estimated as an average value because the system conditions are not known and a regression lime cammot be derived.

The base demand is a probability distribution that varies over time. That is, the demand varies over a daily cycle \{Figure 3). A demand curve was created based on historical data and computed as a percentage of the daily demand. A particular probability distribution was established for the daily demand. The probability was hypothesized to be normally distributed.

In order to check and see if the real world data agree with the assumed theoretical form, a goodness-of-fit test was applied (Kleijnen, 1974:66). The Kalmogorov-Smirav (KS) test was used because the sample size was relatively small (1ess than 100). Using the AID computer statistical program, the hypothesized distribution was accepted (see Appendix C). Probability distributions of the two hour

```
Jemand pericds al三c appearod ta be rarnally cistmibutag
```



```
    Ir, arder tG Gbtair, the most acaurate revroductigra the
actial histcrical data was used tG validate tte ncdel. जr:C
Grme validated the thecreetical distributirars were used
    iKleijreri, 1974:Eg).
    Trarsiert Fhase. After the Fr==ability distri`:itigu
was completed, these subsystems rieed ta be imacrparated irtad
the Gverall mGdel. This model will be mamipulated cver tine
arid cirmsequeritly the startirmg coriditiqurs must be sJerified.
    Ir Grder that the model mimic the day-ta-day G=Emeticr
Gf the real system, steady-state must exist befsme tre
experimerstal cGmditicrus car be afplied. This is Эeにen三e #
water system is a cormtiruGus activity; it is rigt íMe a =2:=
Gr military nissim,m which tas a start-up Frgm groumod aeme
@very day.
The mast cammari methad af determinimg the trimeaticuripeint is ter examime a plet effte resparise fram a pilat simulatign rum．The trimation poirit is selected as the time at which the resprime＂appears＂ta have reached steady 5tate．（SLAM，1396：43）
Fumther guidarice alsa suggests threwirig away a itile extra beyGrid the apparerit pGirit af steady state ！－itiv． FGr each af the experimerital desigrs attempted，a Eeri？s ：f five pilut rums were accomplished．Ari apprapriate moviro average was calculated arid the results graphed ta visuaily estimate a errservative steady state poirit．
```


## Daily Demand



Figure 3. Daily Demand Pattern

Gome？atian ard Lerath Gf ？ur．Ta achieve is

```
ミatisfact=my mumber Gf iridegemderty, rarid心m samples.
gtoservatigras were taker, withirm arid acress replicatisus.
```



```
cornditicurs ard the trarssierits after each experimertal
#Dserva*igr, must be passed before ari esperimerit car begim.
TG achieve this, each :ur, was cirided usirg the sabirtarua?
techrijque to reduce cornelatigri. Iri Gr|der ta assume each
subirterval was irmeperiderst the tata? base starage variasie
was reset ts idle arid the trarisierit cisregarded :rr it was
reset to its average validatiar, value.
    A specified statistical accuracy must alscu te joh ミヨued
irs Erder ta give the results crnedibility. Carifizerice
irtervals were celculated usirgg the statistia=? Farmula
#ased Gr, the familiar "t" statistic:
    t= {-N\mp@code{min}
```

Comvertirg this ta a crimfiderice imterval:

Frern
$\bar{y}=1 / N \cdot \sum_{r_{1}=1}^{N} \quad$ arid $\quad$ var $(\bar{y})=1 /(N-1) \cdot \sum_{i=1}^{N}(\bar{y}-\bar{y}) * E \quad\{\bar{z}$
where $y^{\prime}$ represents an individual sample. By using a sample size greater than 30 and application of the Central Limit Theoren, a normal distributior, can be assumed. To corifirm this both the histogram and Rankits flot was observed from each ruri as iri run three (Figure 4). From the initial pairit estimate, the correct number of rums was calculated usirg:

$$
\begin{equation*}
\frac{\Delta_{1}}{\Delta_{2}}=\frac{(M * N)_{2} * * 1 / \Omega}{(M * N)_{1} * * 1 / \Omega} \tag{7}
\end{equation*}
$$

M - number of replicatiors N - length of replications
$\triangle$ - variance of output
1 - initial run
2 - next rur:
ard the estimate will ther be within the carifidence level, $\boldsymbol{\alpha}$.

Verification. After a model is coristructed, checks must be made to ascertairs whether the iriterided actiors are taking place when the model is run. During the developmerit phase, pririt statements were inserted into the program at appropriate points and actual data values were saved to a file. Fram this file manual calculatiors were dorie to erisure the program was acting as expected. Basically, the base demards were subtracted from the total supplies camirig ir added to what was previcusly in total starage. The $t$ ime of day was also checked to make sure that it correlated as well. The Runge-Kutta iritegration pracedure caused some

```
problem because values were not exact; however this was
circumvented by using "difference" equations since the basic
relationships were limear. Once completed, values
calculated correctly.
Validation. After completing the model it must be
validated to ensure that it is reasonably accurate for its
intended purpose (Sargent, 1988:33). In this case, three
methods proposed by Sargent were chosen to evaluate and
compare validity:
    Event Validity: The "events" of occurrences of
    the simulation model are compared to those of the
    real system to determine if they are the same. Ar
    example of events are deaths in a given fire
    department simulation.
    Extreme-Condition Tests: The model structure and
    output should be plausible for any extreme and
    unlikely combination of factors in the system,
    e.g. if in-process inventories are zero,
    production output should be zero. Also, the model
    should bound and restrict the behavior outside of
    normal operating ranges.
    Historical Data Validatiom: If historical data
    exist (or if data is collected on a system for
    building or testing the model), part of the data
    is used to build the model and the remaining data
    is used to determine (test) if the model behaves
    as the system does. (Sargent, 1988:34)
    The Event and Extreme-Condition tests were performed by
dramatically varying the inputs - well supply, CRC supply
and the base demand - and seeing its effect on the total
base storage. For example, if the supply flowrate is
dramatically increased while the demand is decreased the
```



Figure 4. Histogram and Rankit Plots for Run 3

```
tarks stayed full as expected. Also, if the demand pattern
is shifted the tank levels shift as well. Mare will be
discussed and calculated on validation in chapter four.
Experimental Design
    The parameters, variables, and relationships that
differentiate one "setup" or test situation from another are
called factors. They can be either quarstitative or
qualitative. Quantitative factors may have many levels such
as the specific value of a probability distribution.
Qualitative factors can be considered at only a faw levels
and tend to focus on making a decision, say perhaps like a
policy decision (Kleijner, 1974:76). The factors that will
be considered are the base fire loads, the future growth
loads and the supply operating schedules. The first two are
quantitative factors and the third is a qualitative factor.
    The first set of simulations was to measure several
factors under current conditions (see Table III). Steady-
state simulations were used to measure the system under
various conditions such as increased well outputs and well
scheduling. A terminating simulation was used to test
various fire demand loads on the system. Air Force manuals
give standard water requirement figures based on the size of
the largest building on base, but several other cases were
consi dered.
```

Table III. Current Conditions Simulations


The second set of simulations were to test the base storage at a future date with an increased demand (see Table IV). Driginally, a three factorial design with two levels was to be accomplished. The three factors to be varied were: total storage available, the CRC flowrate and scheduling of the wells. The two levels would be the highest and lowest possible expected values for each factor. Eventually however, several other cases were run because of values obtained from conventional storage analysis.

The future growth of the water demand is a steady-state increase that can also be approached in two ways. Either individual projects cam be incrementally added or the existing total demand increased by a percentage of say one or two percent for example. The difficulty in dealing with

```
individual additions is that not only must the increase in
water be calculated but its demand curve must be generated
as well. Otherwise, it must be assumed that it follows the
overall demand of the rest of the base.Future water
requirement simulations were made with the following
assumptions: increased demand of 30x, 12 hour curtailment by
the CRC, and a 16 hour well schedule.
    Table IV. Future Runs Simulations
```

            Simulation Runs Under Future Conditions
    | Run | CRC | Wells | Storage |
| :--- | :--- | :--- | :--- |
| No. | Flowrate | Replenishment | Available |
| 6 | 10 cfs | 8 hours | 8 mg |
| 7 | 10 cfs | 24 hours | 8 mg |
| 8 | 16 cfs | 8 hours | 8 mg |
| 9 | 16 cfs | 24 hours | 8 mg |
| 10 | 10 cfs | 8 hours | 12 mg |
| 11 | 10 cfs | 24 hours | 12 mg |
| 12 | 16 cfs | 8 hours | 12 mg |
| 13 | 16 cfs | 24 hours | 12 mg |
| 14 | 23 cfs | 24 hours | 12 mg |
| 15 | 16 cfs | 8 hours | 10 mg |

## Overview

Up to this point, the research has imvolved formulating a problem, conducting a review of relevant literature, building a madel and developing an experimental design to answer the research questions. This chapter will analyze and interpret the results of conventional procedures and the model output data. First, historical data will be used to compare the supplies and storage versus the demand. Secondly, a look at the Simple_1 output will help ta determine the transient phases and validate the madel. Finally, runs testing varigus parameters will be presented and amalyzed.

## Demand

The water problem at Nellis is both a furction of demand as well as supply. Armual consumption, peak day arid peak hydraulic flaws are interrelated, hawever these flaws are projected separately for each instarice. The follawirg figures portray these demands for their respective $t$ ime units. Figures 5 ard 6 show the actual anrual consumptian versus avaifarte supflies wi wate. . The available supplies of water are based on 24 hour operation of the wells and the contract amount of 6 cfs from the Colarado River Commission.

## 1987 Supply Vs Consumption



Figure 5. 1987 Annual Demand and Supply

## 1988 Supply Vs Consumption



Figure 6. 1988 Annual Demand and Supply


## Nellis Annual Demands



Figure 7. Total Annual Consumptions

## Average Daily Demand June 89



Figure 8. Daily Demand Pattern for June 1989

One other item of interest is the distribution of the water usage, Figure 9. Approximately 50 percent of the demand goes to the housing area. The point is that a large percentage of the load goes for basic domestic purposes. Even a short duration outage would be unacceptable. A large percentage of the water also goes toward the golf course. In an emergency or extended outage, the golf course could be shut off without catastrophic results. Correspondingly, a newly planned nime hole golf course should use a substantial amount of water as well.

## Wells

Table $V$ shows the current well output rates. The engineering analysis by URS in 1986 gave the following data (Table VI) on the then current well outputs and possible well outputs with the upgrading of the desert well transmission line.

As can be seen, the rates have dropped substantially in the past several years. While the increased demands are obviously contributing to the Nellis water problem, the decreased output of the wells is just as substantial.

According to Gene Clork of the Nevada Water Resources Department, a large problem within the Las Vegas valley is the depletion of the underground aquifer (Clock:1989). If this is in fact the case then Nellis can expect even more


Figure 9. Breakdown of Distribution by Area

Table V. Current Well Flowrates, Jure 1989


Table VI. Histarical Flow Rates, 1985

| Flow Rate | Daily | Armual |
| :--- | :--- | :--- |
| (in gpm) | (in mg) | (in af) |


| Well Praductian | 3610 | 2.47 | 3881 |
| :--- | :--- | :--- | :--- |
| Well Fraductian | $4 \Xi 50$ | $4 . \Omega$ | $47 E 0$ |
| with upgrade to |  |  |  |
| desert transmission |  |  |  |
| line |  |  |  |

```
decreased production from its wells. In additiar, the lacal
community, North Las Vegas, has experiericed land subsidence
arrd attributed some of this to "minirig" of the aquifer.
Subsidence is defined as sectians of real estate actually
starting to sink and cause damage to facilities. This could
become a political problem if the subsidence becames
directly attributable to the Nellis wells. Mr Robert
Radawick, current water shop superiritendent, has recently
taken samples of the water depth in the well casings of the
varigus wells.
Surprisingly, the levels are equal or higher thar, they have ever beer. This indicates sufficient water but that same type of restriction exists such as clagged perfaratiaris in the well casing.
Well production is a functior af three things: grourdwater supplies, pump capacity and well water rights. The current well water rights are shown in Table VII.
There is a large discrecancy between the actual flaws from the wells and the base water rights. Well No. 10 is rac larger ir, operatior. Shauld Nellis elect to operate its wells for the long term future, ar effort should be made to rectify this with the Nevada Water Resources. In accordarice with Nevada water rights, these well permits are nonrevokable and Nellis can coritinue to extract water regardless of decreasirig supplies.
```

Table VII. Well Permits

| Fermit No. | Well No. | cfs | gpm arirual |
| :--- | :--- | :--- | :--- | :--- |
| af/yr |  |  |  |

* arrual consumption iricluded with well 6

The typical armual operatirg schedule for the wells is to shutdown the wells in winter ard rely ari the Colarada River Commissicr. In summer the wells provide the majority of the water supply (see Figure 10 ). Mr. Radawick has also stated that because of the law starage levels, the wells are operatirg 34 hours a day, almost seven days a week ard have been sirice the begirming of summer.

## Contract Water Supplies

The curmerit temparary agreemerit with the CRC allaws Nellis to take up to 10 cfs or 4 cfs greater thari the currerit coritract anciurit of 6. The meari flaw for the typical morith of Jurie 1989, however was 163.6 kgal/hr or 6.1 cfs. Yet the average storage quaritities duririg the day rever

## Operation of Wells Vs CRC



Figure 10. Operation of Wells vs CRC
approached the maximum possible starage of 5 mg (see Figure 11). Optimally, the system should receive the maximum amourit of water uritil the tanks are filled. The reasor appears to be because of hydraulics. The water level in Tank 563, the main base tarik, is moritared by the CRC to cantral the CRC flawrate. A sophisticated computer pragram of the Scutherm Nevada Water System (SNWS) called the Supervisary Cantral pragram coritrals the flaw arid attempts to allacate water amorg the other users and Nellis \{Grasso, 1989). In general, it works by gravity feedirig water ta Nellis from the CRC tark on Summise Mountain deperidirg or the water level in tark 563 ard the system demand arid the demarids of cther users. Because of clase proximity to the CRC supply ard residual system pressure, tarik 563 (. 5 mg ) tends to fill much faster thari the 3 mg reservair \{Darsey, 1789), (Radawick, 1789).

If Nellis is to appreciably ircrease its water supply, the Colarada River Cammissian stould be considered iritially. The hardware cormectiori is already iri place ard the cast per gallar shauld be the lawest sirice CRC is the primary scurce for all the water users. Ir arder to da sa howe er, ore of the other five users must agree to lase part of its allacatiari (Edwards, 1789). Recently, a bill werit befare the courity couricil to re-evaluate the currerit allacations far coriservation reasars, Assembly Bill 487-

## Average Daily Storage June 89



Figure 11. Storage Levels Ve Tise of Day

```
Water Erititlements - Renegotiatiori of Water Allacatiari.
This bill was serit forward but rever passed.
    Recent discussiors with Mr. Bud Dorsey, the currerst
Nellis utilities engirueer, have revealed that ruegotiatiaris
for CRC allacatiorss with the other users may be riext to
impassible. Because of the iricreasirgg grawth withiri the Las
Vegas valley there is great reluctarice Gri the part af the
Gther five water userns ta relimquish ariy part af their
allocation. Lack Gf water will limit developmerit arid
estimates have beem dome showirig the eritire valley may peak
Gut Nevada's allGcatiom by 1995 if growth coritirules {Dorsey,
1989). For Nellis to megatiate a substaritial "bargairirig
chip" will have to be found.
    For the first time ir, mecerit History, Nellis was
required to break CRC curtailmerit ir, Jurie 1Э89. The bill
came to a total af $\ЗЗ,OOO. Orice curtailmerit is brakerig the
charge covers the entime rest of the morith everi if Nellis
should call far water duririg curtailmerit agairi. It shauld
be observed that while this appears sigrifficarit, compared te.
the marithly summer electric bill ()$1,00O,0OO), it is small.
Therefore, breakirig curtailmerit and takirig water could be ari
GptiGr: (Darsey, 1989). If Nellis did rict ruri its wells
duririg curtailment periad arid tGok CRC water iristead, the
morithly electric bill would be sigmificamtly reduced.
```

The rext alterriative for Nellis will be to coritract with Gre of the five users as a customer. This will be substantially mare expersive than CRC water because af the extra "middle mar." Pre-arranged contracts to receive water would give assurarice to future supplies however.

Because af future demands and passible wellwater supply reductions, the follawing is an attempt to calculate future requirements. Assuming the wells are still operatiarial arid using the follawing figures:

Table VIII. Future Supplies Assumptiors


Table IX is a compilatior, of passible combiriatiors af future water supplies. Severcl of these were tested with the simulatior model ta moritor steady state starage levels. Alternative Scurce Costs

The fallawirg cost camparisor was performed ta give an approximate rariking ir terms af cost, Table $X$. Firices for the Calarado River Commissiari ard the city of North Las

Table IX. Future Supplies

|  | Flciw Rate (in gpm/cfs) | $\begin{aligned} & \text { Daily } \\ & \text { (in mg) } \end{aligned}$ | Aririual (in af) |
| :---: | :---: | :---: | :---: |
| Current Well | 2750 | 2. 64 | 2957 |
| Current CRC | $2670 / 6$ | 1.74 | 4000 |
| Dri-Curtailmert CRC or ariother coritract source over 24 hour periad | $\begin{aligned} & 3750 / 9.4 \\ & 1875 / 4.2 \end{aligned}$ | 2.7 | 1000 |
| Future Well with well arid transmissicm line upgrades | 4250 | 4.1 | 4592 |
| Curmerit CRC | 2690/6 | 1.34 | 4000 |
| Ori-Curtailmerit CRC or aricither caritract source over 24 hour periad | $\begin{aligned} & 1725 / 1.32 \\ & 362 / .96 \end{aligned}$ | 1.34 | 1000 |
| Currert Well | 2750 | 2.64 | 2757 |
| Increased CRC | 6725/15 | 4.84 | 4000 |
| Future Well with well and trarsmissicri lire upgrades | 4250 | 4.1 | 4592 |
| Iricreased CRC | 4483/10 | 3.2 | 4000 |
| Future if Wells are Nat Operaticmal | 0 | 0 | $\bigcirc$ |
| Increased CRC | 10,311/23 | 7.4 | 6000 |

```
Vegas {as ari alternative scurce) were readily available
(Darsey, 1789)
```

The base wells water casts were calculated usirg the romirial horsepawer for each well pump ard currerit electrical rates for the base durirg curtailmerit. From a pure cast perspective, the purchase dif water from a source Gutside of the CRC incurs a substaritial increase.

Table X. Cost Comparisaris af Suppliers

Scurce

## Cost

CRC
\$. 20 -\$. $40 / \mathrm{kgal}$ plus $\$ 32,000$ ori curtailment \$. $70 / \mathrm{kgal}$
North Las Vegas

Base wells appraximately $\$ .15 / \mathrm{kgal}$

## Storage Requiremerits

The followirg calculatiors are bath military arid civiliari starage requirements using data fram the summer gf 1789 ard June 1783. From the starage requirements stated in chapter $\because$, the Air Force storage calculations are as follows:

Air Fgrce Requiremerits.
Item 1. 50 percerit af the average total daily
domestic requiremerits plus all iridustrial requiremerits

```
    5, 605,000 Gallaris/day - average smmer demard, 1783-
    1737
    \(5,505,000 \div\) こ = こ, 30玉,500 Gallars
```

Item ㄹ．Fire demand plus $50 \%$ of the average daily demand reduced by the amourit of water available durirg the periad of the fire

2， 500 gpm－Fire Demard for 4 hours far bldg 20 e， 902,500 gallans－50\％of average daily demarid from Item 1
こちこi gpm－total well Gutput（fire during curtailmerit） （2500 gpm $\times 60 \mathrm{~min} \times 4$ hours）$+(2,80$ ，500 $\div 54$ hours $\times 4$ haurs）
－\｛こ531 gpm $\times 60 \mathrm{~min} \times 4$ hours）$=460,000$ gallars
Item 3 ．The sum of Items 1 and 2 rediced by the amount of water available in 24 hours under emergericy cariditions

2， 302,500 gallons－Item 1
460，000 gallars－Item 2
Assuming rio supplies
（2， $802,500+460,000$ ）－0＝3，26Е，500 gallars
Assumirg ric Wells
$(2,802,500+460,000)-(2531 \times 60 \times 24)=$ $-382,140$ gallaris
Assuning ric Colarada River Cammissiar supply at 5 cfs $(2,802,500+460,000)-(2630 \times 60 \times 12)=$ 1，3き5， 700 gallars

Nate－The Area II wells were rict ircluded because they are pumped directly irita the Galf Course parids．

The greatest of Items 1,2 and 3 is well below the
existirg total storage of 5 millior gallors arid there is
still little starage urider currerit coriditioris．Ary less
storage siculd corily exacertate the problem．Iricreasirg
demards combired with the Calamada River Cornissiom schedule caused wide fluctuatiar in starage levels．Far this reasari， it is $\quad t$ that Nellis falls irito the exception roted iri AFM

88-10. The typical civiliar storage quartities will be calculated as well.

## Civiliar Storaqe Requirements.

Staridby Starage - supply peak demarids for a 34
hour period in the event of a frimary source failure.

Narmally, the lengest scurce wauld be choser, ta fail irn tids case, the CRC. Because of the CRC's reliability as weil as the palitical ard envirormental problems with the base wells, the lass af the base wells appears more imminerit.

6, 330,000 gallars - Feak Daily Demarid ciri e9 Jurie 89 30 percerit - Future grawth rate ES31 gpm - currert well flowrate excludirig Area II wells
16 hour daily aperation of base wells from AFM 83-10
$(6,830,000 \times 1.2)-(2531 \times 50 \times 16)=6,450,000$
gallars
ar $8,879,000$ gallans if the wells are rat utilized

Equalizing Starage - starage required ta neet
daily variations irs demard. The determinatich of equalizing starage is diffieult because af the uricertairity in demarids arid future flows. The equalizing stomage for Nellis is

```
based orn the followirig assumptiaris:
```

- Daily demarid curve based Gn Figure 3
- The CRC allacatiorn is iricreased to:16 cfs
- The peak day accurs durirg the curtailmerit pericd ard the CRC water lasts 12 hours
- 3 percerit grawth rate far 10 years is ariticipated

3,193,000 galloris - average demarid from 10 AM ta 10 FM
$1,824,000$ gallers - currerit average cutput from wells

> Fram 10 AM to $i 0 \mathrm{Fm}$
> $(3,133,000 \times 1.3)-(i, 824,000)=\mathrm{E}, 306,300$ gailaris
> ar $4,150,900$ gallans if wells are rat aperatiarial

Fire Demarid Stcirage. The makimum fire demarid was based on building $E 0$, a building af nammal coristmuction with 56, oog square feet. According to EM $1110-345-2 こ 9$, the required fire flaw is $\Xi, 500$ gpm far 4 hours

Dperatichal ard Flexibility Storage. The operatichal starage required for the base wells already exists in wet well facilities $561,470,10113$ ard the golf caurse pards. The bacster pump statiars assaciated with the tanks are equipped with emergency pawer ar:d have multiple pumps. The system has proven to be effective and reliable. Because Nellis daes have difficulty utilizirg its fill allacation from the CRC, a wet well storage tark near the CRC irfertie would help mairtain the CRC delivery juEs5u. This operaticoral storage could be used as staridby starage as well.

Summary
Tw cases were corsidered for tutal 三torage af the Nellis system - Grie with the wells at their current iEve: $\because$ output ard arie with use of the wells discoritimued, Tabie Xi. These twa cases were corisidered because the base wells indy be shut dawri if they are dirsctly attributable to larid

```
Subsiderice. In arder to prepare Nel:is for the future and
increase system reliatility, Nellis may warit trg corisider
constructiori af this storage ahead of tinne.
```

Table XI. Starage Summaries

|  | With wells | Osritract Orily |
| :--- | ---: | ---: |
| Standty | $\mathbf{3}, 450,000$ | $3,379,000$ |
| Equalizing | $3,336,300$ | $4,150,000$ |
| Fire | 600,000 | 500,000 |
| Operaticial | 0 | 0 |

Tota1 3, 295, 300 13,529,000

Assuming a $95 \%$ efficiericy, this wauld meari itelis should have a total storage of approximately lo millier: gallans with the wells still aperatirg. If the wells stoind be discartirued, 14 millidr gallars are required.

## Model Dutput Arialysis

Transient Estimatior. Estimating the transiont periza for the water system madel gives an idea as ta how ars the system will take to recover fram a complete drairiage af sturage urder ricrmal Gperating conditigrs. Tiis represent a worst case situatiori; urider emergency corditizes まume Jemands could be shut off that would speed up the eplerishme periad. Far the purpases of simulatiorn a coriservative estimate is preferred. Figure $1=$ is a grapt af the trarsierit period under currert Gorditiors.


Figure 12. Transiert Feriod Estimation

The graph appears to iritially "jump" irita steady-state appraximately $\Xi-3$ days after start-up. It is expected that recovery urider normal coriditiars would take less than a day so that the service area wald ricit be withcut water. For model purf ases, a transierit periad of 10 days was picked to
ersure no problems with steady-state.
The simulation rurs urder future earditions reguired
reevaiuation of the trarisient periad because of the
semsitivity of the propased systems. The greater total
daily supplies were thar total daily demarid, the faster it
reached steady-state. This could be important irithat if
extra supplies cor allacaticirs are rict available, ther extra
starage may reed ta be built ta erisure that supplies da not
toittam out.
Validatior of Simple D Dutput. Validation is a process of increasing the comfiderce to an acceptable level so that the inferfrice made frarn the madel is correct for the autan: system. A simulaticon madel needs ta be validated Es it car be used to pravide sarne insight irita the behavior of the system. Everit, Extreme Carditior ard Histarical Data walidation were discussed in Chapter E. Ualidity ir the coritext of this chapter deals with testing historicai dat i Fram the currert conditions model ard discussion af the irput-cutput transformatior.
Usirg the histarical data on tatal water starage that ja soilected every two hours, sample mearis were coilected jo be used as parameter estimatars. From the madel cutput dàa sample me ris were alsa collected for compariscri. A "t" test compariscirs af means was dome to see if the model autput data was approximately equal to the actual Mistorical data. Four

```
times were choser, - twelve Goclack {GM ard FM% and 5ix
```

Gracock (AM arid FM).

Using equivalert mears as the ruil hypothesis and a level af sigrificarice，$\alpha$ ，equal to． 0 ，the follawirig data was tested usirg the $t$ statistic（Table XII）．

Table XII Validaticin Output

| Time | $\mu$ | $\overline{\mathrm{r}}$ | 5 | r | $t$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $1 E \mathrm{FM}$ | ここロこ | 2037 | 507 | 41 | 1.3 |
| 5 AM | 3058 | 2374 | 431 | 41 | 1．12 |
| 12 AM | 2880 | 2943 | 4 CB | 41 | ． 342 |
| 6 FM | こ6こ1 | 277こ | 459 | 41 | ㄹ． 11 |

All storage levels pass the 0 os sigrificarice level except for 5 FM．The valise however is clase to passing （tart＝ב．OEi ard is well withir the oe level of sigrificarice．Therefore，the madel data will therefore be ccirisidered as acceptable．

Irterpretation of Rurs．A lack at the SIMFLE＿1 Gutptit （text and graphical）reveals sigrificart infomation abcut the behaviar af the system．Table XIII is a listing af the mear daily mirimums ard their $35 \%$ corfidernce limits urder curnent cornditicns．

Table XIII. Current こarditions Sinulatiorns


Case 1. Rur Dre was to test currert corditions and $\equiv E E$ if the base demard could be met with the base wells Gperatirg ar a is hour scheduie. Because the Cra supfly is curtailed durirg midday (i AM - 10 FM ), the manimum drap ir stcimage accurs at this time. Therefore, the well replerishmerit periad was set up far righttime from 12 FM to 9 AM. The daily inirimum starage is cornsisteritiy at zere. Alicwing the wells to replerish urider the curnerit carditioris would allaw storage to build ta ar acceptable level.

Gase ㄹ. Run two was to test ard see what the minimun storage would be if the well rates were returred to their previcus 1385 rates with the eight hour replerishment perict ard upgrade af whe desert well transmissign line. Ar,

```
average mirimum starage af e, PGC ngals shcws a dramatic
increase in water supply with the wells back ta their
ariginal levels ard transmission lines. A quicin Examinatiem,
of the daily maximum also shows that it apprgaches the total
available stcmage.
Case S. Ruri three was desigried ta maritor the effects of a fire at the worst passible tine af the day, six fM. The fireficw will therefare be requined till just befire the CRC curtailment periad is over. The minimum storage leved reached is an approximate average of 1300 kgals with a standard deviation of 642 kgals . Using the rigrmal distributicm, the protability of zero total starage accurs in the \(2.4 \%\) rarge of the tail.
This seems relatively small, however the water is lacated in various tarks ard dispersed arcurd the base. Even a law probability of zerg tatal storage is serigis Eecause the pressure may be tag law cir water firm cuiter areas may be tog slaw in reachirg a fire.
Case 4. Ruri 4 was ta test ar unilikely tut passitle worst case scerarig. The fire lada was raised ta 4000 gpm for 4 rours alsc gccurrirg at 6 FM. As expected, the tata: base storage dropped everi further down ta 345 kgals . The probability of zera total stomage ircreases ta about 6. \(3 \%\). Again, the same logic applies corncerririg decreased pressure and dispersicirn of water.
```

Sase E. Rim 5 was to test the resporse $t=A$ fire $=$ ary time dumirg the day. The total mirimum storage mises tit ari average af 1840 kgals at a stardard deviation of EEO. Dccurrerices during non-curtailmerit pericds appear to be hardled by the CRC flow simce it is deperiderit upari demarid ard starage levels.
 average ard mirimum stomage levels for future corditicons. These values will be used ta calculate confiderice intervalj ard compare them with the civilian storage requiremerts.

Cases 6 and 10. At 10 cfs ard rio well support, the total water storage carmat accumulate emough to average E.an a half millior galloris a day.

Cases 7 ard 11. At 10 ofs ard well suppart uricer Gurrent flawrates, the water again dedes nct accumiate Encugh to suppart the base although it is sigrificartiy higher than witheut the we:15.

Cases 3 ard 1 IJ. At 15 cfs ard ru well upport, the result is agair the same - the water dies rict accumulate ericugh to support the base.

Case 9. 只ur 3 was to test 15 cfs with well suppert at currint flawrate for $1 \in$ hours with 9 mg worth of starage auaijasie. The supplies are able to support the base demard; however, the average daily storage does mot iricrease beyord the $35 \%$ corfidence iritervals of 6143 and Soie made.

Table XIV．Future Rans Dutput

| Future Cornitiars |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Case | Daily | Stu | Daily | Stc | Saisy | 3さ」 |
| No． | Max | Dev | Ave | Dev | Min | Dev |
| 6 | 745 | 141 | 343 | 15 | $\sigma$ | － |
| 7 | 444 | 130 | 105.6 | 47 | 0 | － |
| 3 | 5773 | 673 | 6073 | 736 | 4595 | 323 |
| 3 | 1315 | 2ご | 975 | ：79 | 0 | －－ |
| ：0 | 745 | 142 | 343 | $15 \Xi$ | 0 | － |
| 11 | 444 | 130 | 106 | 47 | 0 | － |
| 13 | 10200 | 351 | Э5ご | 306 | 3647 | 337 |
| $: 3$ | 1816 | $\Xi こ 7$ | 975 | 173 | 0 | － |
| $: 4$ | 10780 | 313 | Эご5 | 413 | 5778 | こここ |
| 15 | 3695 | 542 | 7375 | 503 | ここ13 | 30\％ |
| ：5 | 11960 | 1052 | 10250 | ：033 | 7377 |  |

 ther sufficierit average storage has nct teen reaches．

Jase iE．Run $1 巳$ tests the same corditioris as Rum 3 except the available storage increases to is mg．The average available storage has $35 \%$ corfiderce irtervais af 7610 and 9447 ing ．This is well above the average 9900 Kgals required for stardby．

Case 14．Rurs 14 was ta test using the GRC ficw grily at a flowrate -5 cfs．It is quickly ruticeable that there

 of apprqximately ЭEヨコ and ヨi7S．ThesE tru ame wel：abcive the 9900 kgals required for stardty storage．

Cases iE Pua 15 was ta checim the minimum staraje watio ：5 afs and 16 haurs well producticu at cumrerit ratミミ ヨe」：－

三Gmenhat surpmising since 10 mg waj the calcuaztec fothre starage．Evidertly，the upper level storage limit terdej is push the average down．However，gono kgals i三relatitey



GaEss is．Rur is used arly a larse こra ficm as ir－ 14 hGwever with Encreased total starage of ：4 my．Th：
 ard 50,090 gainoris．

Tinere were many ather cases that could have tミミteさ mith
 ever mGre prosibilities nere gerarated．Fir Example，ary tife zase welis arid cipe were corsidered liere．in fact． Juming the latter 三tages af research it－as bec：ne acoiz．．．
 int the madel．

## V. Conclusions and Recommendations

## Conclusions of Objective One-

Research question one was to analyze the Nellis water system using basic deterministic techniques, personal interviews and personal observations.

The Nellis Water System. The Nellis water system has reached a critical point in its capacity in terms of meeting its current ard future demands. The current system is composed of 5 million gallons storage and two sources of limited growth potential: base wells and the Colorado River Commission. As listed and shown in chapters 2 and 4, the system has many specific components and interconnections.

Anmual demand versus supply figures show that the supply problems peak during the summer months because of electric company curtailments. Incmeasing demands onar the past several years have dropped storage levels within the tanks to the point that during peak consumption/low supply periods the possibility of a catastrophe is very real. This is particularly critical in the late aftemoon before 10 PM .

Looking at proposed growth plans and historical data, a conservative growth rate estimate of 30 percent was determined. Comparing demand projections based this growthrate to current water supplies shows a significant shortage. To make matters worse, the availability of
alternative supplies appears bleak as well. New groundwater supplies are not likely to be obtained because of restrictions in obtaining well permits from the state engineer. Contract water sources are currently a possibility although they may be at a premium price and their availability over the long haul is suspect.
Base Supplies. The reduced output of the base wells plays a large part in Nellis' current predicament. According to recent historical documents and interviews, the well flowrates can be increased by vigonous maintenance projects to clean up andfor rebore the existing wells. A policy of constantly running the wells and constant drawdown :Nas evidently caused the well casing perforations to clog. Once the wells are rehabilitated, an operating schedule with a sufficient amount of replenishment time needs to be instituted. Last but not least, operating wells without proper well permits from the State Engineer's office is a violation of state law. Well permits for operating wells need to be established as soon as possible.
The Nellis Transmission System. Having examined the average storage totals throughout the day and the average CRC flow, it is apparent there exists a hydraulic problem preventing the flow of CRC water to the base. Interviews with various personnel have suggested that residual system pressure allows tank 563, which controls the CRC flow, to
fill too rapidly and thus reduce the flow. A hydraulic analysis needs to be done in order to determine if booster pumps or valving or perhaps switching metering to the 3 mg reservoir might be appropriate.

Base Storage. According to calculations performed, the Nellis system does not apply very well to Air Force storage criteria and guidance. By typical civilian design standards, the base is severely deficient. Nellis should corsider the mear term solution of construrtion of at least another 5 mg of starage to give them a total of 10 mg . Eecause of the potential political problems with the wells and lacal storage criteria ( 3 days), an extra 4 mg should be considered as well.

Two basic problems appear to exist in calculating water storage requirements for Air Force bases. First, the military storage requirements are less reliable than those of civilian counterparts. Civilian guidelines call for at least a full days demand and the fire load as standby storage. Air Force requirements notes that only the fire requirement must be kept on hand - the storage should be sized for only half the average daily demand.

Second'y, the Air Force guidance is significantly more ambiguous. The phrase, "available under emergency conditions" does not specify what type of condition or what is affected. The civilian interpretation however calls for
the lass of primary service or the largest least reliable service.

Contract Sources. Contract sources appear to be the best source for new supplies of water. The current allocation of 4000 af at a rate of 6 efs with the Colarado River Commission is guaranteed in perpetuity at this time. Increasing this rate to 10 efs or 16 cfs and 6000 af would be the optimal long term solution based on economics. CRC is the primary supplier of water within the valley and its water is cheapest. Political reality however dictates that the other four users will not be willing to give up their share and possibly diminish their long term growth. Because Hellis does not use anywhere mear its total annual allocation, it rould also receive water during the curtailment period and not exceed its annual limit. This incurs a substantial demand penalty \{approximately $\$ 32,000 /$ month but in relation to other utility bills this is relatively insignificant, i.e., the electric bill.

The last alternative is to therefore buy water directly from orie of the other users to augment the base wells and the CRC. This is the most expensive alternative but guarantees future supplies, see Alternative Supply Costs in chapter 4.

## Conclusions of Dbiective Two

Objective Two was to use a higher order simulation language to macroanalyze a utility system such as a water network.

In order to use a higher order simulation language, the system was modeled using only the water sources and storage tanks and a composite demand. The intent was to mimic an "irventary" system as in discrete simulations.

The purpose was to devise a relatively quick, simple tool to analyze a utility.

The normal distribution was hupothesized tc fit the daily and hourly demand and this proved to be true usirig Rankit plots and the AID computer program. Using time dependent storage levels in comparison with historical data provided a reasonable means of validatior: Both statistical testing and qualitative observation of these parameters were used.

Problems occur however when non-linearities are involved that are a function of the system. Pumped fluid systems work well because their flow is more nearly constant. Gravity fed flows however are based on the nonlinear Bernoulli equation. This in turn is a function of the many 1 ines and nodes of the sysiem which were not intended to be modeled. These non-linear equations could be
modeled; however, the time and difficulty are prohibitive when hydraulic programs are available.

A complicated, in-depth analysis therefore should use a precise, detailed hydraulic simulation program. For a simplified overview the generic simulation language is acceptable. The great benefit to a hydraulie simulation program is that once the mary details are completed, it can be used repeatedly and adjusted to a high accuracy.

The simulation model was used to test several conditions such as fire laading, well scheduling and increased Colorado River Commission flows. The fire laading was done under current conditions and shows the system does not completely drain; however, the low storage levels reached are still of comcerm. Unless well outputs can be returned to their previous rates, the wells cannot be scheduled for arything appraaching an 8 hour replensshment period.

Runs were also done to test the calculated storage levels urder future conditions. The average storage levels derived from the simulation also support constructing another 5 million gallons in order to sustain civilian standby storage. Other rums were also done to determine the mecessary increased flows for future demands.

## Appendix $A=$ Simulation Model Code

```
{This simulation is to model the Nellis Water Distribution
System} DECLARE;
    GLOBALS:
        We111:
        Wel12:
        Wel18:
        Wel14:
        Wel16:
        Wel17:
        Wel111:
        Wel112:
        Wel113:
        Wel114:
        Wel1Total OBSERVE_STATS:
        CRCSup:
        CRCFlow:
        CRCFlawInitial OBSERVE_STATS:
        CRCVIv:
        Curtailment:
        TotalRateIn:
        TotalRateDut:
        TotalBas:eStorage TIME_STATS:
        TotalStorage:
        TBS OBSERVE_STATS:
        TBS24:
        TBS2:
        TB54:
        TBS6:
        TBSB:
        TBS10:
        TBS12:
        TBS14:
        TBS16:
        TBS18:
        TBSEO:
        TBSE2:
        TBSLowest:
        TBSAv:
        TBSMax:
        TBSStd:
        TBSPlot:
        ON:
        OFF:
        BaseDemand:
        FutureDemarid:
        FuturePercent:
```

        87
    ```
    FireDemand:
    TimeBetweem:
    FireStart:
    Fireflow:
    Duration:
    RunNo:
    NumRuns:
    RunLength:
    Day:
    TimeQfDay:
    Index:
    Restart1:
    Restarte:
    InitialNoWaterTime:
    Nowater:
    DailyDemand:
    RestPeriod;
    ENTITIES:
    Contral(1);
DEF_SCREEN: Menu, 1, 1,80, 2S, YES;
+
                                    Nellis AFB Water Supply System Aralysis
    This simulation to determine the adequacy of the water
supply syst em at Nellis in the event of fire and possible
future growt:h.
Grumbach, 1589
    Please set the model's parameter values:
    Colorado River Commission Base Wells
    Flowrate:
    Curtailment time:
    Is there a fire?
    Time it occurs:
    Flowrate required:
    Duration:
    Time Between fires:
    Future growth Total Starage
        Percent (x) expected: Available:
    Simulation data
    Length of run: Number of runs:
    Enter a 1 to start or a 0 to re-enter model
pa:`ameters: +
DEF_SCREEN: PICTURE, 1,1,80,14, YES;
+
```



```
    ACCEPT, 61, 12, RestFeriad;
    ACCEPT, こ6, 16, FireStart, , 24;
    ACCEPT, 29,17, FireFlow,0,1500;
    ACCEPT, 48, 16, Durat i on,, 24;
    ACCEPT, 59, 17,T imeBetweer, 4B;
    ACCEPT, 32, 20, Fut urePercent, 0,50;
    ACCEPT, 50, 20, TotalStorage, O;
    ACCEPT, 25, 23, RunLength, 24;
    ACCEFT, 56, 23, NumRums, 1, 5;
    ACCEPT, 66, 24, Index;
BRANCH Index (1, RunMenu:
                                    ,NextScreen;
NextScreen
SCREEN, PICTURE, 1,1,1,15,0;
SCREEN, FLOTQ, 1,0,1,15,0;
SET STOP_TIME:=RunLength;
END;
DISCRETE;
CCity Supply)
    CREATE, 1, Contral, 24,0;
    SET CRCVIv:=ON;
    ACTIVITY 10;
    SET CRCVIV:=OFF;
    ACTIVITV Curtailment;
    SET CRCVIv:=ON;
    KILL;
{Well Schedule}
    CREATE, 1, Control, 24,0;
    SET Wel11:=OFF: Wel1P:=OFF:
                We114:=OFF: Wel18:=0FF:
                Well6:=OFF: Well7:=DFF:
                Well11:=OFF: Wel11P:=OFF:
                Wel113:=OFF: Well14:=OFF;
    ACTIVITY RestPeriod;
    SET Well1:=7.1: Well2:=15.5:
            Wel14:=13.8: Wel18:=11.8:
            Well6:=16.6: Wel17:=17.9:
            Wel111:=15.1: We1112:=こO.7:
            Wel113:=2O.9: Wel114:=12.1;
    KILL;
{Base Demand Schedule}
    CREATE, 1, Control, 24,0;
{1巳PM} SET DailyDemand:=NORMAL (5605,581,1);
    SET BaseDemand:=0.0233*DailyDemand;
    ACTIVITY 2;
    SET TBS2:=TotalBaseStorage;
    SET BaseDemarid:=0.0274*DailyDemand;
    {EAM} ACTIVITY こ;
```

```
    SET TRS4:=TotalAaseStorage;
    SET BaseDemard:=0.0303*DailyDemand;
        ACTIVITY ミ;
    SET TBS6:=TotalBaseStorage;
    SET BaseDemand:=0.0540*DailyDemand;
        ACTIVITY 2;
    SET TBSB:=TotalBaseStorage;
    SET HaseDemand:=0.060こ*DailyDemand;
    SET TBS10:=TotalBaseStorage;
    SET PaseDemand:=0.03*DailyDemand;
                ACTIVITY 2;
    SET TBS12:=TotalBaseStorage;
    SET BaseDemand:=0. 0こЭこ*DailyDemand;
                ACTIVITY 2;
    SET TES14:=TotalBaseStorage;
    SET BaseDemand:=0.0307*DailyDemarid;
        ACTIVITY こ;
    SET TBS16:=TatalBaseStorage;
    SET BaseDemand:=0.0381*DailyDemarid;
                ACTIVITY 2;
    SET TBS1B:=TotalBaseStorage;
    SET BaseDemand:=0.0615*DailyDenand;
                ACTIUITY 2;
    SET TBSEO:=TotalBaseStorage;
    SET BaseDemand:=0.0783*Dail yDemarid;
                ACTIVITY 2;
    SET TBS2巳:=TotalBaseStorage;
    SET BaseDemand:=0.03692*DailyDemand;
                ACTIVITY 2;
    SET TBSE4:=Tota1BaseStcrage;
        SET TBSLowest:=TIME MIN(TotalBaseStorage):
        TBSAV:=TIME_AVE(TotalBaseStorage):
        TBSMax:=TIME_MAX (TotalBaseStorage):
        TBSStd:=TIME_STD(TotalBaseStorage);
        BRANCH FireFlow>O,Fire:
                    ,Output;
Output
WRITE, OUT 1, /: TBSMax, 3, 0:TBSAV, 8,0:TBSLowest, 8,0:TBSStd, 8,0:
TBS24, 8, 0:TBS6, 8, 0:TBS12, 8, 0:TBS18, 8, O; Fire CLEAR;
    KILL;
    CREATE, 1, Control, TimeBetween, TimeBet weer,;
    ACTIVITY UNIFORM(1,24,3);
    SET FireDemand:=FireFlow;
    ACTIVITY Duration;
    SET FireDemand:=0;
```

WRITE, DUT $1, /:$ TBSMax, $8,0:$ TBSAv, $8,0:$ TBSLowest, $8,0:$ TBSStd, 8,0 ; SET TotalBaseStorage: =NORMAL (2590, 675, こ); KILL;
(Are the tanks full or going empty? MONITOR TotalBaseStorage: IF FireDemand) O THEN;

SET TBS:=TotalBaseStorage;
END_IF;
SET ${ }^{-}$CRCF low: $=($BaseDemand*0. 15629 ) -
(TotalBaseStorage*. 03544) +219.16;
IF TotalBaseStorage $=\mathbf{=} 95 *$ TotalStorage THEN;
SET Welli:=OFF: Welle:=OFF:
Wel14:=DFF: Wel18: =DFF: Restart1: = ON;
ELSE;
IF Restart $1=0 \mathrm{~N}$ THEN;
SET Well1:=7.1: Welle:=15.5: Well4:=12.1: Wel18:=11.8: Restart $1:=$ OFF;
ELSE;
SET Restart 1:=OFF;
END_IF;
END_IF;
IF TotalBaseStorage $=.95 *$ TotalStorage THEN;
SET Wel16:=OFF: Wel17:=0FF:
Well11:=OFF: Welli巳:=OFF:
Wellis:=OFF: Welli4: = DFF:
Restart2: = ON;
ELSE;
IF Restarte $=$ ON THEN;
SET Well6:=16.65: Wel17:=17.7:
Well11:=15.1: Well12:=20.7:
Wel113:=20.9: Well14:=12.1:
Restarte: $=$ OFF;
ELSE;
SET Restart2:=OFF;
END_IF;
END_IF;
IF TotalBase5torage (O THEN;
SET TotalBaseStorage: $=0$;
END_IF;
END_MONITOR;
CREATE, 1, Contral, 1, 0 ;
SET TESFlat:=TotalBa-EStorage/TatalStorage*10;

```
    SCREEN, FLOTQ, 0,0,0,10,0;
    CHART, こ7+MOD(STIME, 60), 10, 1, 178, TESFlat,10;
SCREEN, FICTURE, 0, O, 0, 1巳,0;
    SHOW, 33, 6, WellTotal, 5,0;
    SHOW, 33, 7, BaseDemand, 5,0;
    SHOW, 33, 5, CRCSup, 5, O;
    SHOW, 52, 4, TotalBaseStorage, 8,0;
    SHOW, 51, 13, FireDemand, 6,0;
    SHOW, 65, 13, FutureDemand, 6, 0;
    SHOW, 33, 2, Day, 3,0;
    SHOW, 33, 3, TimeOfDay, 2,O;
IF TimeOfDay>
    SET TimeDfDay:=1:
        Day:=Day+1;
    ELSE;
    SET TimeOfDay:=TimeDfDay+1;
END_IF;
KILL;
```

CREATE, 1, Control, 0. 25,0;
SET CRCSup:=CRCFlow*CRCVIv:

WellTotal:=Well1+Well2+Wel14+Wel18+Wel16+Wel17+Wel:11+Well1E + Welli3+Welli4:

TotalRateIm:=WellTotal +CRCSup:
FutureDemand:=BaseDemarid*FutureF'ercerit/100:
Total RateOut : = BaseDemand+FutureDemand+FireDemarid: TotalBaseStorage $=$ =TotalBaseStorage + O. ES* (TotalRateIn TotalRateOut); KILL;

```
CREATE, 1, Control, RunLength, 240, NumRuris;
CLEAR;
KILL;
```

END; \{Discrete section\}
CONTINUOUS;
END;
POSTRUN;
REPORT, 'rur. aut';
CLEAR;
BRANCH RunNo=NumRuns, EndRuri:
, Cant inueRur;
CoritirueRuri KILL;
EridRur CLOSE, DUT1; STOF;
END;

| Day | CRC Daily Output |
| :---: | :---: |
| 1.0000 | 1840.0 |
| 2.0000 | 1440.0 |
| 3.0000 | 1440.0 |
| 4.0000 | 1430.0 |
| 5.0000 | 1600.0 |
| 6.0000 | 2590.0 |
| 7.0000 | 1740.0 |
| 8.0000 | 1920.0 |
| 9.0000 | 1600.0 |
| 10.000 | 1520.0 |
| 11.000 | 1380.0 |
| 12.000 | 2050.0 |
| 13.000 | 2000.0 |
| 14.000 | 2000.0 |
| 15.000 | 1970.0 |
| 16.000 | 1700.0 |
| 17.000 | 1830.0 |
| 19.000 | 1970.0 |
| 19.000 | 2050.0 |
| 20.000 | 2070.0 |
| 21.000 | 2010.0 |
| 23.000 | 2180.0 |
| 23.000 | こ580.0 |
| 24.000 | 2240.0 |
| 트.000 | 1800.0 |
| 26.000 | 2400.0 |
| 27.000 | 1970.0 |
| 28.000 | 2270.0 |
| 29.000 | 2600.0 |
| 30.000 | 2620.0 |


| Day | Well 1 | Well 2 | Well 4 | Well 8 |
| :---: | :---: | :---: | :---: | :---: |
| 1.0000 | 170.00 | 200.00 | 460.00 | 590.00 |
| 2.0000 | 120.00 | 200.00 | 550.00 | 370.00 |
| 3.0000 | 130.00 | 340.00 | 540．00 | 10.000 |
| 4.0000 | 200.00 | 240． 00 | 330.00 | ここO．00 |
| 5.0000 | ここ0．00 | 270.00 | 300.00 | 140.00 |
| 6.0000 | 260.00 | 700.00 | 460.00 | 0.0000 |
| 7.0000 | 80.000 | 250.00 | 160.00 | 0.0000 |
| 8.0000 | 290.00 | 610.00 | 140.00 | 370.00 |
| 9．0000 | 20．000 | 730.00 | 320.00 | 0.0000 |
| 10.000 | 70.000 | 520.00 | 560.00 | 0.0000 |
| 11.000 | 200.00 | 570.00 | 120.00 | 380.00 |
| 12.000 | 180.00 | 0.0000 | 480.00 | 630.00 |
| 13.000 | 220.00 | 420.00 | 350.00 | 450.00 |
| 14.000 | 180.00 | 420.00 | 410.00 | こ10．00 |
| 15．000 | 180.00 | 410.00 | 110.00 | 430.00 |
| 16.000 | 180.00 | 190.00 | 441.00 | 400.00 |
| 17.000 | 170.00 | 470.00 | 3こ0．00 | 0.0000 |
| 18.000 | 350.00 | 0.0000 | 330.00 | 170.00 |
| 13.000 | 230.00 | 640.00 | 370.00 | 660.00 |
| 20.000 | 180.00 | 0.0000 | 140.00 | 0.0000 |
| こ1．000 | 170.00 | 0.0000 | 470.00 | 470.00 |
| 22．000 | 150.00 | 600.00 | P80．00 | 500.00 |
| 23.000 | 120.00 | 560.00 | 0.0000 | 490.00 |
| 24.000 | 170.00 | 0.0000 | 170.00 | 4こ0．00 |
| 25.000 | 60.000 | 440.00 | 470.00 | 0.0000 |
| こ6．000 | 140.00 | 580.00 | 400.00 | 420.00 |
| 27．000 | 130.00 | 640.00 | 0.0000 | こ10．00 |
| こ8．000 | 160.00 | 0.0000 | 450.00 | 560.00 |
| E3．000 | 230.00 | 570.00 | 540.00 | 350.00 |
| 30.000 | 230.00 | 590.00 | 540.00 | 0.0000 |

Day
weil 6
530.00
360.00 390.00 460.00 500.00 340.00 430.00 7．． 00 .0000 7.0000 10.000 11.000 12.000 13.000
14.000
15.000
16.000
17.000 18.000 19.000 20.000 21．000 ここ． 000 23.000 24.000 25． 000 26.000 27．000 28.000 こ． 0.000 30.000
2.0000
3.0000
4.0000
5.0000 －．OO， 450.00 340.00 410.00 420.00 410.00 360.00 450.00 430.00 370.00 400.00 300.00 400.00 400.00 380.00 430.00 370.00 430.00 330.00 430.00 360.00 370.00 370.00 370.00

Well 7
Well 11
430.00 400.00 410.00 460.00 540.00 400.00 440.00 360.00 460.00 500.00 380.00 420.00 400.00 470.00 480.00 400.00 420.00 470.00 440.00 460.00 410.00 390.00 400.00 410.00 400.00 430.00 $4 \Xi 0.00$ 440.00 460.00 400.00
360.00 390.00 380.00 380.00 $4 \Xi 0.00$ こ90．00 360.00 360.00 380.00 340.00 380.00 370.00 350.00 370.00 380.00 330.00 330.00 320.00 370.00 350.00 380.00 320.00 370.00 350.00 360.00 350.00 370.00 370.00 360.00 360.00

| Day | TESE4 | TESE | TES4 | TES6 |
| :---: | :---: | :---: | :---: | :---: |
| 1.0000 | 3198.0 | 3476.0 | 3678.0 | 3770.0 |
| こ．0000 | 2950．0 | 3こ62．0 | 3500． 0 | 3738.0 |
| 3.0000 | 2924.0 | 3220．0 | 3428.0 | 3638.0 |
| 4.0000 | 3168.0 | 3416.0 | 3634.0 | 3638． 0 |
| 5.0000 | 3127.0 | 337こ．0 | 3480.0 | 3610．0 |
| 6.0000 | 2700．0 | 2917．0 | 3018.0 | 3こ76．0 |
| 7.0000 | 2375． 0 | 2768.0 | こヲ6こ． 0 | 3316.0 |
| 8.0000 | 2850．0 | 3150.0 | 3310.0 | 3490.0 |
| 3.0000 | 2138．0 | E640．0 | こ346． 0 | 3144.0 |
| 10.000 | 2こ96．0 | E648．0 | こヲここ． 0 | 3076.0 |
| 11.000 | こここ6．0 | こ6こ4．0 | 3007.0 | 3こ40．0 |
| 12.000 | 278е． 0 | ご32．0 | 3こ07．0 | 3こ3こ．0 |
| 13.000 | 1778.0 | 2086．0 | 2284．0 | こうЭ8．0 |
| 14.000 | 1864.0 | ごここ． 0 | 2428.0 | ごフこ． 0 |
| 15.000 | 1713.0 | 2160．0 | 5470．0 | 2670.0 |
| 16.000 | 1740.0 | ここ44．0 | こ594．0 | こ868．0 |
| 17.000 | 1466.0 | 2100．0 | こ396．0 | 2818．0 |
| 18.000 | 1854.0 | 2124.0 | こ374．0 | こ580．0 |
| 13.000 | 1516.0 | 1860.0 | こ379．0 | 2510.0 |
| 20.000 | 119 E 0 | 1623.0 | 1784.0 | ここのこ． 0 |
| 21.000 | 1244．0 | 1628.0 | 1778.0 | こ340．0 |
| 2こ．000 | 1384.0 | 1620.0 | 17 130．0 | こころ3．0 |
| 23.000 | 1658.0 | 2114.0 | 2388.0 | こ638．0 |
| 24．000 | こ076．0 | 2568．0 | 2600.0 | 2706．0 |
| 25.000 | 2913.0 | 3118.0 | 3366.0 | 4037.0 |
| 26.000 | こここ6．0 | こ75こ．0 | こ9ここ． 0 | כ188．0 |
| 27．000 | こ166．0 | 2497．0 | こ8こ4．0 | 29ล2． |
| 28．000 | 1996.0 | こ440．0 | 2630.0 | 2348．0 |
| 29．000 | 2こ1日．0 | 2510.0 | 2940．0 | 5179．0 |
| 30.000 | こうこ0．0 | 2644.0 | 2750.0 | ここも6． 0 |

Day
1.0000

2． 6000
3.0000
4.0000
5.0000
6.0000
7.0000

8． 0000
9.0000
10.000
i1． 000
12.000
13.000
14.000
15.000
16.000
17.000
18.000
19.000

20．000
21.000

ここ． 000
23．000
E4． 000
25.000
26.000
27.000
28.000

Е3．000
30.000
tass
3700.0 3722.0 4082． 0 3700.0 3532.0 3290.0 3250.0 3240.0 3131.0 3319.0 3448.0 3484.0 2430.0 $-582.0$ 2816.0 2700．0 E581．0 2582． 0 2429． 0 2204．0 2394．0 2144．0 2538.0 2800.0 3320．0 3168.0 2970.0 2784.0 3152.0 3166.0

TBS10
3660.0 3668.0 4054.0 3780.0 3564.0 2900.0 3032.0 3150.0 2976．0 3162.0 3366.0 3413.0 E534．0 285.3 .0 2921．0 2456． 0 2647.0 2736.0 2314.0 2ここ0．0 2312．0 1988.0 E412． 0 3576.0 3304.0 3029.0 2584．0 2600． 0 2848.0 こ306． 0

TBS！2
$3554.0 \quad 3486.0$ 3566.0 3510．0 3756.0 3796．0 $3754.0 \quad 3766.0$ $3500.0 \quad 3424.0$ $3148.0 \quad 3140.0$ 3107.0 3Еこ5． 0 こэЭอ． 0 こ918．0 3015.0 2768．0 3ここ0．0 3172.0 3294．0 3こ9こ． 0 3ここ5．0 3050.0 2576.0 2560．0 2862． 0 E868． 0 2992．0 2946．0 2644.0 2805.0 2673． 0 2086． 0 2200．0 2074.0 1716.0 E276． 0 2534.0 3236.0 2780．0 E770．0 2452． 0 2998． 0 2704.0

TBS 14 3796.0
3766.0 2846.0
2626.0 2601.0 2554.0 2080．0 2196．0 อ0эะ． 0 1546.0 2192． 0 2506． 0 32この．0 2632． 0 2680.0 2656． 0 E653． 0 2706.0

| Day | TSS 16 | TES18 | TESEO | TESEE |
| :---: | :---: | :---: | :---: | :---: |
| 1.0000 | 3450.0 | 3424.0 | こちこ6． 0 | 2438．0 |
| 2．0000 | 3330.0 | 3333.0 | こ964．0 | こ758．0 |
| 3.0000 | 3754.0 | 3546．0 | 2734．0 | 2664．0 |
| 4.0000 | 3744.0 | 3684.0 | 2940．0 | こ838．0 |
| 5.0000 | 3374.0 | 3こ50．0 | こ676．0 | 2e64．0 |
| 6.0000 | 3118.0 | 3040.0 | 2372． 0 | 1974.0 |
| 7.0000 | 3164.0 | 3014.0 | 2700.0 | E400． 0 |
| 8．0000 | 2778．0 | 2818.0 | 2164.0 | 1750.0 |
| 9.0000 | 2782．0 | 2760.0 | こ400．0 | Eこ60．0 |
| 10.000 | 2914．0） | 2940.0 | こごこ．0 | 1708.0 |
| 11.000 | 3こ12．0 | 3024.0 | 2580．0 | こ390．0 |
| 12.000 | 3896．0 | 2789.0 | ご1こ．0 | 1640.0 |
| 13.000 | 2570.0 | 2080.0 | 1750.0 | $1: 70.0$ |
| 14.000 | 2770.0 | 2700.0 | 1874.0 | 1456.0 |
| 15.000 | 2730．0 | E420．0 | 197こ． 0 | 1508.0 |
| 16.000 | 2506．0 | 1898.0 | $17 こ 4.0$ | 1380.0 |
| 17.000 | E660． 0 | 2530.0 | 1860.0 | 1470.0 |
| 18．000 | 2708．0 | 2312．0 | 1808.0 | 1286．0 |
| 19.000 | 1974.0 | 1842.0 | 1426.0 | 978．00 |
| 20.000 | 2170．0 | 1810.0 | 147こ．0 | 114 E ． 0 |
| E1．000 | 2028．0 | 193 ． 0 | 1332.0 | 94こ．00 |
| 22．000 | 1606.0 | 1556.0 | $1 こ 80.0$ | 1420.0 |
| 23．000 | ここコこ． 0 | 2112.0 | E048．0 | 1960.0 |
| 24.000 | こ532．0 | 28こ6．0 | こ796．0 | ご5こ． 0 |
| 25．000 | 3038.0 | 3098.0 | 2458．0 | 2054.0 |
| 26.000 | こ676．0 | 2こ62． 0 | E1E4．0 | E113．0 |
| 27.000 | 2604.0 | 2480.0 | 2016．0 | 1710.0 |
| 28.000 | E710．0 | อらここ． 0 | こ178．0 | 1808.0 |
| 29.000 | 2780.0 | 2518．0 | 2780．0 | こ07こ．0 |
| 30.000 | こ306．0 | 2コ16．0 | ここ70．0 | E060．0 |

## Appendix $\underline{C}=$ Distribution Fitting



Figure 13. Daily Tatal Frabability Distributian

Test Parameters

| Mean | 5.605 | Critical value | .242 |
| :--- | :--- | :--- | :--- |
| Std Dev | .592 | Test Statistic | .053 |
| Sample Size | 30 |  |  |
| Level of Sigrificarice | 0.050 | Accept Hypothesis |  |

```
af: Acre-Feet
cf: cubic feet
cfs: cubic feet per secorid
CRC: Colorado River Commissiors
gpm: gallons per mirute
kwh: kilcwatt per hour
mg: million gallors
mgd: million gallon per day
SNWS: Southerm Nevada Water System
tdh: total dymamic head
```

Corversions

| i acre－feet | 43，560 | cubic feet |
| :---: | :---: | :---: |
| 1 acre－feet | － 3259 | millicart gallars |
| 1 cubic fact per second | 448．831 | gallars per mirute |
| 1 gallon per mirute $=$ | ．00こここ8 cu | feet per secarid |
| millian gallars per day | 674.444 | gallors per mirute |
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## Abstract

The water supply system of a militany installation is ar irtegral part of the utility infrastructure and oritical to the mission of the base. The system must be prepared to handle domestic, industrial, fire-fighting ard chemical decontamination requirements in a reliable marrer.

The purpose of this study was to examine, through the use of standard techniques and computer modeling, the currerit and future supplies and demands of the water utility system at Nellis AFB, Las Vegas, Nevada. The desired macroscopic perspective suggested the use of accurate statistical and simulation techriques. A gerieral approach was taker sa that the procedure is applicable to ather Air Farce water systems $a s$ meil.

Eased on histarical data, current operatirig conditions arid projected demarids, the Nellis water system is at a critical point if the base managemerit is concerned about safety as well as future expansior. Current ability to fight a fire for extended periods is suspert. Currerit and future storage needs do not fit Air Farce guidance and are far below civiliar requiremerits. Future canstruction plars will sigrificaritly iricrease demards on the system. To accourit for these irmereased demarids, supplies must be increased as well. Urifortumately, there are few new sources ard the costs will increase dramatically.

The simulation model provided a tal for the arialysis of water systems ard could be useful in future utility arialysis.
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## Preface

This book began as class notes for a course we teach on applied statistical methods to hydrologists of the Water Resources Division, U. S. Geological Survey (USGS). It reflects our attempts to teach statistical methods which are appropriate for analysis of water resources data. As interest in this course has grown outside of the USGS, incentive grew to develop the material into a textbook. The topics covered are those we feel are of greatest usefulness to the practicing water resources scientist. Yet all topics can be directly applied to many other types of environmental data.

This book is not a stand-alone text on statistics, or a text on statistical hydrology. For example, in addition to this material we use a textbook on introductory statistics in the USGS training course. As a consequence, discussions of topics such as probability theory required in a general statistics textbook will not be found here. Derivations of most equations are not presented. Important tables included in all general statistics texts, such as quantiles of the normal distribution, are not found here. Neither are details of how statistical distributions should be fitted to flood data -- these are adequately covered in numerous books on statistical hydrology.

We have instead chosen to emphasize topics not always found in introductory statistics textbooks, and often not adequately covered in statistical textbooks for scientists and engineers. Tables included here, for example, are those found more often in books on nonparametric statistics than in books likely to have been used in college courses for engineers. This book points the environmental and water resources scientist to robust and nonparametric statistics, and to exploratory data analysis. We believe that the characteristics of environmental (and perhaps most other 'real') data drive analysis methods towards use of robust and nonparametric methods.

Exercises are included at the end of chapters. In our course, students compute each type of analysis (t-test, regression, etc.) the first time by hand. We choose the smaller, simpler examples for hand computation. In this way the mechanics of the process are fully understood, and computer software is seen as less mysterious.

We wish to acknowledge and thank several other scientists at the U. S. Geological Survey for contributing ideas to this book. In particular, we thank those who have served as the other instructors at the USGS training course. Ed Gilroy has critiqued and improved much of the material found in this book. Tim Cohn has contributed in several areas, particularly to the sections on bias correction in regression, and methods for data below the reporting limit. Richard Alexander has added to the trend analysis chapter, and Charles Crawford has contributed ideas for regression and ANOVA. Their work has undoubtedly made its way into this book without adequate recognition.

Professor Ken Potter (University of Wisconsin) and Dr. Gary Tasker (USGS) reviewed the manuscript, spending long hours with no reward except the knowledge that they have improved the work of others. For that we are very grateful. We also thank Madeline Sabin, who carefully typed original drafts of the class notes on which the book is based. As always, the responsibility for all errors and slanted thinking are ours alone.

Dennis R. Helsel

Robert M. Hirsch

Reston, VA USA
June, 1991

## Chapter 1

## Summarizing Data

When determining how to appropriately analyze any collection of data, the first consideration must be the characteristics of the data themselves. Little is gained by employing analysis procedures which assume that the data possess characteristics which in fact they do not. The result of such false assumptions may be that the interpretations provided by the analysis are incorrect, or unnecessarily inconclusive. Therefore we begin this book with a discussion of the common characteristics of water resources data. These characteristics will determine the selection of appropriate data analysis procedures.

One of the most frequent tasks when analyzing data is to describe and summarize those data in forms which convey their important characteristics. "What is the sulfate concentration one might expect in rainfall at this location"? "How variable is hydraulic conductivity"? "What is the 100 year flood" (the 99th percentile of annual flood maxima)? Estimation of these and similar summary statistics are basic to understanding data. Characteristics often described include: a measure of the center of the data, a measure of spread or variability, a measure of the symmetry of the data distribution, and perhaps estimates of extremes such as some large or small percentile. This chapter discusses methods for summarizing or describing data.

This first chapter also quickly demonstrates one of the major themes of the book -- the use of robust and resistant techniques. The reasons why one might prefer to use a resistant measure, such as the median, over a more classical measure such as the mean, are explained.

The data about which a statement or summary is to be made are called the population, or sometimes the target population. These might be concentrations in all waters of an aquifer or stream reach, or all streamflows over some time at a particular site. Rarely are all such data available to the scientist. It may be physically impossible to collect all data of interest (all the water in a stream over the study period), or it may just be financially impossible to collect them. Instead, a subset of the data called the sample is selected and measured in such a way that conclusions about the sample may be extended to the entire population. Statistics computed from the sample are only inferences or estimates about characteristics of the population, such as location, spread, and skewness. Measures of location are usually the sample mean and sample median. Measures of spread include the sample standard deviation and sample interquartile range. Use of the term "sample" before each statistic explicitly demonstrates that these only estimate the population value, the population mean or median, etc. As sample estimates are far more common than measures based on the entire population, the term "mean" should be interpreted as the "sample mean", and similarly for other statistics used in this book. When population values are discussed they will be explicitly stated as such.

### 1.1 Characteristics of Water Resources Data

Data analyzed by the water resources scientist often have the following characteristics:

1. A lower bound of zero. No negative values are possible.
2. Presence of 'outliers', observations considerably higher or lower than most of the data, which infrequently but regularly occur. outliers on the high side are more common in water resources.
3. Positive skewness, due to items 1 and 2 . An example of a skewed distribution, the lognormal distribution, is presented in figure 1.1. Values of an observation on the horizontal axis are plotted against the frequency with which that value occurs. These density functions are like histograms of large data sets whose bars become infinitely narrow. Skewness can be expected when outlying values occur in only one direction.
4. Non-normal distribution of data, due to items $1-3$ above. Figure 1.2 shows an important symmetric distribution, the normal. While many statistical tests assume data follow a normal distribution as in figure 1.2, water resources data often look more like figure 1.1. In addition, symmetry does not guarantee normality. Symmetric data with more observations at both extremes (heavy tails) than occurs for a normal distribution are also non-normal.
5. Data reported only as below or above some threshold (censored data). Examples include concentrations below one or more detection limits, annual flood stages known only to be lower than a level which would have caused a public record of the flood, and hydraulic heads known only to be above the land surface (artesian wells on old maps).
6. Seasonal patterns. Values tend to be higher or lower in certain seasons of the year.
7. Autocorrelation. Consecutive observations tend to be strongly correlated with each other. For the most common kind of autocorrelation in water resources (positive autocorrelation), high values tend to follow high values and low values tend to follow low values.
8. Dependence on other uncontrolled variables. Values strongly covary with water discharge, hydraulic conductivity, sediment grain size, or some other variable.

Methods for analysis of water resources data, whether the simple summarization methods such as those in this chapter, or the more complex procedures of later chapters, should recognize these common characteristics.

### 1.2 Measures of Location

The mean and median are the two most commonly-used measures of location, though they are not the only measures available. What are the properties of these two measures, and when should one be employed over the other?

### 1.2.1 Classical Measure -- the Mean

The mean $(\bar{X})$ is computed as the sum of all data values $X_{i}$, divided by the sample size n :

$$
\begin{equation*}
\bar{X}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \frac{\mathrm{X}_{\mathrm{i}}}{\mathrm{n}} \tag{1.1}
\end{equation*}
$$

For data which are in one of k groups, equation [1.1] can be rewritten to show that the overall mean depends on the mean for each group, weighted by the number of observations $n_{i}$ in each group:

$$
\begin{equation*}
\bar{X}=\sum_{i=1}^{n} \bar{X}_{i} \frac{\mathrm{n}_{\mathrm{i}}}{\mathrm{n}} \tag{1.2}
\end{equation*}
$$

where $\bar{X}_{i}$ is the mean for group i. The influence of any one observation $\mathrm{X}_{\mathrm{j}}$ on the mean can be seen by placing all but that one observation in one "group", or

$$
\begin{align*}
\bar{X} & =\bar{X}_{(j)} \frac{(n-1)}{n}+\mathrm{X}_{\mathrm{j}} \cdot \frac{1}{\mathrm{n}} \\
& =\bar{X}_{(j)}+\left(X_{(j)}-\bar{X}_{(j)}\right) \cdot \frac{1}{\mathrm{n}} \tag{1.3}
\end{align*}
$$

where $\bar{X}_{(j)}$ is the mean of all observations excluding $\mathrm{X}_{\mathrm{j}}$. Each observation's influence on the overall mean $\bar{X}$ is $\left(\mathrm{X}_{\mathfrak{j}}-\bar{X}_{(j)}\right)$, the distance between the observation and the mean excluding that observation. Thus all observations do not have the same influence on the mean. An 'outlier' observation, either high or low, has a much greater influence on the overall mean $\bar{X}$ than does a more 'typical' observation, one closer to its $\bar{X}_{(j)}$.


Figure 1.1 Density Function for a Lognormal Distribution


Figure 1.2 Density Function for a Normal Distribution

Another way of illustrating this influence is to realize that the mean is the balance point of the data, when each point is stacked on a number line (figure 1.3a). Data points further from the center exert a stronger downward force than those closer to the center. If one point near the center were removed, the balance point would only need a small adjustment to keep the data set in balance. But if one outlying value were removed, the balance point would shift dramatically (figure 1.3b). This sensitivity to the magnitudes of a small number of points in the data set defines why the mean is not a "resistant" measure of location. It is not resistant to changes in the presence of, or to changes in the magnitudes of, a few outlying observations.

When this strong influence of a few observations is desirable, the mean is an appropriate measure of center. This usually occurs when computing units of mass, such as the average concentration of sediment from several samples in a cross-section. Suppose that sediment concentrations closer to the river banks were much higher than those in the center. Waters represented by a bottle of high concentration would exert more influence (due to greater mass of sediment per volume) on the final concentration than waters of low or average concentration. This is entirely appropriate, as the same would occur if the stream itself were somehow mechanically mixed throughout its cross section.


Figure 1.3a The mean (triangle) as balance point of a data set.


Figure 1.3b Shift of the mean downward after removal of outlier.

### 1.2.2 Resistant Measure -- the Median

The median, or 50 th percentile $P_{0.50}$, is the central value of the distribution when the data are ranked in order of magnitude. For an odd number of observations, the median is the data point which has an equal number of observations both above and below it. For an even number of observations, it is the average of the two central observations. To compute the median, first
rank the observations from smallest to largest, so that $\mathrm{X}_{1}$ is the smallest observation, up to $\mathrm{X}_{\mathrm{n}}$, the largest observation. Then

$$
\begin{array}{ll}
\operatorname{median}\left(P_{0.50}\right)=\mathrm{X}_{(\mathrm{n}+1) / 2} & \text { when } \mathrm{n} \text { is odd, and } \\
\operatorname{median}\left(P_{0.50}\right)=\frac{1}{2}\left(\mathrm{X}_{(\mathrm{n} / 2)}+\mathrm{X}_{(\mathrm{n} / 2)+1}\right) & \text { when } \mathrm{n} \text { is even. } \tag{1.4}
\end{array}
$$

The median is only minimally affected by the magnitude of a single observation, being determined solely by the relative order of observations. This resistance to the effect of a change in value or presence of outlying observations is often a desirable property. To demonstrate the resistance of the median, suppose the last value of the following data set (a) of 7 observations were multiplied by 10 to obtain data set (b):

Example 1:

| (a) | 2 | 4 | 8 | 9 | 11 | 11 | 12 | $\overline{\mathrm{X}}=8.1$ | $\mathrm{P} .50=9$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (b) | 2 | 4 | 8 | 9 | 11 | 11 | 120 | $\overline{\mathrm{X}}=23.6$ | $\mathrm{P} .50=9$ |

The mean increases from 8.1 to 23.6. The median, the $\frac{(7+1)}{2}$ th or 4 th lowest data point, is unaffected by the change.

When a summary value is desired that is not strongly influenced by a few extreme observations, the median is preferable to the mean. One such example is the chemical concentration one might expect to find over many streams in a given region. Using the median, one stream with unusually high concentration has no greater effect on the estimate than one with low concentration. The mean concentration may be pulled towards the outlier, and be higher than concentrations found in most of the streams. Not so for the median.

### 1.2.3 Other Measures of Location

Three other measures of location are less frequently used: the mode, the geometric mean, and the trimmed mean. The mode is the most frequently observed value. It is the value having the highest bar in a histogram. It is far more applicable for grouped data, data which are recorded only as falling into a finite number of categories, than for continuous data. It is very easy to obtain, but a poor measure of location for continuous data, as its value often depends on the arbitrary grouping of those data.

The geometric mean (GM) is often reported for positively skewed data sets. It is the mean of the logarithms, transformed back to their original units.

$$
\begin{equation*}
\mathrm{GM}=\exp (\bar{Y}), \quad \text { where } \mathrm{Y}_{\mathrm{i}}=\ln \left(\mathrm{X}_{\mathrm{i}}\right) \tag{1.5}
\end{equation*}
$$

(in this book the natural, base e logarithm will be abbreviated $\ln$, and its inverse $\mathrm{e}^{\mathrm{x}}$ abbreviated $\exp (\mathbf{x})$ ). For positively skewed data the geometric mean is usually quite close to the median. In fact, when the logarithms of the data are symmetric, the geometric mean is an unbiased estimate
of the median. This is because the median and mean logarithms are equal, as in figure 1.2. When transformed back to original units, the geometric mean continues to be an estimate for the median, but is not an estimate for the mean (figure 1.1).

Compromises between the median and mean are available by trimming off several of the lowest and highest observations, and calculating the mean of what is left. Such estimates of location are not influenced by the most extreme (and perhaps anomalous) ends of the sample, as is the mean. Yet they allow the magnitudes of most of the values to affect the estimate, unlike the median. These estimators are called "trimmed means", and any desirable percentage of the data may be trimmed away. The most common trimming is to remove 25 percent of the data on each end -the resulting mean of the central 50 percent of data is commonly called the "trimmed mean", but is more precisely the 25 percent trimmed mean. A " $0 \%$ trimmed mean" is the sample mean itself, while trimming all but 1 or 2 central values produces the median. Percentages of trimming should be explicitly stated when used. The trimmed mean is a resistant estimator of location, as it is not strongly influenced by outliers, and works well for a wide variety of distributional shapes (normal, lognormal, etc.). It may be considered a weighted mean, where data beyond the cutoff 'window' are given a weight of 0 , and those within the window a weight of 1.0 (see figure 1.4).


Figure 1.4. Window diagram for the trimmed mean

### 1.3 Measures of Spread

It is just as important to know how variable the data are as it is to know their general center or location. Variability is quantified by measures of spread.

### 1.3.1 Classical Measures

The sample variance, and its square root the sample standard deviation, are the classical measures of spread. Like the mean, they are strongly influenced by outlying values.

$$
\begin{equation*}
\mathrm{s}^{2}=\sum_{i=1}^{n} \frac{\left(X_{i}-\bar{X}\right)^{2}}{(n-1)} \quad \text { sample variance } \tag{1.6}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{s}=\sqrt{\mathrm{s}^{2}} \quad \text { sample standard deviation } \tag{1.7}
\end{equation*}
$$

They are computed using the squares of deviations of data from the mean, so that outliers influence their magnitudes even more so than for the mean. When outliers are present these measures are unstable and inflated. They may give the impression of much greater spread than is indicated by the majority of the data set.

### 1.3.2 Resistant Measures

The interquartile range (IQR) is the most commonly-used resistant measure of spread. It measures the range of the central 50 percent of the data, and is not influenced at all by the 25 percent on either end. It is therefore the width of the non-zero weight window for the trimmed mean of figure 1.4.

The IQR is defined as the 75 th percentile minus the 25 th percentile. The 75 th, 50 th (median) and 25th percentiles split the data into four equal-sized quarters. The 75 th percentile ( P .75 ), also called the upper quartile, is a value which exceeds no more than 75 percent of the data and is exceeded by no more than 25 percent of the data. The 25 th percentile $\left(\mathrm{P}_{.25}\right)$ or lower quartile is a value which exceeds no more than 25 percent of the data and is exceeded by no more than 75 percent. Consider a data set ordered from smallest to largest: $\mathrm{X}_{\mathrm{i}}, \mathrm{i}=1, \ldots \mathrm{n}$. Percentiles $\left(\mathrm{P}_{\mathrm{j}}\right)$ are computed using equation [1.8]

$$
\begin{equation*}
P_{j}=X_{(n+1) \bullet j} \tag{1.8}
\end{equation*}
$$

where n is the sample size of $\mathrm{X}_{\mathrm{i}}$, and $j$ is the fraction of data less than or equal to the percentile value (for the 25 th, 50 th and 75 th percentiles, $\mathrm{j}=.25, .50$, and .75 ).

Non-integer values of $(n+1) \cdot j$ imply linear interpolation between adjacent values of $X$. For the example 1 data set given earlier, $n=7$, and therefore the 25 th percentile is $X_{(7+1)} \cdot .25$ or $X_{2}=4$, the second lowest observation. The 75 th percentile is $\mathrm{X}_{6}$, the 6 th lowest observation, or 11 . The IQR is therefore $11-4=7$.

One resistant estimator of spread other than the IQR is the Median Absolute Deviation, or MAD. The MAD is computed by first listing the absolute value of all differences $|\mathrm{d}|$ between each observation and the median. The median of these absolute values is then the MAD.

$$
\begin{equation*}
\operatorname{MAD}\left(\mathrm{X}_{\mathrm{i}}\right)=\operatorname{median}\left|\mathrm{d}_{\mathrm{i}}\right|, \quad \text { where } \mathrm{d}_{\mathrm{i}}=\mathrm{X}_{\mathrm{i}}-\operatorname{median}\left(\mathrm{X}_{\mathrm{i}}\right) \tag{1.9}
\end{equation*}
$$

Comparison of each estimate of spread for the Example 1 data set is as follows. When the last value is changed from 12 to 120 , the standard deviation increases from 3.8 to 42.7. The IQR and the MAD remain exactly the same.

| data | 2 | 4 | 8 | 9 | 11 | 11 | 12 | IQR $=11-4=7$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $\left(\mathrm{X}_{\mathrm{i}}-\bar{X}\right)^{2}$ | 37.2 | 16.8 | 0.01 | 0.81 | 8.41 | 8.41 | 15.2 | $\mathrm{~s}^{2}=(3.8)^{2}$ |
| $\left\|\mathrm{~d}_{\mathrm{i}}=\mathrm{X}_{\mathrm{i}}-\mathrm{P} .50\right\|$ | 7 | 5 | 1 | 0 | 2 | 2 | 3 | $\mathrm{MAD}=$ median $\left\|\mathrm{d}_{\mathrm{i}}\right\|=2$ |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
| data | 2 | 4 | 8 | 9 | 11 | 11 | 120 | IQR $=11-4=7$ |
| $\left(\mathrm{X}_{\mathrm{i}}-\bar{X}\right)^{2}$ | 37.2 | 16.8 | 0.01 | 0.81 | 8.41 | 8.41 | 12,522 | $\mathrm{~s}^{2}=(42.7)^{2}$ |
| $\left\|\mathrm{~d}_{\mathrm{i}}=\mathrm{X}_{\mathrm{i}}-\mathrm{P}_{.50}\right\|$ | 7 | 5 | 1 | 0 | 2 | 2 | 111 | $\mathrm{MAD}=$ median $\left\|\mathrm{d}_{\mathrm{i}}\right\|=2$ |

### 1.4 Measures of Skewness

Hydrologic data are typically skewed, meaning that data sets are not symmetric around the mean or median, with extreme values extending out longer in one direction. The density function for a lognormal distribution shown previously as figure 1.1 illustrates this skewness. When extreme values extend the right tail of the distribution, as they do with figure 1.1, the data are said to be skewed to the right, or positively skewed. Left skewness, when the tail extends to the left, is called negative skew.

When data are skewed the mean is not expected to equal the median, but is pulled toward the tail of the distribution. Thus for positive skewness the mean exceeds more than 50 percent of the data, as in figure 1.1. The standard deviation is also inflated by data in the tail. Therefore, tables of summary statistics which include only the mean and standard deviation or variance are of questionable value for water resources data, as those data often have positive skewness. The mean and standard deviation reported may not describe the majority of the data very well. Both will be inflated by outlying observations. Summary tables which include the median and other percentiles have far greater applicability to skewed data. Skewed data also call into question the applicability of hypothesis tests which are based on assumptions that the data have a normal distribution. These tests, called parametric tests, may be of questionable value when applied to water resources data, as the data are often neither normal nor even symmetric. Later chapters will discuss this in much detail, and suggest several solutions.

### 1.4.1 Classical Measure of Skewness

The coefficient of skewness $(\mathrm{g})$ is the skewness measure used most often. It is the adjusted third moment divided by the cube of the standard deviation:

$$
\begin{equation*}
\mathrm{g}=\frac{n}{(n-1)(n-2)} \sum_{i=1}^{n} \frac{\left(x_{i}-\bar{X}\right)^{3}}{s^{3}} \tag{1.10}
\end{equation*}
$$

A right-skewed distribution has positive g; a left-skewed distribution has negative g. Again, the influence of a few outliers is important -- an otherwise symmetric distribution having one outlier will produce a large (and possibly misleading) measure of skewness. For the example 1 data, the g skewness coefficient increases from -0.5 to 2.6 when the last data point is changed from 12 to 120.

### 1.4.2 Resistant Measure of Skewness

A more resistant measure of skewness is the quartile skew coefficient qs (Kenney and Keeping, 1954):

$$
\begin{equation*}
\mathrm{qs}=\frac{(\mathrm{P} .75-\mathrm{P} .50)-(\mathrm{P} .50-\mathrm{P} .25)}{\mathrm{P} .75-\mathrm{P} .25} \tag{1.11}
\end{equation*}
$$

the difference in distances of the upper and lower quartiles from the median, divided by the IQR. A right-skewed distribution again has positive qs; a left-skewed distribution has negative qs. Similar to the trimmed mean and IQR, qs uses the central 50 percent of the data. For the example 1 data, qs $=(11-9)-(9-4) /(11-4)=-0.43$ both before and after alteration of the last data point. Note that this resistance may be a liability if sensitivity to a few observations is important.

### 1.5 Other Resistant Measures

Other percentiles may be used to produce a series of resistant measures of location, spread and skewness. For example, the 10 percent trimmed mean can be coupled with the range between the 10th and 90 th percentiles as a measure of spread, and a corresponding measure of skewness:

$$
\begin{equation*}
\mathrm{qs}^{\mathrm{s}} .10=\frac{(\mathrm{P} .90-\mathrm{P} .50)-(\mathrm{P} .50-\mathrm{P} .10)}{\mathrm{P}_{.90}-\mathrm{P} .10} \tag{1.12}
\end{equation*}
$$

to produce a consistent series of resistant statistics. Geologists have used the 16th and 84th percentiles for many years to compute a similar series of robust measures of the distributions of sediment particles (Inman, 1952). However, measures based on quartiles have become generally standard, and other measures should be clearly defined prior to their use. The median, IQR, and quartile skew can be easily summarized graphically using a boxplot (see Chapter 2) and are familiar to most data analysts.

### 1.6 Outliers

Outliers, observations whose values are quite different than others in the data set, often cause concern or alarm. They should not. They are often dealt with by throwing them away prior to describing data, or prior to some of the hypothesis test procedures of later chapters. Again, they should not. Outliers may be the most important points in the data set, and should be investigated further.

It is said that data on the Antarctic ozone "hole", an area of unusually low ozone concentrations, had been collected for approximately 10 years prior to its actual discovery. However, the automatic data checking routines during data processing included instructions on deleting "outliers". The definition of outliers was based on ozone concentrations found at mid-latitudes. Thus all of this unusual data was never seen or studied for some time. If outliers are deleted, the risk is taken of seeing only what is expected to be seen.

Outliers can have one of three causes:

1. a measurement or recording error.
2. an observation from a population not similar to that of most of the data, such as a flood caused by a dam break rather than by precipitation.
3. a rare event from a single population that is quite skewed.

The graphical methods of the Chapter 2 are very helpful in identifying outliers. Whenever outliers occur, first verify that no copying, decimal point, or other obvious error has been made. If not, it may not be possible to determine if the point is a valid one. The effort put into verification, such as re-running the sample in the laboratory, will depend on the benefit gained versus the cost of verification. Past events may not be able to be duplicated. If no error can be detected and corrected, outliers should not be discarded based solely on the fact that they appear unusual. Outliers are often discarded in order to make the data nicely fit a preconceived theoretical distribution such as the normal. There is no reason to suppose that they should! The entire data set may arise from a skewed distribution, and taking logarithms or some other transformation may produce quite symmetrical data. Even if no transformation achieves symmetry, outliers need not be discarded. Rather than eliminating actual (and possibly very important) data in order to use analysis procedures requiring symmetry or normality, procedures which are resistant to outliers should instead be employed. If computing a mean appears of little value because of an outlier, the median has been shown to be a more appropriate measure of location for skewed data. If performing a t-test (described later) appears invalidated because of the non-normality of the data set, use a rank-sum test instead.

In short, let the data guide which analysis procedures are employed, rather than altering the data in order to use some procedure having requirements too restrictive for the situation at hand.

### 1.7 Transformations

Transformations are used for three purposes:

1. to make data more symmetric,
2. to make data more linear, and
3. to make data more constant in variance.

Some water resources scientists fear that by transforming data, results are derived which fit preconceived ideas. Therefore, transformations are methods to 'see what you want to see' about the data. But in reality, serious problems can occur when procedures assuming symmetry, linearity, or homoscedasticity (constant variance) are used on data which do not possess these required characteristics. Transformations can produce these characteristics, and thus the use of transformed variables meets an objective. Employment of a transformation is not merely an arbitrary choice.

One unit of measurement is no more valid a priori than any other. For example, the negative logarithm of hydrogen ion concentration, pH , is as valid a measurement system as hydrogen ion concentration itself. Transformations like the square root of depth to water at a well, or cube root of precipitation volume, should bear no more stigma than does pH . These measurement scales may be more appropriate for data analysis than are the original units. Hoaglin (1988) has written an excellent article on hidden transformations, consistently taken for granted, which are in common use by everyone. Octaves in music are a logarithmic transform of frequency. Each time a piano is played a logarithmic transform is employed! Similarly, the Richter scale for earthquakes, miles per gallon for gasoline consumption, f-stops for camera exposures, etc. all employ transformations. In the science of data analysis, the decision of which measurement scale to use should be determined by the data, not by preconceived criteria. The objectives for use of transformations are those of symmetry, linearity and homoscedasticity. In addition, the use of many resistant techniques such as percentiles and nonparametric test procedures (to be discussed later) are invariant to measurement scale. The results of a rank-sum test, the nonparametric equivalent of a t -test, will be exactly the same whether the original units or logarithms of those units are employed.

### 1.7.1 The Ladder of Powers

In order to make an asymmetric distribution become more symmetric, the data can be transformed or re-expressed into new units. These new units alter the distances between observations on a line plot. The effect is to either expand or contract the distances to extreme observations on one side of the median, making it look more like the other side. The most commonly-used transformation in water resources is the logarithm. Logs of water discharge, hydraulic conductivity, or concentration are often taken before statistical analyses are performed.

Transformations usually involve power functions of the form $\mathrm{y}=\mathrm{x}^{\theta}$, where x is the untransformed data, y the transformed data, and $\theta$ the power exponent. In figure 1.5 the values of $\theta$ are listed in the "ladder of powers" (Velleman and Hoaglin, 1981), a useful structure for determining a proper value of $\theta$.

As can be seen from the ladder of powers, any transformations with $\theta$ less than 1 may be used to make right-skewed data more symmetric. Constructing a boxplot or Q-Q plot (see Chapter 2) of the transformed data will indicate whether the transformation was appropriate. Should a logarithmic transformation overcompensate for right skewness and produce a slightly leftskewed distribution, a 'milder' transformation with $\theta$ closer to 1 , such as a square-root or cuberoot transformation, should be employed instead. Transformations with $\theta>1$ will aid in making left-skewed data more symmetric.

| Use | Figure 1.5 <br> "LADDER OF POWERS" <br> (modified from Velleman and Hoaglin, 1981) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\theta$ | Transformation | Name | Comment |
| for ( - ) <br> skewness |  |  |  | higher powers can be used |
|  |  | - |  |  |
|  | 3 | $\mathrm{x}^{3}$ | cube |  |
|  | 2 | $\mathrm{x}^{2}$ | square |  |
|  | 1 | - | original units | - no transformation |
| for ( + ) skewness | 1/2 | $\sqrt{x}$ | square root | commonly used |
|  | $1 / 3$ | $\sqrt[3]{x}$ | cube root | commonly used |
|  | 0 | $\log (\mathrm{x})$ | logarithm | commonly used. Holds the place of $x^{0}$ |
|  | -1/2 | $-1 / \sqrt{x}$ | reciprocal root | the minus sign preserves order of observations |
|  | -1 | $-1 / \mathrm{x}$ | reciprocal |  |
|  | -2 | $-1 / x^{2}$ |  |  |
|  |  | - |  | lower powers can be used |

However, the tendency to search for the 'best' transformation should be avoided. For example, when dealing with several similar data sets, it is probably better to find one transformation which works reasonably well for all, rather than using slightly different ones for each. It must be remembered that each data set is a sample from a larger population, and another sample from the same population will likely indicate a slightly different 'best' transformation. Determination of 'best' in great precision is an approach that is rarely worth the effort.

## Exercises

1.1 Yields in wells penetrating rock units without fractures were measured by Wright (1985), and are given below. Calculate the
a) mean
b) trimmed mean
c) geometric mean
d) median
e) compare these estimates of location. Why do they differ?

|  | Unit well yields (in $\mathrm{gal} / \mathrm{min} / \mathrm{ft}$ ) |  | in Virginia | (Wright, 1985) |  |
| :--- | :---: | :---: | :---: | :---: | :--- |
| 0.001 | 0.030 | 0.10 | 0.003 | 0.040 | 0.454 |
| 0.007 | 0.041 | 0.49 | 0.020 | 0.077 | 1.02 |

1.2 For the well yield data of exercise 1.1, calculate the
a) standard deviation
b) interquartile range
c) MAD
d) skew and quartile skew.

Discuss the differences between a through c.
1.3 Ammonia plus organic nitrogen (in $\mathrm{mg} / \mathrm{L}$ ) was measured in samples of precipitation by Oltmann and Shulters (1989). Some of their data are presented below. Compute summary statistics for these data. Which observation might be considered an outlier? How should this value affect the choice of summary statistics used
a) to compute the mass of nitrogen falling per square mile.
b) to compute a "typical" concentration and variability for these data?

| 0.3 | 0.9 | 0.36 | 0.92 | 0.5 | 1.0 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0.7 | 9.7 | 0.7 | 1.3 |  |  |

## Chapter 2

## Graphical Data Analysis

Perhaps it seems odd that a chapter on graphics appears at the front of a text on statistical methods. We believe this is very appropriate, as graphs provide crucial information to the data analyst which is difficult to obtain in any other way. For example, figure 2.1 shows eight scatterplots, all of which have exactly the same correlation coefficient. Computing statistical measures without looking at a plot is an invitation to misunderstanding data, as figure 2.1 illustrates. Graphs provide visual summaries of data which more quickly and completely describe essential information than do tables of numbers.

Graphs are essential for two purposes:

1. to provide insight for the analyst into the data under scrutiny, and
2. to illustrate important concepts when presenting the results to others.

The first of these tasks has been called exploratory data analysis (EDA), and is the subject of this chapter. EDA procedures often are (or should be) the 'first look' at data. Patterns and theories of how the system behaves are developed by observing the data through graphs. These are inductive procedures -- the data are summarized rather than tested. Their results provide guidance for the selection of appropriate deductive hypothesis testing procedures.

Once an analysis is complete, the findings must be reported to others. Whether a written report or oral presentation, the analyst must convince the audience that the conclusions reached are supported by the data. No better way exists to do this than through graphics. Many of the same graphical methods which have concisely summarized the information for the analyst will also provide insight into the data for the reader or audience.

The chapter begins with a discussion of graphical methods for analysis of a single data set. Two methods are particularly useful: boxplots and probability plots. Their construction is presented in detail. Next, methods for comparison of two or more groups of data are discussed. Then bivariate plots (scatterplots) are presented, with an especially useful enhancement called a smooth. The chapter ends with a discussion of plots appropriate for multivariate data.


Figure 2.1 Eight scatterplots all with correlation coefficient $\mathrm{r}=0.70$
(Chambers and others, 1983).
© PWS-Kent Pub. Used with permission.

Throughout sections 2.1 and 2.2 two data sets will be used to compare and contrast the effectiveness of each graphical method. These are annual streamflow (in cubic feet per second, or cfs) for the Licking River at Catawba, Kentucky, from 1929 through 1983, and unit well yields (in gallons per minute per foot of water-bearing material) for valleys without fracturing in Virginia (Wright, 1985).

### 2.1 Graphical Analysis of Single Data Sets

### 2.1.1 Histograms

Histograms are familiar graphics, and their construction is detailed in numerous introductory texts on statistics. Bars are drawn whose height is the number $n_{i}$, or fraction $n_{i} / n$, of data falling into one of several categories or intervals (figure 2.2). Iman and Conover (1983) suggest that, for a sample size of n , the number of intervals k should be the smallest integer such that $2^{\mathrm{k}} \geq \mathrm{n}$.

Histograms have one primary deficiency -- their visual impression depends on the number of categories selected for the plot. For example, compare figure 2.2a with 2.2 b . Both are histograms of the same data: annual streamflows for the Licking River. Comparisons of shape and similarity among these two figures and the many other possible histograms of the same data depend on the choice of bar widths and centers. False impressions that these are different distributions might be given by characteristics such as the gap around $6,250 \mathrm{cfs}$. It is seen in 2.2 b but not in 2.2a.

Histograms are quite useful for depicting large differences in shape or symmetry, such as whether a data set appears symmetric or skewed. They cannot be used for more precise judgements such as depicting individual values. Thus from figure 2.2 a the lowest flow is seen to be larger than 750 cfs , but might be as large as $2,250 \mathrm{cfs}$. More detail is given in 2.2b, but this lowest observed discharge is still only known to be somewhere between 500 to $1,000 \mathrm{cfs}$.

For data measured on a continuous scale (such as streamflow or concentration), histograms are not the best method for graphical analysis. The process of forcing continuous data into discrete categories may obscure important characteristics of the distribution. However, histograms are excellent when displaying data which have natural categories or groupings. Examples of such data would include the number of individual organisms found at a stream site grouped by species type, or the number of water-supply wells exceeding some critical yield grouped by geologic unit.


Figure 2.2a. Histogram of annual streamflow for the Licking River


Figure 2.2b. Second histogram of same data, but with different interval divisions.

### 2.1.2 Stem and Leaf Diagrams

Figure 2.3 shows a stem and leaf (S-L) diagram for the Licking River streamflow data with the same divisions as in figure 2.2b. Stem and leaf diagrams are like histograms turned on their side,
with data magnitudes to two significant digits presented rather than only bar heights. Individual values are easily found. The S-L profile is identical to the histogram and can similarly be used to judge shape and symmetry, but the numerical information adds greater detail. One S-L could function as both a table and a histogram for small data sets.

An S-L is constructed by dividing the range of the data into roughly 10 intervals, and placing the first digit corresponding to these intervals to the left of the vertical line. This is the 'stem', ranging from 0 to 7 ( 0 to $7000+\mathrm{cfs}$ ) in figure 2.3. Each observation is then represented by one digit to the right of the line (the 'leaves'), so that the number of leaves equals the number of observations falling into that interval. To provide more detail, figure 2.3 has two lines for each stem digit, split to allow 5 leaf digits per line ( $0-4$ and $5-9$ ). Here an asterisk $\left(^{*}\right)$ denotes the stem for leaves less than 5 , and a period (.) for leaves greater than or equal to 5 . For example, in figure 2.3 four observations occur between 2000 and 2500 cfs , with values of 2000, 2200, 2200 and 2400 cfs .

The lowest flow is now seen to be between 900 and $1,000 \mathrm{cfs}$. The gap between 6,000 to 6,500 cfs is still evident, and now the numerical values of the three highest flows are presented.
Comparisons between distributions still remain difficult using S-L plots, however, due to the required arbitrary choice of group boundaries.

| ( 500-999) | +0. | 9 |
| :---: | :---: | :---: |
| (1000-1499) | 1* | 2 |
| (1500-1999) | 1. | 59 |
| (2000-2499) | 2 * | 0224 |
| (2500-2999) | 2. | 66889 |
| (3000-3499) | 3* | 01122 |
| (3500-3999) | 3. | 55678889 |
| (4000-4499) | 4 * | 000124 |
| (4500-4999) | 4. | 5566777 |
| (5000-5499) | 5* | 01123334 |
| (5500-5999) | 5. | 56899 |
| (6000-6499) | 6* |  |
| (6500-6999) | 6. | 8 |
| (7000-7499) | 7* | 2 |
| (7500-7999) | 7. | 7 |

Figure 2.3 Stem and Leaf Plot of Annual Streamflow
(Leaf digit unit $=100$
$1 \mid 2$ represents 1200)

### 2.1.3 Quantile Plots

Quantile plots visually portray the quantiles, or percentiles (which equal the quantiles times 100) of the distribution of sample data. Quantiles of importance such as the median are easily discerned (quantile, or cumulative frequency $=0.5$ ). With experience, the spread and skewness of the data, as well as any bimodal character, can be examined. Quantile plots have three advantages:

1. Arbitrary categories are not required, as with histograms or S-L's.
2. All of the data are displayed, unlike a boxplot.
3. Every point has a distinct position, without overlap.

Figure 2.4 is a quantile plot of the streamflow data from figure 2.2. Attributes of the data such as the gap between 6000 and 6800 cfs (indicated by the nearly horizontal line segment) are evident. The percent of data in the sample less than a given cfs value can be read from the graph with much greater accuracy than from a histogram.


Figure 2.4 Quantile plot of the Licking R. annual streamflow data

### 2.1.3.1 Construction of a quantile plot

To construct a quantile plot, the data are ranked from smallest to largest. The smallest data value is assigned a rank $\mathrm{i}=1$, while the largest receives a rank $\mathrm{i}=\mathrm{n}$, where n is the sample size of the data set. The data values themselves are plotted along one axis, usually the horizontal axis. On the other axis is the "plotting position", which is a function of the rank i and sample size $n$. As discussed in the next section, the Cunnane plotting position $\mathrm{p}_{\mathrm{i}}=(\mathrm{i}-0.4) /(\mathrm{n}+0.2)$ is used in
this book. Below are listed the first and last 5 of the 55 data pairs used in construction of figure 2.4. When tied data values are present, each is assigned a separate plotting position (the plotting positions are not averaged). In this way tied values are portrayed as a vertical "cliff" on the plot.

| i | 91 | pi | i | gi | Pi | 1 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 994.3 | . 01 | 5 | 2006.0 | $.08$ | 52 | 5937.3 | . 93 |
| 2 | 1263.1 | . 03 |  | - |  | 53 | 6896.0 | . 95 |
| 3 | 1504.2 | . 05 |  | - |  | 54 | 7270.1 | . 97 |
| 4 | 1949.5 | . 07 | 51 | 5907.0 | . 92 | 55 | 7730.7 | . 99 |

Quantile plots are sample approximations of the cumulative distribution function (cdf) of a continuous random variable. The cdf for a normal distribution is shown in figure 2.7. A second approximation is the sample (or empirical) cdf, which differs from quantile plots in its vertical scale. The vertical axis of a sample cdf is the probability $i / n$ of being less than or equal to that observation. The largest observation has $\mathrm{i} / \mathrm{n}=1$, and so has a zero probability of being exceeded. For samples (subsets) taken from a population, a nonzero probability of exceeding the largest value observed thus far should be recognized. This is done by using the plotting position, a value less than $i / n$, on the vertical axis of the quantile plot. As sample sizes increase, the quantile plot will more closely mimic the underlying population cdf.

### 2.1.3.2 Plotting positions

Variations of quantile plots are used frequently for three purposes:

1. to compare two or more data distributions (a Q-Q plot),
2. to compare data to a normal distribution (a probability plot), and
3. to calculate frequencies of exceedance (a flow-duration curve).

Unfortunately, different plotting positions have traditionally been used for each of the above three purposes. It would be desirable instead to use one formula that is suitable for all three. Numerous plotting position formulas have been suggested, most having the general formula

$$
p=(i-a) /(n+1-2 a)
$$

where a varies from 0 to 0.5 . Five of the most commonly-used formulas are:

| $\quad$ Reference | $\underline{a}$ | $\underline{\text { Formula }}$ |
| :--- | :--- | :---: |
| Weibull (1939) | 0 | $\mathrm{i} /(\mathrm{n}+1)$ |
| Blom (1958) | 0.375 | $(\mathrm{i}-0.375) /(\mathrm{n}+0.25)$ |
| Cunnane (1978) | 0.4 | $(\mathrm{i}-0.4) /(\mathrm{n}+0.2)$ |
| Gringorten (1963) | 0.44 | $(\mathrm{i}-0.44) /(\mathrm{n}+0.12)$ |
| Hazen (1914) | 0.5 | $(\mathrm{i}-0.5) / \mathrm{n}$ |

The Weibull formula has long been used by hydrologists in the United States for plotting flowduration and flood-frequency curves (Langbein, 1960). It is used in Bulletin 17B, the standard
reference for determining flood frequencies in the United States (Interagency Advisory Committee on Water Data, 1982). The Blom formula is best for comparing data quantiles to those of a normal distribution in probability plots, though all of the above formulas except the Weibull are acceptable for that purpose (Looney and Gulledge, 1985b). The Hazen formula is used by Chambers and others (1983) for comparing two or more data sets using Q-Q plots.

Separate formulae could be used for the situations in which each is optimal. In this book we instead use one formula, the Cunnane formula given above, for all three purposes. We do this in an attempt to simplify. The Cunnane formula was chosen because

1. it is acceptable for normal probability plots, being very close to Blom.
2. it is used by Canadian and some European hydrologists for plotting flowduration and flood-frequency curves. Cunnane (1978) presents the arguments for use of this formula over the Weibull when calculating exceedance probabilities.

For convenience when dealing with small sample sizes, table B1 of the Appendix presents Cunnane plotting positions for sample sizes $n=5$ to 20 .

### 2.1.4 Boxplots

A very useful and concise graphical display for summarizing the distribution of a data set is the boxplot (figure 2.5). Boxplots provide visual summaries of

1) the center of the data (the median--the center line of the box)
2) the variation or spread (interquartile range--the box height)
3) the skewness (quartile skew--the relative size of box halves)
4) presence or absence of unusual values ("outside" and "far outside" values).

Boxplots are even more useful in comparing these attributes among several data sets.
Compare figures 2.4 and 2.5, both of the Licking R. data. Boxplots do not present all of the data, as do stem-and-leaf or quantile plots. Yet presenting all data may be more detail than is necessary, or even desirable. Boxplots do provide concise visual summaries of essential data characteristics. For example, the symmetry of the Licking R. data is shown in figure 2.5 by the similar sizes of top and bottom box halves, and by the similar lengths of whiskers. In contrast, in figure 2.6 the taller top box halves and whiskers indicate a right-skewed distribution, the most commonly occurring shape for water resources data. Boxplots are often put side-by-side to visually compare and contrast groups of data.

Three commonly used versions of the boxplot are described as follows (figure $2.6 \mathrm{a}, \mathrm{b}$, and c ). Any of the three may appropriately be called a boxplot.


Figure 2.5 Boxplot for the Licking R. data

### 2.1.4.1 Simple boxplot

The simple boxplot was originally called a "box-and-whisker" plot by Tukey (1977). It consists of a center line (the median) splitting a rectangle defined by the upper and lower hinges (very similar to quartiles -- see appendix). Whiskers are lines drawn from the ends of the box to the maximum and minimum of the data, as depicted in graph a of figure 2.6.

### 2.1.4.2 Standard boxplot

Tukey's "schematic plot" has become the most commonly used version of a boxplot (graph b in figure 2.6), and will be the type of boxplot used throughout this book. With this standard boxplot, outlying values are distinguished from the rest of the plot. The box is as defined above. However, the whiskers are shortened to extend only to the last observation within one step beyond either end of the box ("adjacent values"). A step equals 1.5 times the height of the box (1.5 times the interquartile range). Observations between one and two steps from the box in either direction, if present, are plotted individually with an asterisk ("outside values"). Outside values occur fewer than once in 100 times for data from a normal distribution. Observations farther than two steps beyond the box, if present, are distinguished by plotting them with a small circle ("far-out values"). These occur fewer than once in 300,000 times for a normal distribution. The occurrence of outside or far-out values more frequently than expected gives a quick visual indication that data may not originate from a normal distribution.

### 2.1.4.3 Truncated boxplot

In a third version of the boxplot (graph c of figure 2.6), the whiskers are drawn only to the 90th and 10th percentiles of the data set. The largest 10 percent and smallest 10 percent of the data are not shown. This version could easily be confused with the simple boxplot, as no data appear beyond the whiskers, and should be clearly defined as having eliminated the most extreme 20 percent of data. It should be used only when the extreme 20 percent of data are not of interest.

In a variation on the truncated boxplot, Cleveland (1985) plotted all observations beyond the 10th and 90th percentile-whiskers individually, calling this a "box graph". The weakness of this style of graph is that 10 percent of the data will always be plotted individually at each end, and so the plot is far less effective than a standard boxplot for defining and emphasizing unusual values.

Further detail on construction of boxplots may be found in the appendix, and in Chambers and others (1983) and McGill and others (1978).


Figure 2.6 Three versions of the boxplot (unit well yield data).

### 2.1.5 Probability Plots

Probability plots are used to determine how well data fit a theoretical distribution, such as the normal, lognormal, or gamma distributions. This could be attempted by visually comparing
histograms of sample data to density curves of the theoretical distributions such as figures 1.1 and 1.2. However, research into human perception has shown that departures from straight lines are discerned more easily than departures from curvilinear patterns. By expressing the theoretical distribution as a straight line, departures from the distribution are more easily perceived. This is what occurs with a probability plot.

To construct a probability plot, quantiles of sample data are plotted against quantiles of the standardized theoretical distribution. In figure 2.7, quantiles from the quantile plot of the Licking R. streamflow data (lower scale) are overlain with the S-shaped quantiles of the standard normal distribution (upper scale). For a given cumulative frequency (plotting position, p), quantiles from each curve are paired and plotted as one point on the probability plot, figure 2.8. Note that quantiles of the data are simply the observation values themselves, the pth quantiles where $\mathrm{p}=(\mathrm{i}-0.4) /(\mathrm{n}+0.2)$. Quantiles of the standard normal distribution are available in table form in most textbooks on statistics. Thus, for each observation, a pair of quantiles is plotted in figure 2.8 as one point. For example, the median ( $\mathrm{p}=0.5$ ) equals 0 for the standard normal, and 4079 cfs for the Licking R. data. The point $(0,4079)$ is one point included in figure 2.8. Data closely approximating the shape of the theoretical distribution, in this case a normal distribution, will plot near to a straight line.

To illustrate the construction of a probability plot in detail, data on unit well yields (yi) from Wright (1985) will be plotted versus their normal quantiles (also called normal scores). The data are ranked from the smallest $(\mathrm{i}=1)$ to largest $(\mathrm{i}=\mathrm{n})$, and their corresponding plotting positions pi $=(\mathrm{i}-0.4) /(\mathrm{n}+0.2)$ calculated. Normal quantiles $(\mathrm{Zp})$ for a given plotting position pi may be obtained in one of three ways:
a. from a table of the standard normal distribution found in most statistics textbooks
b. from table B2 in the Appendix, which presents standard normal quantiles for the Cunnane plotting positions of table B1
c. from a computerized approximation to the inverse standard normal distribution available in many statistical packages, or as listed by Zelen and Severo (1964).

Entering the table with $\mathrm{pi}_{\mathrm{i}}=.05$, for example, will provide a $\mathrm{Zp}=-1.65$. Note that since the median of the standard normal distribution is $0, \mathrm{Zp}$ will be symmetrical about the median, and only half of the Zp values must be looked up:


Figure 2.7 Overlay of Licking R. and standard normal distribution quantile plots


Figure 2.8 Probability plot of the Licking R. data

Unit well yields (in gal/min/ft) for valleys without fracturing (Wright, 1985)

| $\mathrm{yi}=$ yield |  |  |  | $\mathrm{p}_{\mathrm{i}}=$ plotting position $\mathrm{Z} p=$ normal quantile of p |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| i | Yi- | $\mathrm{p}_{\mathrm{i}}$ | Zp | 1 | Yi- | $\mathrm{p}_{\mathrm{i}}$ | Zp | 1 | Yi- | $\mathrm{p}_{\mathrm{i}}$ | Zp |
| 1 | 0.001 | . 05 | -1.65 | 5 | 0.030 | . 38 | -. 31 | 9 | 0.10 | . 70 | . 52 |
| 2 | 0.003 | . 13 | -1.13 | 6 | 0.040 | . 46 | -. 10 | 10 | 0.454 | . 79 | . 80 |
| 3 | 0.007 | . 21 | -0.80 | 7 | 0.041 | . 54 | . 10 | 11 | 0.49 | . 87 | 1.13 |
| 4 | 0.020 | . 30 | -0.52 | 8 | 0.077 | . 62 | . 31 | 12 | 1.02 | . 95 | 1.65 |

For comparison purposes, it is helpful to plot a reference straight line on the plot. The solid line on figure 2.8 is the normal distribution which has the same mean and standard deviation as do the sample data. This reference line is constructed by plotting y as the y intercept of the line $(\mathrm{Zp}=0)$, so that the line is centered at the point $(0, y)$, the mean of beth sets of quantiles. The standard deviation $s$ is the slope of the line on a normal probability plot, as the quantiles of a standard normal distribution are in units of standard deviation. Thus the line connects the points $(0, y)$ and $(1, y+s)$.

### 2.1.5.1 Probability paper

Specialized 'probability paper' is often used for probability plots. This paper simply retransforms the linear scale for quantiles of the standard distribution back into a nonlinear scale of plotting positions (figure 2.9). There is no difference between the two versions except for the horizontal scale. With probability paper the horizontal axis can be directly interpreted as the percent probability of occurrence, the plotting position times 100. The linear quantile scale of figure 2.8 is sometimes included on probability paper as 'probits,' where a probit $=$ normal quantile + 5.0 . Probability paper is available for distributions other than the normal, but all are constructed the same way, using standardized quantiles of the theoretical distribution.

In figure 2.9 the lower horizontal scale results from sorting the data in increasing order, and assigning rank 1 to the smallest value. This is commonly done in water-quality and low-flow studies. Had the data been sorted in decreasing order, assigning rank 1 to the largest value as is done in flood-flow studies, the upper scale would result -- the percent exceedance. Either horizontal scale may be obtained by subtracting the other from 100 percent.


Figure 2.9 -- Probability plot of Licking R. data on probability paper

### 2.1.5.2 Deviations from a linear pattern

If probability plots do not exhibit a linear pattern, their nonlinearity will indicate why the data do not fit the theoretical distribution. This is additional information that hypothesis tests for normality (described later) do not provide. Three typical conditions resulting in deviations from linearity are: asymmetry or skewness, outliers, and heavy tails of the distribution. These are discussed below.

Figure 2.10 is a probability plot of the base 10 logarithms of the Licking R. data. The data are negatively (left) skewed. This is seen in figure 2.10 as a greater slope on the left-hand side of the plot, producing a slightly convex shape. Figure 2.11 shows a right-skewed distribution, the unit well yield data. The lower bound of zero, and the large slope on the right-hand side of the plot produces an overall concave shape. Thus probability plots can be used to indicate what type of transformation is needed to produce a more symmetric distribution. The degree of curvature gives some indication of the severity of skewness, and therefore the degree of transformation required.

Outliers appear on probability plots as departures from the pattern of the rest of the data. Figure 2.12 is a probability plot of the Licking R. data, but the two largest observations have been altered (multiplied by 3). Compare figures 2.12 and 2.8. Note that the majority of points in figure 2.12 still retain a linear pattern, with the two outliers offset from that pattern. Note that the straight line, a normal distribution with mean and standard deviation equal to those of the altered data, does not fit the data well. This is because the mean and standard deviation are inflated by the two outliers.

The third departure from linearity occurs when more data are present in both tails (areas furthest from the median) than would be expected for a normal distribution. Figure 2.13 is a probability plot of adjusted nitrate concentrations in precipitation from Wellston, Michigan (Schertz and Hirsch, 1985). These data are actually residuals (departures) from a regression of $\log$ of nitrate concentration versus $\log$ of precipitation volume. A residual of 0 indicates that the concentration is exactly what would be expected for that volume, a positive residual more than what is expected, and negative less than expected. The data in figure 2.13 display a predominantly linear pattern, yet one not fit well by the theoretical normal shown as the solid line. Again this lack of fit indicates outliers are present. The outliers are data to the left which plot below the linear pattern, and those above the pattern to the right of the figure. Outliers occur on both ends in greater numbers than expected from a normal distribution. A boxplot for the data is shown in figure 2.14 for comparison. Note that both the box and whiskers are symmetric, and therefore no power transformation such as those in the "ladder of powers" would produce a more nearly normal distribution. Data may depart from a normal distribution not only in skewness, but by the number of extreme values. Excessive numbers of extreme values may cause significance levels of tests requiring the normality assumption to be in error. Therefore procedures which assume normality for their validity when applied to data of this type may produce quite inaccurate results.


Figure 2.10 -- Probability plot of a left-skewed distribution (logs of Licking R. data)


Figure 2.11 -- Probability plot of a right-skewed distribution (unit well yields)


Figure 2.12 -- Probability plot of data with high outliers


Figure 2.13 -- Probability plot of a heavy-tailed data set


Figure 2.14 -- Boxplot of a heavy-tailed data set
2.1.5.3 Probability plots for comparing among distributions

In addition to comparisons to a normal distribution, quantiles may be computed and probability plots constructed for any two-parameter distribution. The distribution which causes data to be most like a straight line on its probability plot is the one which most closely resembles the distributional shape of the data. Data may be compared to a two-parameter lognormal distribution by simply plotting the logarithms of the data as the data quantiles, as was done in figure 2.10. Vogel (1986) demonstrated the construction of probability plots for the Gumbel (extreme-value) distribution, which is sometimes employed for flood-flow studies. Vogel and Kroll (1989) cover the use of probability plots for the two-parameter Weibull distribution, used in fitting low-flow data. Again, the best fit is obtained with the distribution which most closely produces a linear plot. In both references, the use of a test of significance called the probability plot correlation coefficient augmented the visual determination of linearity on the plot. This test will be covered in detail in Chapter 4.

Use of three-parameter distributions can also be indicated by probability plots. For example, if significant right-skewness remains after logarithms are taken, the resulting concave shape on a lognormal probability plot indicates that a log-Pearson III distribution would better fit the data. Vogel and Kroll (1989) demonstrate the construction of a probability plot for the log-Pearson III distribution using a Wilson-Hilferty transformation.

### 2.2 Graphical Comparisons of Two or More Data Sets

Each of the graphical methods discussed thus far can be, and have been, used for comparing more than one group of data. However, each is not equally effective. As the following sections show, histograms are not capable of providing visual comparisons between data sets at the same level of detail as boxplots or probability plots. Boxplots excel in clarity and easy discrimination of important distributional characteristics, even for comparisons between many groups of data. A newer type of plot, the quantile-quantile ( $\mathrm{Q}-\mathrm{Q}$ ) plot, provides additional information about the relationship between two data sets.

Each graphic will be developed for the same data set, a comparison of unit well yields in Virginia (Wright, 1985). These are small data sets: 13 wells are from valleys underlain by fractured rocks, and 12 wells from valleys underlain by unfractured rocks.

### 2.2.1 Histograms

Figure 2.15 presents histograms for the two sets of well yield data. The right-skewness of each data set is easily seen, but it is difficult to discern whether any differences exist between them. Histograms do not provide a good visual picture of the centers of the distributions, and only a slightly better comparison of spreads. Positioning histograms side-by-side instead of one above the other provide even less ability to compare data, as the data axes would not be aligned. Unfortunately, this is commonly done. Also common are overlapping histograms, such as in figure 2.16. Overlapping histograms provide poor visual discrimination between multiple data sets.
2.2.2 Dot and Line Plots of Means, Standard Deviations

Figure 2.17 is a "dot and line" plot often used to represent the mean and standard deviation (or standard error) of data sets. Each dot is the mean of the data set. The bars extend to plus and minus either one standard deviation (shown), or plus and minus one or more standard errors (s.e. $=\mathrm{s} / \sqrt{\mathrm{n}}$ ), beyond the mean. This plot displays differences in mean yields, but little else. No information on the symmetry of the data or presence of outliers is available. Because of this, there is not much information given on the spread of the data, as the standard deviation may describe the spread of most of the data, or may be strongly influenced by skewness and a few outliers.



Figure 2.15 Histograms of the unit well yield data


Figure 2.16 Overlapping histograms of the unit well yield data


Figure 2.17 Dot and line plot for the unit well yield data

To emphasize the deficiencies of dot and line plots such as these, figure 2.18 presents three data sets with very different characteristics. The first is a uniform distribution of values between 0 and 20. It is symmetric. The second is a right-skewed data set with outliers. The third is a bimodal distribution, also symmetric. All three have a mean of 10 and standard deviation of 6.63. Therefore each of the three would be represented by the same dot and line plot, shown at the right of the figure.

Dot and line plots are useful only when the data are actually symmetric. If skewness or outliers are present, as with data set 2, neither the plots (or a table of means and standard deviations) indicate their presence. Even for symmetric distributions, differences such as those between data sets 1 and 3 will not be evident. Far better graphical methods are available.


Figure 2.18 Number lines of 3 dissimilar groups of data, all having an identical dot and line plot (shown at right).

### 2.2.3 Boxplots

Figure 2.19 presents boxplots of the well yield data. The median well yield is seen to be higher for the areas with fractures. The IQR of wells with fractures is slightly larger than that for wells without, and the highest value for each group is similar. Both data sets are seen to be rightskewed. Thus a large amount of information is contained in this very concise illustration. The mean yield, particularly for wells without fractures, is undoubtedly inflated due to skewness, and differences between the two groups of data will in general be larger than indicated by the differences in their mean values.


Figure 2.19 Boxplots of the unit well yield date

In figure 2.20, boxplots of the three data sets given in figure 2.18 are presented. The skewness of data set 2 is clear, as is the symmetry of 1 and 3 . The difference in shape between 1 and 3 is evident. The minute whiskers of data set 3 illustrate that over 25 percent of the data are located essentially at the upper and lower quartiles -- a bimodal distribution.

The characteristics which make boxplots useful for inspecting a single data set make them even more useful for comparing multiple data sets. They are valuable guides in determining whether central values, spread, and symmetry differ among groups of data. They will be used in later chapters to guide whether tests based on assumptions of normality may be employed. The essential characteristics of numerous groups of data may be displayed in a small space. For example, the 20 boxplots of figure 2.21 were used by Holtschlag (1987) to illustrate the source of ammonia nitrogen on a section of the Detroit River. The Windmill Point Transect is upstream of the U. S. city of Detroit, while the Fermi Transect is below the city. Note the marked changes in concentration (the median lines of the boxplots) and variability (the widths of the boxes) on the Michigan side of the river downstream of Detroit. A lot of information on streamwater quality is succinctly summarized in this relatively small figure.


Figure 2.20 Boxplots of the 3 dissimilar groups of data shown in figure 2.18

### 2.2.4 Probability Plots

Probability plots are also useful graphics for comparing groups of data. Characteristics evident in boxplots are also seen using probability plots, though in a different format. Comparisons of each quantile, not just the boxplot quartiles, can be made. The straightness of each data set also allows quick comparisons to conformity with the theoretical distribution.

Figure 2.22 is a probability plot of the two well yield data sets. The right-skewness of each data set is shown by their concave shapes. Wells without fractures have greater skewness as shown by their greater concavity on the plot. Quantiles of the wells with fractures are higher than those without, indicating generally higher yields. Figure 2.22 shows that the lowest yields in each group are similar, as both data sets approach zero yield. Also seen are the similarity in the highest yield for each group, due to the outlier for the without fractures group. Comparisons between median values are simple to do -- just travel up the normal quantile $=0$ line. Comparisons of spreads are more difficult -- the slopes of each data set display their spread.

In general, boxplots summarize the differences between data groups in a manner more quickly discerned by the viewer. When comparisons to a particular theoretical distribution such as the normal are important, or comparisons between quantiles other than the quartiles are necessary, probability plots are useful graphics. Either have many advantages over histograms or dot and line plots.


Figure 2.21 Boxplots of total ammonia nitrogen concentrations ( $\mathrm{mg} / \mathrm{L}$ as N ) at two transects on the Detroit River (from Holtschlag, 1987)

### 2.2.5 Q-Q Plots

Direct comparisons can be made between two data sets by graphing the quantiles (percentiles) of one versus the quantiles (percentiles) of the second. This is called a quantile-quantile or Q-Q plot (Chambers et al., 1983). If the two data sets came from the same distribution, the quantile pairs would plot along a straight line with $\mathrm{Yp}=\mathrm{Xp}$, where p is the plotting position and Yp is the pth quantile of Y. In this case it would be said that the median, the quartiles, the 10th and 90th percentiles, etc., of the two data sets were equal. If one data set had the same shape as the second, differing only by an additive amount (each quantile was 5 units higher than for the other data set, for example), the quantile pairs would fall along a line parallel to but offset from the $\mathrm{Yp}=\mathrm{Xp}$ line, also with slope $=1$. If the data sets differed by a multiplicative constant
$(\mathrm{Yp}=5 \cdot \mathrm{Xp}$, for example), the quantile pairs would lie along a straight line with slope equal to the multiplicative constant. More complex relationships will result in pairs of quantiles which do not lie along a straight line. The question of whether or not data sets differ by additive or multiplicative relationships will become important when hypothesis testing is conducted.


Figure 2.22 Probability plot of the unit well yield data

Figure 2.23 is a Q-Q plot of the well yield data. Several aspects of the relationship between the two data sets are immediately seen. First, the lowest 9 quantile pairs appear to fall along a straight line with a slope greater than 1 , not parallel to the $\mathrm{Yp}=\mathrm{Xp}$ line shown as a reference. This indicates a multiplicative relation between the data, with $\mathrm{Y} \cong 4.4 \cdot \mathrm{X}$, where 4.4 is the slope of those data on the plot. Therefore, the yields with fractures are generally 4.4 times those without fractures for the lowest 75 percent of the data. The 3 highest quantile pairs return near to the $\mathrm{Y}=\mathrm{X}$ line, indicating that the higher yields in the two data sets approach being equal. The hydrologist might be able to explain this phenomenon, such as higher yielding wells are deeper and less dependent on fracturing, or that some of the wells were misclassified, etc. Therefore the Q-Q plot becomes a valuable tool in understanding the relationships between data sets prior to performing any hypothesis tests.


Figure 2.23 Q-Q plot of the unit well yield data

### 2.2.5.1 Construction of Q-Q plots

Q-Q plots are similar to probability plots. Now instead of plotting data quantiles from one group against quantiles of a theoretical distribution such as the normal, they are plotted against quantiles of a second data group.

When sample sizes of the two groups are identical, the x's and y's can be ranked separately, and the Q-Q plot is simply a scatterplot of the ordered data pairs ( $\mathrm{x}_{1}, \mathrm{y}_{1}$ )..... $\left(\mathrm{x}_{\mathrm{n}}, \mathrm{y}_{\mathrm{n}}\right)$. When sample sizes are not equal, consider $n$ to be the sample size of the smaller data set and $m$ to be the sample size of the larger data set. The data values from the smaller data set are its pth quantiles, where $\mathrm{p}=(\mathrm{i}-0.4) /(\mathrm{n}+0.2)$. The n corresponding quantiles for the larger data set are interpolated values which divide the larger data set into $n$ equally-spaced parts. The following example illustrates the procedure.

For the well yield data, the 12 values without fractures designated $\mathrm{x}_{\mathrm{i}}, \mathrm{i}=1, \ldots . \mathrm{n}$ are themselves the sample quantiles for the smaller data set. Repeating the without fractures data given earlier in the chapter:

Unit well yields, in gal / min / ft (Wright, 1985)

| $\mathrm{x}_{\mathrm{i}}=$ yield without fracture |  |  |  | $\mathrm{p}_{\mathrm{i}}=$ plotting position |  |  |  | $\mathrm{yi}_{\mathrm{i}}=$ yields with fractures |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| i | xi- | pi | $\mathrm{yj}_{\mathrm{j}}$ | i | xi_ | pi | $\mathrm{yj}_{\mathrm{j}}$ | i | $\underline{\mathrm{x}}$ - | pi | $\mathrm{yj}_{\mathrm{j}}$ |
| 1 | 0.001 | . 05 | - | 5 | 0.030 | . 38 | - | 9 | 0.10 | . 70 | - |
| 2 | 0.003 | . 13 | - | 6 | 0.040 | . 46 | - | 10 | 0.454 | . 79 | - |
| 3 | 0.007 | . 21 | - | 7 | 0.041 | . 54 | - | 11 | 0.49 | . 87 | - |
| 4 | 0.020 | . 30 | - | 8 | 0.077 | . 62 | - | 12 | 1.02 | . 95 | - |

The . 05 quantile (5th percentile) value of 0.001 , for example, is to be paired on the Q-Q plot with the .05 quantile of the yields with fractures. To compute the corresponding $y$ quantiles for the second data set, $\mathrm{p}=(\mathrm{j}-0.4) /(\mathrm{m}+0.2)$, and therefore j must be:

$$
\begin{align*}
& \frac{(j-0.4)}{(m+0.2)}=\frac{(i-0.4)}{(n+0.2)} \text {, or } \\
& j=\frac{(m+0.2) \bullet(i-0.4)}{(n+0.2)}+0.4 \tag{2.1}
\end{align*}
$$

If $j$ is an integer, the data value $y_{j}$ itself is plotted versus $x_{i}$. Usually, however, $j$ will lie between two integers, and the y quantile must be linearly interpolated between the y data corresponding to the ranks on either side of $j$ :

$$
\begin{gathered}
y j=y j^{\prime}+\left(j-j^{\prime}\right) \cdot\left(y\left(j^{\prime}+1\right)-y j^{\prime}\right) \\
\text { where } j^{\prime}=\operatorname{integer}(j)
\end{gathered}
$$

For example, the well yield data with fractures are the following:
$\begin{array}{lllllllllllll}0.020 & 0.031 & 0.086 & 0.130 & 0.160 & 0.160 & 0.180 & 0.300 & 0.400 & 0.440 & 0.510 & 0.720 & 0.950 \text {. }\end{array}$

Therefore $n=12 \quad \mathrm{~m}=13 \quad$ and from eq. 2.1, $\mathrm{j}=1.08 \mathrm{i}-0.03$.
The first of the 12 quantiles to be computed for the data with fractures is then:

$$
\begin{aligned}
i=1 \quad j=1.05 \quad j^{\prime}=1 \quad y_{j}= & y_{1}+0.05 \bullet\left(y_{2}-y_{1}\right) \\
& 0.020+0.05 \cdot(.031-.020) \\
& =0.021
\end{aligned}
$$

All 12 quantiles are similarly interpolated:

| $\underline{i}$ | $\dot{j}$ | interpolated $\mathrm{y}_{\mathrm{j}-}$ | $\underline{i}$ | $\dot{j}$ | $\mathrm{y}_{\dot{j}-}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.05 | 0.021 | 7 | 7.53 | 0.245 |
| 2 | 2.13 | 0.038 | 8 | 8.61 | 0.362 |
| 3 | 3.21 | 0.095 | 9 | 9.69 | 0.428 |
| 4 | 4.29 | 0.139 | 10 | 10.77 | 0.495 |
| 5 | 5.37 | 0.160 | 11 | 11.85 | 0.692 |
| 6 | 6.45 | 0.169 | 12 | 12.93 | 0.939 |

These interpolated values are added to the table of quantiles given previously:

|  | yields | tho | fractur |  | plo | po | ion | $\mathrm{yj}^{\text {j }}$ | elds | fra | es |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| i | X $\mathrm{Xi}_{\text {- }}$ | pi | $\mathrm{Yj}_{\mathrm{j}}$ | i | xi- | pi | Yj- | i | X $\mathrm{Xi}_{\underline{-}}$ | pi | $\mathrm{Yj}_{\mathrm{j}}$ |
| 1 | 0.001 | . 05 | 0.021 | 5 | . 030 | . 38 | 0.160 | 9 | 0.10 | . 70 | 0.428 |
| 2 | 0.003 | . 13 | 0.038 | 6 | . 040 | . 46 | 0.169 | 10 | 0.454 | . 79 | 0.495 |
| 3 | 0.007 | . 21 | 0.095 | 7 | . 041 | . 54 | 0.245 | 11 | 0.49 | . 87 | 0.692 |
| 4 | 0.020 | . 30 | 0.139 | 8 | . 077 | . 62 | 0.362 | 12 | 1.02 | . 95 | 0.939 |

These ( $\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{j}}$ ) pairs are the circles which were plotted in figure 2.23.

### 2.3 Scatterplots and Enhancements

The two-dimensional scatterplot is one of the most familiar graphical methods for data analysis. It illustrates the relationship between two variables. Of usual interest is whether that relationship appears to be linear or curved, whether different groups of data lie in separate regions of the scatterplot, and whether the variability or spread is constant over the range of data. In each case, an enhancement called a "smooth" enables the viewer to resolve these issues with greater clarity than would be possible using the scatterplot alone. The following sections discuss these three uses of the scatterplot, and the enhancements available for each use.

### 2.3.1 Evaluating Linearity

Figure 2.24 is a scatterplot of the mass load of transported sand versus stream discharge for the Colorado R. at Lees Ferry, Colorado, during 1949-1964. Are these data sufficiently linear to fit a linear regression to them, or should some other term or transformation be included in order to account for curvature? In Chapters 9 and 11, other ways to answer this question will be presented, but many judgements on linearity are made solely on the basis of plots. To aid in this judgement, a "smooth" will be superimposed on the data.

The human eye is an excellent judge of the range of data on a scatterplot, but has a difficult time accurately judging the center -- the pattern of how y varies with x . This results in two difficulties
with judging linearity on a scatterplot as evident in figure 2.24. Outliers such as the two lowest sand concentrations may fool the observer into believing a linear model may not fit.
Alternatively, true changes in slope are often difficult to discern from only a scatter of data To aid in seeing central patterns without being strongly influenced by outliers, a resistant center line can be fit to the data whose direction and slope varies locally in response to the data themselves. Many methods are available for constructing this type of center line -- probably the most familiar is the (non-resistant) moving average. All such methods may be called a "middle smooth", as they smooth out variations in the data into a coherent pattern through the middle. We discuss computation of smooths in Chapter 10. For now, we will merely illustrate their use as aids to graphical data analysis. The smoothing procedure we prefer is called LOWESS, or LOcally WEighted Scatterplot Smoothing (Cleveland and McGill, 1984b; Cleveland, 1985).


Figure 2.24 Suspended sand transport at Lees Ferry, Arizona, 1949-1952
Figure 2.25 presents the Lees Ferry sediment data of figure 2.24, with a superimposed middle smooth. Note the nonlinearity now evident by the curving smooth on the left-hand side of the plot. The rate of sand transport slows above $6600\left(e^{8.8}\right)$ cfs. This curvature is easier to see with the superimposed smooth. It is important to remember that no model, such as a linear or quadratic function, is assumed prior to computing a smooth. The smoothed pattern is totally derived by the pattern of the data, and may take on any shape. As such, smooths are an exploratory tool for discerning the form of relationship between $y$ and $x$. Seeing the pattern of figure 2.25 , a quadratic term might be added, a piecewise linear fit used, or a transformation stronger than logs used prior to performing a linear regression of concentration versus discharge (see Chapter 9).

Middle smooths should be regularly used when analyzing data on scatterplots, and when presenting those data to others. As no model form is assumed by them, they let the data describe the pattern of dependence of y on x . Smooths are especially useful when large amounts of data are to be plotted, and several groups of data are placed on the same plot. For example, Welch and others (1988) depicted the dependence of $\log$ of arsenic concentration on pH for thousands of groundwater samples throughout the western United States (figure 2.26). By using middle smooths, data from one physiographic province was seen to differ from the other three provinces in its relationship between pH and arsenic.

### 2.3.2 Evaluating Differences in Location on a Scatterplot

Figure 2.27 is a scatterplot of conductance versus pH for samples collected at low-flow in small streams within the coal mining region of Ohio (data from Helsel, 1983). Each stream was classified by the type of land it was draining -- unmined land, lands mined and later reclaimed, and lands mined and then abandoned without reclamation. These three types of upstream lands are plotted with different symbols in figure 2.27.

To see the three locations more clearly, a smooth can be constructed for each group which encloses either 50 or 75 percent of the data. This type of smooth is called a polar smooth (Cleveland and McGill, 1984b), and its computation is detailed in Chapter 10. Briefly, the data are transformed into polar coordinates, a middle or similar smooth computed, and the smooth is re-transformed back into the original units. In figure 2.28. a polar smooth enclosing 75 percent of the data in each of the types of upstream land is plotted. These smooths are again not limited to a prior shape or form, such as that of an ellipse. Their shapes are determined from the data.

Polar smooths can be a great aid in exploratory data analysis. For example, the irregular pattern for the polar smooth of data from abandoned lands in figure 2.28 suggests that two separate subgroups are present, one with higher pH than the other. Using different symbols for data from each of the two geologic units underlying these streams shows indeed that the basins underlain by a limestone unit have generally higher pH than those underlain by a sandstone. Therefore the type of geologic unit should be included in any analysis or model of the behavior of chemical constituents for these data.

Polar smooths are especially helpful when there is a large amount of data to be plotted on a scatterplot. In such situations, the use of different symbols for distinguishing between groups will be ineffective, as the plot will be too crowded to see patterns in the locations of symbols. Indeed, in some locations it will not be possible to distinguish which symbol is plotted. Plots presenting small data points and the polar smooths as in figure 2.28 , or even just the polar smooths themselves, will provide far greater visual differentiation between groups.


Figure 2.25 Data of figure 2.24 with superimposed lowess smooth


Figure 2.26 Dependence of $\log (\mathrm{As})$ on pH for 4 areas in the western U.S.
(Welch and others, 1988)


Figure 2.27 Scatterplot of water-quality draining three types of upstream land use


Figure 2.28 Polar smooths for the three groups of data in figure 2.27

### 2.3.3 Evaluating Differences in Spread

In addition to understanding where the middle of data lie on a scatterplot, it is often of interest to know something about the spread of the data as well. Homoscedasticity (constant variance) is a crucial assumption of ordinary least-squares regression, as we will see later. Changes in variance also invalidate parametric hypothesis test procedures such as analysis of variance. From a more exploratory point of view, changes in variance may be as important or more important than changes in central value. Differences between estimation methods for flood quantiles, or between methods of laboratory analysis of some chemical constituent, are often differences in repeatability of the results and not of method bias. Graphs again can aid in judging differences in data variability, and are often used for this purpose.

A major problem with judgements of changing spread on a scatterplot is again that the eye is sensitive to seeing the range of data. The presence of a few unusual values may therefore incorrectly trigger a perception of changing spread. This is especially a problem when the density of data changes across a scatterplot, a common occurrence. Assuming the distribution of data to be identical across a scatterplot, and that no changes in variablility or spread actually occur, areas where data are more dense are more likely to contain outlying values on the plot, and the range of values is likely to be larger. This leads to a perception that the spread has changed.

One graphical means of determining changes in spread has been given by Chambers et al. (1983). First, a middle smooth is computed, as in figure 2.25. The absolute values of differences $\left|d_{i}\right|$ between each data point and the smooth at its value of $x$ is a measure of spread.

$$
\begin{equation*}
\left|d_{i}\right|=\left|y_{i}-l_{i}\right| \quad \text { where } l_{i} \text { is the value for the lowess smooth at } x_{i} \tag{2.3}
\end{equation*}
$$

By graphing these absolute differences $\left|d_{i}\right|$ versus $x_{i}$, changes in spread will show as changes in absolute differences. A middle smooth of these differences should also be added to make the pattern more clear. This is done in figure 2.29, a plot of the absolute differences between sand concentration and its lowess smooth for the Lees Ferry data of figure 2.25 . Note that there is a slight decrease in $\left|d_{i}\right|$, indicating a small decrease of variability or spread in concentration with increasing discharge at that site.


Figure 2.29 Absolute residuals show whether the spread changes with changing x -- sediment concentrations at Lees Ferry, Arizona

### 2.4 Graphs for Multivariate Data

Boxplots effectively illustrate the characteristics of data for a single variable, and accentuate outliers for further inspection. Scatterplots effectively illustrate the relationships between two variables, and accentuate points which appear unusual in their x-y relationship. Yet there are numerous situations where relationships between more than two variables should be considered simultaneously. Similarities and differences between groups of observations based on 3 or more variables are frequently of interest. Also of interest is the detection of outliers for data with multiple variables. Graphical methods again can provide insight into these relationships. They supplement and enhance the understanding provided by formal hypothesis test procedures. Two multivariate graphical methods already are widely used in water-quality studies -- Stiff and Piper diagrams. These and other graphical methods are outlined in the following sections. For more detailed discussions on multivariate graphical methods, see Chambers et al. (1983), or the textbook by Everitt (1978).

### 2.4.1 Profile Plots

Profile plots are a class of graphical methods which assign each variable to a separate and parallel axis. One observation is represented by a series of points, one per axis, which are
connected by a straight line forming the profile. Each axis is scaled independently, based on the range of values in the entire data set. Comparisons between observations are made by comparing profiles.

As an example, assume that sediment loads are to be regionalized. That is, mean annual loads are to be predicted at ungaged sites based on basin characteristics (physical and climatic conditions) at those sites. Of interest may be the interrelationships between sites based on their basin characteristics, as well as which characteristics are associated with high or low annual values. Profile plots such as the one of site basin characteristics in figure 2.30 would effectively illustrate those relationships.


Figure 2.30 Profile plot of selected basin characteristcs, Cow Creek near Lyons, Kansas (data from Jordan, 1979).

### 2.4.1.1 Stiff diagrams

Stiff diagrams (Hem, 1985) are the most familiar application of profile plots in water resources. In a Stiff diagram, the milliequivalents of major water-quality constituents are plotted for a single sample, with the cation profile plotted to the left of the center line, and anion profile to the right (figure 2.31). Comparisons between several samples based on multiple water-quality constituents is then easily done by comparing shapes of the Stiff diagrams. Figure 2.32 shows one such comparison for 14 groundwater samples from the Fox Hills Sandstone in Wyoming (Henderson, 1985).


Figure 2.31 Stiff diagram for a groundwater sample from the Columbia River Basalt aquifer, Oregon (data from Miller and Gonthier, 1984).

### 2.4.2 Star Plots

A second method of displaying multiple axes is to have them radiate from a central point, rather than aligned parallel as in a profile plot. Again, one observation would be represented by a point on each axis, and these points are connected by line segments. The resulting figures resemble a star pattern, and are often called star plots. Angles between rays of the star are $360^{\circ} / \mathrm{k}$, where k is the number of axes to be plotted. To provide the greatest visual discrimination between observations, rays measuring related characteristics should be grouped together. Unusual observations will stand out as a star looking quite different than the other data, perhaps having an unusually long or short ray. In figure 2.33, the basalt water-quality data graphed using a Stiff diagram in figure 2.31 is displayed as a star plot. Note that the cations are grouped together on the top half of the star, with anions along the bottom.

### 2.4.2.1 Kite diagrams

A simplified 4-axis star diagram, the "kite diagram", has been used for displaying water-quality compositions, especially to portray compositions of samples located on a map (Colby, 1956). Cations are plotted on the two vertical axes, and anions on the two horizontal axes. The primary advantage of this plot is its simplicity. Its major disadvantage is also its simplicity, in that the use of only four axes may hide important characteristics of the data. One might need to know whether calcium or magnesium were present in large amounts, for example, but that could not be determined from the kite diagram. There is no reason why a larger number of axes could not be employed to give more detail, making the plot a true star diagram. Compare for example the basalt data plotted as a star diagram in figure 2.33 and as a kite diagram in figure 2.34.


Figure 2.32 Stiff diagrams to display areal differences in water quality (from Henderson, 1985)


Figure 2.33 Star diagram of the basalt water-quality data


Figure 2.34 Kite diagram of the basalt water-quality data

One innovative use of the kite diagram was made by Davis and Rogers (1984). They plotted the quartiles of all observations taken from each of several formations, and at different depth ranges, in order to compare water quality between formations and depths (figure 2.35). The kite plots in
this case are somewhat like multivariate boxplots. There is no reason why the other multivariate plots described here could not also present percentile values for a group of observations rather than descriptions of individual values, and be used to compare among groups of data.


Figure 2.35 Kite diagram of quartiles of composition from an alluvial formation in Montana (from Davis and Rogers, 1984).

### 2.4.3 Trilinear Diagrams

Trilinear diagrams have been used within the geosciences since the early 1900's. When three variables for a single observation sum to 100 percent, they can be represented as one point on a triangular (trilinear) diagram. Figure 2.36 is one example -- three major cation axes upon which is plotted the cation composition for the basalt data of figure 2.31. Each of the three cation values, in milliequivalents, is divided by the sum of the three values, to produce a new scale in percent of total cations:

$$
\begin{equation*}
c_{i}=m_{i} /\left(m_{1}+m_{2}+m_{3}\right) \tag{2.4}
\end{equation*}
$$

where the $c_{i}$ is in percent of total cations, and $m_{i}$ are the milliequivalents of cation $i$.

For the basalt data, $\mathrm{Ca}=0.80 \mathrm{meq}, \mathrm{Mg}=0.26 \mathrm{meq}$, and $\mathrm{Na}+\mathrm{K}=0.89 \mathrm{meg}$. Thus
$\% \mathrm{Ca}=41, \% \mathrm{Mg}=13$, and $\%[\mathrm{Na}+\mathrm{K}]=46$. As points on these axes sum to 100 percent, only two of the variables are independent. By knowing two values $\mathrm{c}_{1}$ and c 2 , the third is also known: $\mathrm{c} 3=(100-\mathrm{c} 1-\mathrm{c} 2)$.


Figure 2.36 Trilinear diagram for the basalt cation composition (units are percent milliequivalents).

### 2.4.3.1 Piper diagrams

Piper (1944) applied these trilinear diagrams to both cation and anion compositions of water qualtiy data. He also combined both trilinear diagrams into a single summary diagram with the shape of a diamond (figure 2.37). This diamond has four sides, two for cations and two for anions. However, it also has only two independent axes, one for a cation (say $\mathrm{Ca}+\mathrm{Mg}$ ), and one for an anion (say $\mathrm{Cl}+\mathrm{SO} 4$ ). If the $(\mathrm{Ca}+\mathrm{Mg})$ percentage is known, so is the $(\mathrm{Na}+\mathrm{K})$ percentage, as one is $100 \%$ minus the other, and similarly for the anions. The collection of these three diagrams in the format shown in figure 2.37 is called a Piper diagram.

Piper diagrams have the advantage over Stiff and star diagrams that each observation is shown as only one point. Therefore, similarities and differences in composition between numerous observations is more easily seen with Piper diagrams. Stiff and star diagrams have two advantages over Piper diagrams: 1) they may be separated in space and placed on a map or other graph, and 2) more than four independent attributes (two cation and two anion) can be displayed at one time. Thus the choice of which to use will depend on the purpose to which they are put.

Envelopes have been traditionally drawn by eye around a collection of points on a Piper diagram to describe waters of "similar" composition. Trends (along a flow path, for example) have traditionally been indicated by using different symbols on the diagram for different data groups, such as for upgradient and downgradient observations, and drawing an arrow from one group to
the other. Recently, both of these practices have been quantified into significance tests for differences and trends associated with Piper diagrams (Helsel, 1992). Objective methods for drawing envelopes (a smoothed curve) and trend lines on a Piper diagram were also developed. The envelope drawn on figure 2.37 is one example. Smoothing procedures are discussed in more detail in Chapter 10.


Figure 2.37 Piper diagram of groundwaters from the Columbia River Basalt aquifer in Oregon (data from Miller and Gonthier, 1984)

### 2.4.4 Plots of Principal Components

One method for viewing observations on multiple axes is to reduce the number of axes to two, and then plot the data as a scatterplot. An important dimension reduction technique is principal components analysis, or PCA (Johnson and Wischern, 1982).

Principal components are linear combinations of the p original variables which form a new set of variables or axes. These new axes are uncorrelated with one another, and have the property that the first principal component is the axis that explains more of the variance of the data than any other axis. The second principal component explains more of the remaining variance than any other axis which is uncorrelated with (orthogonal to) the first. The resulting p axes are thus
new "variables", the first few of which often explain the major patterns of the data in multivariate space. The remaining principal components may be treated as residuals, measuring the "lack of fit" of observations along the first few axes.

Each observation can be located on the new set of principal component (pc) axes. For example, suppose principal components were computed for four original variables, the cations $\mathrm{Ca}, \mathrm{Mg}$, Na and K . The new axes would be linear combinations of these variables, such as:

$$
\begin{array}{ll}
\text { pc1 }=0.75 \mathrm{Ca}+0.8 \mathrm{Mg}+0.1 \mathrm{Na}+0.06 \mathrm{~K} & \\
\text { pc2 }=0.17 \mathrm{Ca}+0.06 \mathrm{Mg}+0.6 \mathrm{Na}+0.8 \mathrm{~K} & \text { a "Na } \mathrm{Na}+\mathrm{K} \text { " axis? } \\
\text { pc3 }=0.4 \mathrm{Ca}-0.25 \mathrm{Mg}-0.1 \mathrm{Na}+0.1 \mathrm{~K} & \text { a "Ca vs. } \mathrm{Mg}^{2} \text { axis? } \\
\text { pc4 }=0.05 \mathrm{Ca}-0.1 \mathrm{Mg}+0.1 \mathrm{Na}+0.2 \mathrm{~K} & \text { residual noise }
\end{array}
$$

An observation which had milliequivalents of $\mathrm{Ca}=1.6, \mathrm{Mg}=1.0, \mathrm{Na}=1.3$ and $\mathrm{K}=0.1$ would have a value on pc 1 equal to $(0.6 \bullet 1.6+0.8 \bullet 1.0+0.1 \bullet 1.3+0.06 \bullet 0.1)=1.9$, and similarly for the other new "variables". At this point no reduction in dimensions has taken place, as each observation still has values along the $\mathrm{p}=4$ new pc axes, as they did for the 4 original axes.

Now, however, plots can be made of the locations of observations oriented along the new principal components axes. Most notably, a scatterplot for the first two components (pc1 vs. $\mathrm{pc} 2)$ will show how the observations group together along the new axes which now contain the most important information about the variation in the data. Thus groupings in multivariate space have been simplified into groupings along the two most important axes, allowing those groupings to be seen by the data analyst. Waters with generally different chemical compositions should plot at different locations on the pc scatterplot. Data known to come from two different groups may be compared using boxplots, probability plots, or Q-Q plots, but now using the first several pc axes as the measurement "variables". Additionally, plots can be made of the last few pc axes, to check for outliers. These outliers in multivariate space will now be visible by using the "lack of fit" principal components to focus attention at the appropriate viewing angle. Outliers having unusually large or small values on these plots should be checked for measurement errors, unusual circumstances, and the other investigations outliers warrant. Examples of the use of plots of components include Xhoffer et al. (1991), Meglen and Sistko (1985), and Lins (1985).

### 2.4.5 Other Multivariate Plots

### 2.4.5.1 3-Dimensional rotation

If three variables are all that are under consideration, several microcomputer packages now will plot data in pseudo-3 dimensions, and allow observations to be rotated in space along all three axes. In this way the inter-relationships between the three variables can be visually observed, data visually clustered into groups of similar observations, and outliers discerned. In figure 2.38
two of the many possible orientations for viewing a data set were output from MacSpin (Donoho et al., 1985), a program for the Apple Macintosh. The data are water qualtity variables measured at low flow in basins with and without coal mining and reclamation (Helsel, 1983)


Figure 2.38 Two 3-dimensional plots of a water-quality data set

Note the u-shaped pattern in the data seen in the right-hand plot. There is some suggestion of two separate groups of data, the causes of which can be checked by the analyst. This pattern is not evident in the left-hand orientation. By rotating data around their three axes, patterns may be seen which would not be evident without a 3-dimensional perspective, and greater insight into the data is obtained.

### 2.4.5.2 Scatterplot matrix

Another method for inspecting data measured by p variables is to produce a scatterplot for each of the $\mathrm{p} \cdot(\mathrm{p}-1) / 2$ possible pairs of variables. These are then printed all on one screen or page. Obviously, little detail can be discerned on any single plot within the matrix, but variables which are related can be grouped, linear versus nonlinear relationships discerned, etc. Chambers et al. (1983) describe the production and utility of scatterplot matrices in detail.

Figure 2.39 is a scatterplot matrix for 5 water-quality variables at low-flow from the coal mining data of Helsel (1983). On the lowest row are histograms for each individual variable. Note the right skewness for all variables except pH . All rows above the last contain scatterplots between each pair of varables. For example, the single plot in the first row is the scatterplot of conductance (cond) versus pH . Note the two separate subgroups of data, representing low and high pH waters. Evident from other plots are the linear association between conductance and
sulfate (SO4), the presence of high total iron concentrations (TFe) for waters of low alkalinity (ALK) and pH , and high TFe for waters of high sulfate and conductance.


Figure 2.39 Scatterplot matrix showing the relationships between
5 water-quality variables

### 2.4.5.3 Methods to avoid

Two commonly-used methods should usually be avoided, as they provide little ability to compare differences between groups of data. These are stacked bar charts and pie charts. Both allow only coarse discrimination to be made between segments of the plot. Figure 2.40, for example, is a stacked bar chart of the basalt water-quality data previously shown as a Stiff (figure 2.31) and star (figure 2.33) plot. Note that only large differences between categories within a bar are capable of being discerned. For example, it is much easier to see that chloride $(\mathrm{Cl})$ is larger than sulfate (SO4) on the Stiff diagram than on the stacked bar chart. In addition, stacked bar charts provide much less visual distinction when comparing differences among many sites, as in figure 2.32. Stiff or star diagrams allow differences to be seen as differences in shape, while stacked bar charts require judgements of length without a common datum, a very difficult type of judgement. Multiple pie charts require similarly imprecise and difficult judgements. Further information on these and other types of presentation graphics is given in the last chapter.


Figure 2.40 Stacked bar chart of the basalt data

## Exercises

2.1 Annual peak discharges for the Saddle River in New Jersey are given in Appendix C1. For the peaks occuring from 1968-1989, draw
a) a histogram
b) a boxplot
c) a quantile plot (using (i -.4$) /(\mathrm{n}+.2)$ )

What transformation, if any, would make these data more symmetric?
2.2 Arsenic concentrations (in ppb) were reported for ground waters of southeastern New Hampshire (Boudette and others, 1985). For these data, compute
a) a boxplot
b) a probability plot

Based on the probability plot, describe the shape of the data distribution. What transformation, if any, would make these data more symmetric?

| 1.3 | 1.5 | 1.8 | 2.6 | 2.8 | 3.5 | 4.0 | 4.8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 9.5 | 12 | 14 | 19 | 23 | 41 | 80 |
| 100 | 110 | 120 | 190 | 240 | 250 | 300 | 340 |

580
2.3 Feth et al. (1964) measured chemical compositions of waters in springs draining differing rock types. Compare chloride concentrations from two of these rock types using a Q-Q plot. Also plot two other types of graphs. Describe the similarities and differences in chloride. What characteristics are evident in each graph?

|  | Chloride concentration, in mg/L |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| Granodiorite | 6.0 | 0.5 | 0.4 | 0.7 | 0.8 | 6.0 |  |
|  |  | 0.6 | 1.2 | 0.3 | 0.2 | 0.5 |  |
|  | 5.0 | 0.2 | 0.2 | 0.2 | 1.7 | 3.0 |  |
|  | 0.5 | 10 |  |  |  |  |  |
| Qtz Monzonite | 1.0 | 0.2 | 1.2 | 1.0 | 0.3 | 0.1 |  |
|  | 0.1 | 0.4 | 3.2 | 0.3 | 0.4 | 1.8 |  |
|  | 0.9 | 0.1 | 0.2 | 0.3 | 0.5 |  |  |

2.4 The following chemical and biological data were reported by Frenzel (1988) above and below a waste treatment plant (WTP). Graph and compare the two sets of multivariate data. What effects has the WTP appeared to have?

|  | Above | Below | units |
| :--- | :---: | :---: | :---: |
| Chironomidae | 2500 | 3200 | ave \# per substrate |
| Simuliidae | 3300 | 230 | ave \# per substrate |
| Baetidae | 2700 | 2700 | ave \# per substrate |
| Hydropsychidae | 440 | 88 | ave \# per substrate |
| Native trout | 6.9 | 7.9 | \# per 10,760 sq. ft. |
| Whitefish | 140 | 100 | \# per $10,760 \mathrm{sq} . \mathrm{ft}$. |
| Nongame fish | 54 | 180 | \# per $10,760 \mathrm{sq} . \mathrm{ft}$. |
| Aluminum in clays | 1950 | 1160 | $\mu \mathrm{~g} / \mathrm{g}$ |
| Organic Carbon | 4.2 | 2.1 | $\mathrm{~g} / \mathrm{kg}$ |
| Ammonia | 0.42 | 0.31 | $\mathrm{mg} / \mathrm{L} \mathrm{as} \mathrm{N}$ |

## Chapter 3

## Describing Uncertainty

The mean nitrate concentration in a shallow aquifer under agricultural land was calculated as 5.1 $\mathrm{mg} / \mathrm{L}$. How reliable is this estimate? Is $5.1 \mathrm{mg} / \mathrm{L}$ in violation of a health advisory limit of 5 $\mathrm{mg} / \mathrm{L}$ ? Should it be treated differently than another aquifer having a mean concentration of 4.8 $\mathrm{mg} / \mathrm{L}$ ?

Thirty wells over a 5-county area were found to have a mean specific capacity of 1 gallon per minute per foot, and a standard deviation of 7 gallons per minute per foot. A new well was drilled and developed with an acid treatment. The well produced a specific capacity of 15 gallons per minute per foot. To determine whether this increase might be due to the acid treatment, how likely is a specific capacity of 15 to result from the regional distribution of the other 30 wells?

An estimate of the 100-year flood, the 99th percentile of annual flood peaks, was determined to be 10,000 cubic feet per second (cfs). Assuming that the choice of a particular distribution to model these floods (Log Pearson Type III) is correct, what is the reliability of this estimate?

In chapter 1 several summary statistics were presented which described key attributes of a data set. They were sample estimates (such as x and $\mathrm{s}^{2}$ ) of true and unknown population parameters (such as $\mu$ and $\sigma^{2}$ ). In this chapter, descriptions of the uncertainty or reliability of sample estimates is presented. As an alternative to reporting a single estimate, the utility of reporting a range of values called an "interval estimate" is demonstrated. Both parametric and nonparametric interval estimates are presented. These intervals can also be used to test whether the population parameter is significantly different from some pre-specified value.

### 3.1 Definition of Interval Estimates

The sample median and sample mean estimate the corresponding center points of a population. Such estimates are called point estimates. By themselves, point estimates do not portray the reliability, or lack of reliability (variability), of these estimates. For example, suppose that two data sets X and Y exist, both with a sample mean of 5 and containing the same number of data. The Y data all cluster tightly around 5, while the X data are much more variable. The point estimate of 5 for X is much less reliable than that for Y because of the greater variability in the X data. In other words, more caution is needed when stating that 5 estimates the true population mean of X than when stating this for Y. Reporting only the sample (point) estimate of 5 fails to give any hint of this difference.

As an alternative to point estimates, interval estimates are intervals which have a stated probability of containing the true population value. The intervals are wider for data sets having greater variability. Thus in the above example an interval between 4.7 and 5.3 may have a 95\% probability of containing the (unknown) true population mean of Y. It would take a much wider interval, say between 2.0 and 8.0 , to have the same probability of containing the true mean of X. The difference in the reliability of the two estimates is therefore clearly stated using interval estimates. Interval estimates can provide two pieces of information which point estimates cannot:

1. A statement of the probability or likelihood that the interval contains the true population value (its reliability).
2. A statement of the likelihood that a single data point with specified magnitude comes from the population under study.

Interval estimates for the first purpose are called confidence intervals; intervals for the second purpose are called prediction intervals. Though related, the two types of interval estimates are not identical, and cannot be interchanged.

In sections 3.3 and 3.4 , confidence intervals will be developed for both the median and mean. Prediction intervals, both parametric and nonparametric, will be used in sections 3.5 and 3.6 to judge whether one new observation is consistent with existing data. Intervals for percentiles other than the median will be discussed in section 3.7.


### 3.2 Interpretation of Interval Estimates

Suppose that the true population mean $\mu$ of concentration in an aquifer was 10 . Also suppose that the true population variance $\sigma^{2}$ equals 1 . As these values in practice are never known, samples are taken to estimate them by the sample mean x and sample variance $\mathrm{s}^{2}$. Sufficient funding is available to take 12 water samples (roughly one per-month) during a year, and the days on which sampling occurs are randomly chosen. From these 12 samples $x$ and $s^{2}$ are computed. Although in reality only one set of 12 samples would be taken each year, using a computer 12 days can be selected multiple times to illustrate the concept of an interval estimate. For each of 10 independent sets of 12 samples, a confidence interval on the mean is computed using equations given later in section 3.4.1. The results are shown in table 3.1 and figure 3.1.

| 1 | $\frac{\mathrm{N}}{12}$ | $\frac{\text { Mean }}{10.06}$ | $\frac{\text { St. Dev. }}{1.11}$ | 90 \% Confidence Interval |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | (9.49 | to | 10.64) |
| 2 | 12 | 10.60 | 0.81 | *(10.18 | to | 11.02) |
| 3 | 12 | 9.95 | 1.26 | (9.29 | to | 10.60) |
| 4 | 12 | 10.18 | 1.26 | (9.52 | to | 10.83) |
| 5 | 12 | 10.17 | 1.33 | (9.48 | to | 10.85) |
| 6 | 12 | 10.22 | 1.19 | (9.60 | to | 10.84) |
| 7 | 12 | 9.71 | 1.51 | (8.92 | to | 10.49) |
| 8 | 12 | 9.90 | 1.01 | (9.38 | to | 10.43) |
| 9 | 12 | 9.95 | 0.10 | (9.43 | to | 10.46) |
| 10 | 12 | 9.88 | 1.37 | (9.17 | to | 10.59) |

Table 3.1 Ten $90 \%$ confidence intervals around a true mean of 10 . Data follow a normal distribution. The interval with the asterisk does not include the true value.

These ten intervals are " $90 \%$ confidence intervals" on the true population mean. That is, the true mean will be contained in these intervals an average of 90 percent of the time. So for the 10 intervals in the table, nine are expected to include the true value while one is not. This is in
fact what happened. Of course when a one-time sampling occurs, the computed interval will either include or not include the true, unknown population mean. The probability that the interval does include the true value is called the confidence level of the interval. The probability that this interval will not cover the true value, called the alpha level ( $\alpha$ ), is computed as

$$
\begin{equation*}
\alpha=1-\text { confidence level. } \tag{3.1}
\end{equation*}
$$

The width of a confidence interval is a function of the shape of the data distribution (its variability and skewness), the sample size, and of the confidence level desired. As the confidence level increases the interval width also increases, because a larger interval is more likely to contain the true value than is a shorter interval. Thus a $95 \%$ confidence interval will be wider than a $90 \%$ interval for the same data.


Figure 3.1 Ten 90\% confidence intervals for normally-distributed data with true mean $=10$

Symmetric confidence intervals on the mean are commonly computed assuming the data follow a normal distribution (see section 3.4.1). If not, the distribution of the mean itself will be approximately normal as long as sample sizes are large (say 50 observations or greater). Confidence intervals assuming normality will then include the true mean $(1-\alpha) \%$ of the time. In the above example, the data were generated from a normal distribution, so the small sample size of 12 is not a problem. However when data are skewed and sample sizes below 50 or more, symmetric confidence intervals will not contain the mean $(1-\alpha) \%$ of the time. In the example below, symmetric confidence intervals are incorrectly computed for skewed data (figure 3.2). The results (figure 3.3 and table 3.2) show that the confidence intervals miss the true value of 1 more frequently than they should. The greater the skewness, the larger the sample size must be
before symmetric confidence intervals can be relied on. As an alternative, asymmetric confidence intervals can be computed for the common situation of skewed data. They are also presented in the following sections.

|  | N | Mean | St. Dev. | $\underline{90} \%$ Confidence Interval |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 12 | 0.784 | 0.320 | *(0.618 | to | $0.950)$ |
| 2 | 12 | 0.811 | 0.299 | *(0.656 | to | 0.966) |
| 3 | 12 | 1.178 | 0.700 | (0.815 | to | 1.541) |
| 4 | 12 | 1.030 | 0.459 | (0.792 | to | 1.267) |
| 5 | 12 | 1.079 | 0.573 | (0.782 | to | 1.376) |
| 6 | 12 | 0.833 | 0.363 | (0.644 | to | 1.021) |
| 7 | 12 | 0.789 | 0.240 | *(0.664 | to | 0.913) |
| 8 | 12 | 1.159 | 0.815 | (0.736 | to | 1.581) |
| 9 | 12 | 0.822 | 0.365 | *(0.633 | to | 0.992) |
| 10 | 12 | 0.837 | 0.478 | (0.589 | to | 1.085) |

Table 3.2 Ten $90 \%$ confidence intervals around a true mean of 1 . Data do not follow a normal distribution. Intervals with an asterisk do not include the true value.


Figure 3.2 Histogram of skewed example data. $\mu=1.0 \quad \sigma=0.75$.


Figure 3.3 Ten 90\% confidence intervals for skewed data with true mean $=1.0$

### 3.3 C onfidence Intervals for the M edian

A confidence interval for the true population median may be computed either without assuming the data follow any specific distribution (section 3.3.1), or assuming they follow a distribution such as the lognormal (section 3.3.2).

## Confidence Intervals for the Center of Data


3.3.1 Nonparametric Interval Estimate for the Median

A nonparametric interval estimate for the true population median is computed using the binomial distribution. First, the desired significance level $\alpha$ is stated, the acceptable risk of not including the true median. One-half $(\alpha / 2)$ of this risk is assigned to each end of the interval (figure 3.4). A table of the binomial distribution provides lower and upper critical values $\mathrm{x}^{\prime}$ and x at one-half the desired alpha level $(\alpha / 2)$. These critical values are transformed into the ranks $R_{1}$ and $R_{u}$ corresponding to data points $C_{1}$ and $C_{u}$ at the ends of the confidence interval.


Figure 3.4 Probability of containing the true median $\mathrm{P}_{.50}$ in a 2-sided interval estimate. ${ }^{\mathrm{P}} .50$ will be below the lower interval bound $\left(\mathrm{Cl}_{1}\right) \alpha / 2 \%$ of the time, and above the upper interval bound $\left(\mathrm{C}_{\mathrm{u}}\right) \alpha / 2 \%$ of the time.

For small sample sizes, the binomial table is entered at the $\mathrm{p}=0.5$ (median) column in order to compute a confidence interval on the median. This column is reproduced in Appendix Table B5 -- it is identical to the quantiles for the sign test (see chapter 6). A critical value $\mathrm{x}^{\prime}$ is obtained from Table B5 corresponding to $\alpha / 2$, or as close to $\alpha / 2$ as possible. This critical value is then used to compute the ranks $\mathrm{R}_{\mathrm{u}}$ and $\mathrm{R}_{1}$ corresponding to the data values at the upper and lower confidence limits for the median. These limits are the $\mathrm{R}_{\mathrm{f}}$ th ranked data points going in from each end of the sorted list of $n$ observations. The resulting confidence interval will reflect the shape (skewed or symmetric) of the original data.

$$
\begin{array}{ll}
\mathrm{R}_{\mathrm{l}}=\mathrm{x}^{\prime}+1 & \\
\mathrm{R}_{\mathrm{u}}=\mathrm{n}-\mathrm{x}^{\prime}=\mathrm{x} & \text { for } \mathrm{x}^{\prime} \text { and } \mathrm{x} \text { from Appendix Table B5 } \tag{3.3}
\end{array}
$$

Nonparametric intervals cannot always exactly produce the desired confidence level when sample sizes are small. This is because they are discrete, jumping from one data value to the next at the ends of the intervals. However, confidence levels close to those desired are available for all but the smallest sample sizes.

## Example 2

The following 25 arsenic concentrations (in ppb ) were reported for ground waters of southeastern New Hampshire (Boudette and others, 1985). A histogram of the data is shown in figure 3.5. Compute the $\alpha=0.05$ interval estimate of the median concentration.

| 1.3 | 1.5 | 1.8 | 2.6 | 2.8 | 3.5 | 4.0 | 4.8 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 9.5 | 12 | 14 | 19 | 23 | 41 | 80 | 100 | 110 |
| 120 | 190 | 240 | 250 | 300 | 340 | 580 |  |  |



Figure 3.5 Histogram of Example 2 arsenic concentrations (in ppb)
The sample median concentration $\hat{\mathrm{C}}_{0.5}=19$, the 13th observation ranked from smallest to largest. To determine a $95 \%$ confidence interval for the true median concentration $\mathrm{C}_{0.5}$, the tabled critical value with an entry nearest to $\alpha / 2=0.025$ is $\mathrm{x}^{\prime}=7$ from Table B5. The entry value of 0.022 is quite near 0.025 , and is the equivalent to the shaded area at one side of figure 3.4. From equations 3.2 and 3.3 the rank $\mathrm{R}_{1}$ of the observation corresponding to the lower confidence limit is 8 , and $\mathrm{R}_{\mathrm{u}}$ corresponding to the upper confidence limit is $25-7=18$.

For this confidence interval the alpha level $\alpha=2 \bullet 0.022=0.044$. This is equivalent to a $1-0.044$ or $95.6 \%$ confidence limit for $\mathrm{C}_{0.5}$, and is the interval between the 8 th and 18 th ranked observations (the 8th point in from either end), or

$$
\mathrm{C}_{1}=4.8 \leq \mathrm{C}_{0.5} \leq 110=\mathrm{C}_{\mathrm{u}} \text { at } \alpha=0.044
$$

The asymmetry around $\hat{\mathrm{C}}_{0.5}=19$ reflects the skewness of the data.

An alternative method for computing the same nonparametric interval is used when the sample size $n>20$. This large-sample approximation utilizes a table of the standard normal distribution available in every basic statistics textbook to approximate the binomial distribution. By using this approximation, only small tables of the binomial distribution up to $n=20$ need be included in statistics texts. A critical value $z_{\alpha} / 2$ from the normal table determines the upper and lower ranks of observations corresponding to the ends of the confidence interval. Those ranks are

$$
\begin{align*}
& \mathrm{R}_{\mathrm{l}}=\frac{n-z_{a / 2} \sqrt{n}}{2}  \tag{3.4}\\
& \mathrm{R}_{\mathrm{u}}=\frac{n+z_{a / 2} \sqrt{n}}{2}+1 \tag{3.5}
\end{align*}
$$

The computed ranks $\mathrm{R}_{\mathrm{u}}$ and $\mathrm{R}_{\mathrm{l}}$ are rounded to the nearest integer when necessary.

## Example 2, cont.

For the $\mathrm{n}=25$ arsenic concentrations, an approximate 95 percent confidence interval on the true median $C_{0.5}$ is computed using $z_{\alpha / 2}=1.96$ so that

$$
\begin{array}{ll}
\mathrm{R}_{\mathrm{l}}=\frac{25-1.96 \cdot \sqrt{25}}{2} & =7.6 \\
\mathrm{R}_{\mathrm{u}}=\frac{25+1.96 \cdot \sqrt{25}}{2}+1 & =18.4
\end{array}
$$

the "7.6th ranked observation" in from either end. Rounding to the nearest integer, the 8th and 18th ranked observations are used as the ends of the $\alpha=0.05$ confidence limit on $C_{0.5}$, agreeing with the exact $95.6 \%$ confidence limit computed previously.

### 3.3.2 Parametric Interval Estimate for the Median

As mentioned in chapter 1, the geometric mean of $\mathrm{x}\left(\mathrm{GM}_{\mathrm{x}}\right)$ is an estimate of the median in original $(x)$ units when the data logarithms $y=\ln (x)$ are symmetric. The mean of $y$ and confidence interval on the mean of $y$ become the geometric mean with its (asymmetric) confidence interval after being retransformed back to original units by exponentiation (equations 3.6 and 3.7). These are parametric alternatives to the point and interval estimates of section 3.3.1. Here it is assumed that the data are distributed as a lognormal distribution. The geometric mean and interval would be more efficient (shorter interval) measures of the median and its confidence interval when the data are truly lognormal. The sample median and its interval are more appropriate and more efficient if the logarithms of data still exhibit skewness and/or outliers.

$$
\begin{align*}
& \mathrm{GM}_{\mathrm{x}}=\exp (\bar{y}) \quad \text { where } \mathrm{y}=\ln (\mathrm{x}) \text { and } \bar{y}=\text { sample mean of } \mathrm{y} .  \tag{3.6}\\
& \exp \left(\bar{y}-t_{(\alpha / 2, n-1)} \sqrt{s_{y}^{2} / n}\right) \leq \mathrm{GM}_{\mathrm{x}} \leq \exp \left(\bar{y}-t_{(\alpha / 2, n-1)} \sqrt{s_{y}^{2} / n}\right) \tag{3.7}
\end{align*}
$$

where $s_{y}^{2}=$ sample variance of y in natural $\log$ units.

Example 2, cont.
Natural logs of the arsenic data are as follows:

| 0.262 | 0.405 | 0.588 | 0.956 | 1.030 | 1.253 | 1.387 | 1.569 | 2.079 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2.251 | 2.485 | 2.639 | 2.944 | 3.135 | 3.714 | 4.382 | 4.605 | 4.700 |
| 4.787 | 5.247 | 5.481 | 5.521 | 5.704 | 5.829 | 6.363 |  |  |

The mean of the logs $=3.17$, with standard deviation of 1.96. From figure 3.6 the logs of the data appear more symmetric than do the original units of concentration shown previously in figure 3.5.


Figure 3.6 Histogram of natural logs of the arsenic concentrations of Example 2

From equations 3.6 and 3.7, the geometric mean and its $95 \%$ confidence interval are:

$$
\begin{aligned}
\mathrm{GM}_{\mathrm{C}} & =\exp (3.17)=23.8 \\
\exp \left(3.17-2.064 \cdot \sqrt{1.96^{2} / 25}\right) & \leq \mathrm{GM}_{\mathrm{C}} \leq \exp \left(3.17+2.064 \cdot \sqrt{1.96^{2} / 25}\right) \\
\exp (2.36) & \leq \mathrm{GM}_{\mathrm{C}} \leq \exp (3.98) \\
10.6 & \leq \mathrm{GM}_{\mathrm{C}} \leq 53.5
\end{aligned}
$$

The scientist must decide whether it is appropriate to assume a lognormal distribution. If not, the nonparametric interval of section 3.3.1 would be preferred.

### 3.4 C onfidence Intervals for the M ean

Interval estimates may also be computed for the true population mean $\mu$. These are appropriate if the center of mass of the data is the statistic of interest (see Chapter 1). Intervals symmetric around the sample mean X are computed most often. For large sample sizes a symmetric interval adequately describes the variation of the mean, regardless of the shape of the data distribution. This is because the distribution of the sample mean will be closely approximated by
a normal distribution as sample sizes get larger, even though the data may not be normally distributedt. For smaller sample sizes, however, the mean will not be normally distributed unless the data themselves are normally distributed. As data increase in skewness, more data are required before the distribution of the mean can be adequately approximated by a normal distribution. For highly skewed distributions or data containing outliers, it may take more than 100 observations before the mean will be sufficiently unaffected by the largest values to assume that its distribution will be symmetric.

### 3.4.1 Symmetric Confidence Interval for the Mean

Symmetric confidence intervals for the mean are computed using a table of the student's t distribution available in statistics textbooks and software. This table is entered to find critical values for t at one-half the desired alpha level. The width of the confidence interval is a function of these critical values, the standard deviation of the data, and the sample size. When data are skewed or contain outliers, the assumptions behind the t-interval do not hold. The resulting symmetric interval will be so wide that most observations will be included in it. It may also extend below zero on the lower end. Negative endpoints of a confidence interval for data which cannot be negative are clear signals that the assumption of a symmetric confidence interval is not warranted. For such data, assuming a lognormal distribution as described in section 3.4.2 would be more appropriate.

The student's $t$ statistic $t(\alpha / 2, n-1)$ is used to compute the following symmetric confidence interval:

$$
\begin{equation*}
\bar{x}-\mathrm{t}(\alpha / 2, \mathrm{n}-1) \cdot \sqrt{\mathrm{s}^{2} / \mathrm{n}} \leq \mu \leq \bar{x}+\mathrm{t}(\alpha / 2, \mathrm{n}-1) \cdot \sqrt{\mathrm{s}^{2} / \mathrm{n}} \tag{3.8}
\end{equation*}
$$

## Example 2, cont.

The sample mean arsenic concentration $\mathrm{C}=98.4$. This is the point estimate for the true unknown population mean $\mu$. An $\alpha=0.05$ confidence interval on $\mu$ is

$$
\begin{gathered}
98.4-\mathrm{t}(.025,24) \cdot \sqrt{144.7^{2} / 25} \leq \mu \leq 98.4+\mathrm{t}(.025,24) \cdot \sqrt{144.7^{2} / 25} \\
98.4-2.064 \cdot 28.9 \leq \mu \leq 98.4+2.064 \cdot 28.9 \\
38.7 \leq \mu \leq 158.1
\end{gathered}
$$

Thus there is a $95 \%$ probability that $\mu$ is contained in the interval between 38.7 and 158.1 ppb , assuming that a symmetric confidence interval is appropriate. Note that this confidence interval is, like C, sensitive to the highest data values. If the largest value of 580 were changed to 380 , the median and its confidence interval would be unaffected. C would change to 90.4 , with a $95 \%$ interval estimate for $\mu$ from 40.7 to 140.1.

[^20]
### 3.4.2 Asymmetric Confidence Interval for the Mean (for Skewed Data)

Means and confidence intervals may also be computed by assuming that the logarithms $\mathrm{y}=\ln (\mathrm{x})$ of the data are symmetric. If the data appear more like a lognormal than a normal distribution, this assumption will give a more reliable (lower variance) estimate of the mean than will computation of the usual sample mean without log transformation.

To estimate the population mean $\mu_{\mathrm{x}}$ in original units, assume the data are lognormal. One-half the variance of the logarithms is added to $y$ (the mean of the logs) prior to exponentiation (Aitchison and Brown, 1981). As the sample variance $s^{2} y$ is only an estimate of the true variance of the logarithms, the sample estimate of the mean is biased (Bradu and Mundlak, 1970). However, for small s ${ }^{2}$ y and large sample sizes the bias is negligible. See Chapter 9 for more information on the bias of this estimator.

$$
\begin{aligned}
& \hat{\mu}_{x}=\exp \left(\bar{y}+0.5 \cdot \mathrm{~s}^{2} \mathrm{y}\right) \quad \text { where } \mathrm{y}=\ln (\mathrm{x}), \\
& \bar{y}=\text { sample mean and } \mathrm{s}^{2} \mathrm{y}=\text { sample variance of } \mathrm{y} \text { in natural } \log \text { units. }
\end{aligned}
$$

The confidence interval around $\hat{\mu}_{x}$ is not the interval estimate computed for the geometric mean in equation 3.7. It cannot be computed simply by exponentiating the interval around $\bar{y}$. An exact confidence interval in original units for the mean of lognormal data can be computed, though the equation is beyond the scope of this book. See Land (1971) and (1972) for details.

## Example 2, cont.

To estimate the mean concentration assuming a lognormal distribution,

$$
\hat{\mu}_{\mathrm{c}}=\exp \left(3.17+0.5 \cdot 1.96^{2}\right)=162.8 .
$$

This estimate does not even fall within the confidence interval computed earlier for the geometric mean ( $10.6 \leq \mathrm{GM}_{\mathrm{C}} \leq 53.5$ ). Thus here is a case where it is obvious that the CI on the geometric mean is not an interval estimate of the mean. It is an interval estimate of the median, assuming the data follow a lognormal distribution.

### 3.5. Nonparametric Prediction Intervals

The question is often asked whether one new observation is likely to have come from the same distribution as previously-collected data, or alternatively from a different distribution. This can be evaluated by determining whether the new observation is outside the prediction interval computed from existing data. Prediction intervals contain $100 \bullet(1-\alpha)$ percent of the data distribution, while $100 \bullet \alpha$ percent are outside of the interval. If a new observation comes from the same distribution as previously-measured data, there is a $100 \bullet \alpha$ percent chance that it will lie
outside of the prediction interval. Therefore being outside the interval does not "prove" the new observation is different, just that it is likely to be so. How likely this is depends on the choice of $\alpha$ made by the scientist.

Prediction intervals are computed for a different purpose than confidence intervals -- they deal with individual data values as opposed to a summary statistic such as the mean. A prediction interval is wider than the corresponding confidence interval, because an individual observation is more variable than is a summary statistic computed from several observations. Unlike a confidence interval, a prediction interval takes into account the variability of single data points around the median or mean, in addition to the error in estimating the center of the distribution. When the mean $\pm 2$ standard deviations are mistakenly used to estimate the width of a prediction interval, new data are asserted as being from a different population more frequently than they should.

In this section nonparametric prediction intervals are presented -- intervals not requiring the data to follow any particular distributional shape. Prediction intervals can also be developed assuming the data follow a particular distribution, such as the normal. These are discussed in section 3.6. Both two-sided and one-sided prediction intervals are described.


It may also be of interest to know whether the median or mean of a new set of data differs from that for an existing group. To test for differences in medians, use the rank-sum test of Chapter 5. To test for differences in means, the two-sample t-test of Chapter 5 should be performed.

### 3.5.1 Two-Sided Nonparametric Prediction Interval

The nonparametric prediction interval of confidence level $\alpha$ is simply the interval between the $\alpha / 2$ and $1-(\alpha / 2)$ percentiles of the distribution (figure 3.7). This interval contains $100 \cdot(1-\alpha)$ percent of the data, while $100 \bullet \alpha$ percent lies outside of the interval. Therefore if the new additional data point comes from the same distribution as the previously measured data, there is a $100 \bullet \alpha$ percent chance that it will lie outside of the prediction interval and be incorrectly
labeled as "changed". The interval will reflect the shape of the data it is developed from, and no assumptions about the form of that shape need be made.

$$
\begin{equation*}
\mathrm{PI}_{\mathrm{np}}=\mathrm{X}_{\boldsymbol{\alpha} / 2 \cdot(\mathrm{n}+1)} \text { to } \mathrm{X}_{[1-(\alpha / 2)] \cdot(\mathrm{n}+1)} \tag{3.10}
\end{equation*}
$$



Figure 3.7 Two-sided prediction interval. A new observation will be below $\mathrm{X}_{1} \alpha / 2 \%$ and above $\mathrm{X}_{\mathrm{u}} \alpha / 2 \%$ of the time, when the data distribution is unchanged.

## Example 2, cont.

Compute a $90 \%(\alpha=0.10)$ prediction interval for the arsenic data without assuming the data follow any particular distribution.

The 5th and 95th percentiles of the arsenic data are the observations with ranks of $(.05 \cdot 26)$ and (.95•26), or 1.3 and 24.7. By linearly interpolating between the 1 st and 2 nd, and 24th and 25th observations, the $\alpha=0.10$ prediction interval is

$$
\begin{array}{cl}
\mathrm{X}_{1}+0.3 \cdot\left(\mathrm{X}_{2}-\mathrm{X}_{1}\right) & \text { to } \mathrm{X}_{24}+0.7 \cdot\left(\mathrm{X}_{25}-\mathrm{X}_{24}\right) \\
1.3+0.3 \cdot 0.2 & \text { to } 340+0.7 \cdot 240 \\
1.4 & \text { to } 508 \mathrm{ppb}
\end{array}
$$

A new observation less than 1.4 or greater than 508 can be considered as coming from a different distribution at a $10 \%$ risk level $(\alpha=0.10)$.

### 3.5.2 One-Sided Nonparametric Prediction Interval

One-sided prediction intervals are appropriate if the interest is in whether a new observation is larger than existing data, or smaller than existing data, but not both. The decision to use a onesided interval must be based entirely on the question of interest. It should not be determined
after looking at the data and deciding that the new observation is likely to be only larger, or only smaller, than existing information. One-sided intervals use $\alpha$ rather than $\alpha / 2$ as the error risk, placing all the risk on one side of the interval (figure 3.8).

| one-sided PI $n p:$ | new $\mathrm{x}<\mathrm{X}_{\alpha \cdot(\mathrm{n}+1)}$, or <br>  <br> new $\mathrm{x}>\mathrm{X}_{[1-\alpha] \cdot(\mathrm{n}+1)}$ <br> (but not either, or) | $[3.11]$ |
| :---: | :--- | :---: |



Figure 3.8 Confidence level and alpha level for a 1 -sided prediction interval Probability of obtaining a new observation greater than $\mathrm{X}_{\mathrm{u}}$ when the distribution is unchanged is $\alpha$.

## Example 2, cont.

An arsenic concentration of 350 ppb is found in a New Hampshire well. Does this indicate a change to larger values as compared to the distribution of concentrations for the example 2 data? Use $\alpha=0.10$.

As only large concentrations are of interest, the new data point will be considered larger if it exceeds the $\alpha=0.10$ one-sided prediction interval, or upper 90 th percentile of the existing data. $\mathrm{X}_{0.90 \cdot 26}=\mathrm{X}_{23.4}$. By linear interpolation this corresponds to a concentration of $\mathrm{X}_{23}+0.4 \cdot\left(\mathrm{X}_{24}-\mathrm{X}_{23}\right)=300+0.4 \cdot(40)=316$.

In other words, a concentration of 316 or greater will occur approximately 10 percent of the time if the distribution of data has not increased. Therefore a concentration of 350 ppb is considered larger than the existing data at an $\alpha$ level of 0.10 .

### 3.6 Parametric Prediction Intervals

Parametric prediction intervals are also used to determine whether a new observation is likely to come from a different distribution than previously-collected data. However, an assumption is now made about the shape of that distribution. This assumption provides more information with which to construct the interval, as long as the assumption is valid. If the data do not approximately follow the assumed distribution, the prediction interval may be quite inaccurate.

### 3.6.1 Symmetric Prediction Interval

The most common assumption is that the data follow a normal distribution. Prediction intervals are then constructed to be symmetric around the sample mean, and wider than confidence intervals on the mean. The equation for this interval differs from that for a confidence interval around the mean by adding a term $\sqrt{s^{2}}=s$, the standard deviation of individual observations around their mean:

$$
\begin{equation*}
\text { PI }=\bar{X}-\mathrm{t}(\alpha / 2, \mathrm{n}-1) \cdot \sqrt{\mathrm{s}^{2}+\left(\mathrm{s}^{2} / \mathrm{n}\right)} \quad \text { to } \quad \bar{X}+\mathrm{t}(\alpha / 2, \mathrm{n}-1) \cdot \sqrt{\mathrm{s}^{2}+\left(\mathrm{s}^{2} / \mathrm{n}\right)} \tag{3.12}
\end{equation*}
$$

One-sided intervals are computed as before, using $\alpha$ rather than $\alpha / 2$ and comparing new data to only one end of the prediction interval.

## Example 2, cont.

Assuming symmetry, is a concentration of 350 ppb different (not just larger) than what would be expected from the previous distribution of arsenic concentrations? Use $\alpha=0.10$.

The parametric two-sided $\alpha=0.10$ prediction interval is

$$
\begin{gathered}
98.4-\mathrm{t}(.05,24) \cdot \sqrt{144.7^{2}+144.7^{2} / 25} \text { to } 98.4+\mathrm{t}(.05,24) \cdot \sqrt{144.7^{2}+144.7^{2} / 25} \\
98.4-1.711 \cdot 147.6 \text { to } 98.4+1.711 \cdot 147.6 \\
-154.1 \text { to } 350.9
\end{gathered}
$$

350 ppb is at the upper limit of 350.9 , so the concentration is not declared different at $\alpha=0.10$. The negative concentration reported as the lower prediction bound is a clear indication that the underlying data are not symmetric, as concentrations are non-negative. To avoid an endpoint as unrealistic as this negative concentration, an asymmetric prediction interval should be used instead.

### 3.6.2 Asymmetric Prediction Intervals

Asymmetric intervals can be computed either using the nonparametric intervals of section 3.5, or by assuming symmetry of the logarithms and computing a parametric interval on the logs of the data. Either asymmetric interval is more valid than a symmetric interval when the underlying data are not symmetric, as is the case for the arsenic data of example 2. As stated in Chapter 1,
most water resources data and indeed most environmental data show positive skewness. Thus they should be modelled using asymmetric intervals. Symmetric prediction intervals should be used only when the data are known to come from a normal distribution. This is because prediction intervals deal with the behavior of individual observations. Therefore the Central Limit Theorem (see first footnote in this chapter) does not apply. Data must be assumed nonnormal unless shown otherwise. It is difficult to disprove normality using hypothesis tests (Chapter 4) due to the small sample sizes common to environmental data sets. It is also difficult to see non-normality with graphs unless the departures are strong (Chapter 10). It is unfortunate that though most water resources data sets are asymmetric and small, symmetric intervals are commonly used.

An asymmetric (but parametric) prediction interval can be computed using logarithms. This interval is parametric because percentiles are computed assuming that the data follow a lognormal distribution. Thus from equation 3.12:

$$
\begin{equation*}
\mathrm{PI}=\exp \left(\bar{y}-t_{(a / 2, n-1)} \sqrt{s_{y}^{2}+s_{y}^{2} / n}\right) \text { to } \exp \left(\bar{y}+t_{(a / 2, n-1)} \sqrt{s_{y}^{2}+s_{y}^{2} / n}\right) \tag{3.13}
\end{equation*}
$$

where $\mathrm{y}=\ln (\mathrm{X}), \bar{y}$ is the mean and $s_{y}^{2}$ the variance of the logarithms.

Example 2, cont.
An asymmetric prediction interval is computed using the logs of the arsenic data. A $90 \%$ prediction interval becomes

$$
\begin{array}{r}
\ln (\mathrm{PI}): 3.17-\mathrm{t}(0.05,24) \cdot \sqrt{1.96^{2}+1.96^{2} / 25} \text { to } 3.17+\mathrm{t}(0.05,24) \\
\sqrt{1.96^{2}+1.96^{2} / 25} \\
3.17-1.71 \cdot 2.11 \text { to } 3.17+1.71 \cdot 2.11 \\
0.44 \text { to } 6.78
\end{array}
$$

which when exponentiated into original units becomes

$$
1.55 \text { to } 880.1
$$

As percentiles can be transformed directly from one measurement scale to another, the prediction interval in $\log$ units can be directly exponentiated to give the prediction interval in original units. This parametric prediction interval differs from the one based on sample percentiles in that a lognormal distribution is assumed. The parametric interval would be preferred if the assumption of a lognormal distribution is believed. The sample percentile interval would be preferred when a robust interval is desired, such as when a lognormal model is not believed, or when the scientist does not wish to assume any model for the data distribution.

### 3.7 C onfidence Intervals for Percentiles (T olerance Intervals)

Quantiles or percentiles have had the traditional use in water resources of describing the frequency of flood events. Thus the 100 -year flood is the 99 th percentile ( 0.99 quantile) of the distribution of annual flood peaks. It is the magnitude of flood which is expected to be exceeded only once in 100 years. The 20 -year flood is of a magnitude which is expected to be exceeded only once in 20 years ( 5 times in 100 years), or is the 95 th percentile of annual peaks. Similarly, the 2-year flood is the median or 50th percentile of annual peaks. Flood percentiles are determined assuming that peak flows follow a specified distribution. The log Pearson Type III is often used in the United States. Historically, European countries have used the Gumbel (extreme value) distribution, though the GEV distribution is now more common (Ponce, 1989).

The most commonly-reported statistic for analyses of low flows is also based on percentiles, the "7-day 10-year low flow" or 7Q10. The 7Q10 is the 10 th percentile of the distribution of annual values of Y , where Y is the lowest average of mean daily flows over any consecutive 7 -day period for that year. Y values are commonly fit to Log Pearson III or Gumbel distributions in order to compute the percentile. Often a series of duration periods is used to better define flow characteristics, ie. the 30Q10, 60Q10, and others (Ponce, 1989).

Recently, percentiles: water quality of water-quality records appear to be becoming more important in a regulatory framework. Crabtree et al. (1987) among others have reported an increasing reliance on percentiles for developing and monitoring compliance with water quality standardst. In these scenarios, the median, 95th, or some other percentile should not exceed (or be below) a standard. As of now, no distribution is usually assumed for water-quality concentrations, so that sample percentiles are commonly computed and compared to the standard. In regulatory frameworks, exceedance of a tolerance interval on concentration is sometimes used as evidence of contamination. A tolerance interval is nothing other than a confidence interval on the percentile. The percentile used is the 'coverage coefficient' of the tolerance interval.

In light of the ever increasing use of percentiles in water resources applications, understanding of their variability is quite important. In 3.7.1, interval estimates will be computed without assuming a distribution for the data. Estimates of peak flow percentiles computed in this way will therefore differ somewhat in comparison to those computed using a Log Pearson III or Gumbel assumption. Computation of percentile interval estimates when assuming a specific
$\dagger$ Data presented by Crabtree et al. (1987) shows that for each of their cases, percentiles of flow and water-quality constituents are best estimated by (nonparametric) sample percentiles rather than by assuming some distribution. However they come to a different conclusion for two constituents (see their Table 2) by assuming that a parametric process is better unless proven otherwise. In those two cases either could be used.
distributional shape is discussed in section 3.7.3. In sections 3.7.2 and 3.7.4, use of interval estimates for testing hypotheses is illustrated.

| Confidence Intervals for percentiles |  |
| :---: | :---: |
| Valid for all data | Valid only when a <br> distribution is <br> assumed |
| Nonparametric <br> Interval <br> Sec. 3.7.1 | Parametricः <br> Interval <br> Sec. 3.7.3 |

### 3.7.1 Nonparametric Confidence Intervals for Percentiles

Confidence intervals can be developed for any percentile analogous to those developed in section 3.3 for the median. First the desired confidence level is stated. For small sample sizes a table of the binomial distribution is entered to find upper and lower limits corresponding to critical values at one-half the desired alpha level ( $\alpha / 2$ ). These critical values are transformed into the ranks corresponding to data points at the ends of the confidence interval.

The binomial table is entered at the column for p , the percentile (actually the quantile) for which a confidence interval is desired. So for a confidence interval on the 75th percentile, the $\mathrm{p}=0.75$ column is used. Go down the column until the appropriate sample size n is found. The tabled probability $\mathrm{p}^{*}$ should be found which is as close to $\alpha / 2$ as possible. The lower critical value $\mathrm{x}_{1}$ is the integer corresponding to this probability $p^{*}$. A second critical value $x_{u}$ is similarly obtained by continuing down the column to find a tabled probability $\mathrm{p}^{\prime} \cong(1-\alpha / 2)$. These critical values $\mathrm{x}_{\mathrm{l}}$ and $\mathrm{x}_{\mathrm{u}}$ are used to compute the ranks $\mathrm{R}_{1}$ and $\mathrm{R}_{\mathrm{u}}$ corresponding to the data values at the upper and lower ends of the confidence limit (equations 3.14 and 3.15). The resulting confidence level of the interval will equal ( $\mathrm{p}^{\prime}-\mathrm{p}^{*}$ ).

$$
\begin{align*}
& \mathrm{R}_{\mathrm{l}}=\mathrm{x}_{\mathrm{l}}+1  \tag{3.14}\\
& \mathrm{R}_{\mathrm{u}}=\mathrm{x}_{\mathrm{u}} \tag{3.15}
\end{align*}
$$

## Example 2, cont.

For the arsenic concentrations of Boudette and others (1985), determine a $95 \%$ confidence interval on $\mathrm{C}_{0.20}$, the 20th percentile of concentration ( $\mathrm{p}=0.2$ ).

The sample 20th percentile $\hat{C} 0.20=2.9 \mathrm{ppb}$, the $0.20 \cdot(26)=5.2$ smallest observation, or twotenths of the distance between the 5th and 6th smallest observations. To determine a $95 \%$
confidence interval for the true 20th percentile $\mathrm{C}_{0.20}$, the binomial table from a statistics text such as Bhattacharyya and Johnson (1977) is entered at the $\mathrm{p}=0.20$ column. The integer $\mathrm{x}_{1}$ having an entry nearest to $\alpha / 2=0.025$ is found to be 1 ( $p^{*}=0.027$, the error probability for the lower side of the distribution). From equation 3.14 the rank $\mathrm{R}_{1}=2$. Going further down the column, $\mathrm{p}^{\prime}=0.983$ for an $\mathrm{x}_{\mathrm{u}}=\mathrm{R}_{\mathrm{u}}=9$. Therefore a $95.6 \%$ confidence interval ( $0.983-0.027=$ 0.956 ) for the 20th percentile is the range between the 2 nd and 9 th observations, or

$$
1.5 \leq \mathrm{C}_{0.20} \leq 8 \text { at } \alpha=0.044
$$

The asymmetry around $\hat{\mathrm{C}}_{0.20}=2.9$ reflects the skewness of the data.

When $\mathrm{n}>20$, a large-sample (normal) approximation to the binomial distribution can be used to obtain interval estimates for percentiles. From a table of quantiles of the standard normal distribution, $z_{\alpha / 2}$ and $z[1-\alpha / 2]$ (the $\alpha / 2$ th and $[1-\alpha / 2]$ th normal quantiles) determine the upper and lower ranks of observations corresponding to the ends of the confidence interval. Those ranks are

$$
\begin{align*}
& \mathrm{R}_{\mathrm{l}}=\mathrm{np}+\mathrm{z}_{\alpha / 2} \cdot \sqrt{\mathrm{np}(1-\mathrm{p})}+0.5  \tag{3.16}\\
& \mathrm{R}_{\mathrm{u}}=\mathrm{np}+\mathrm{z}_{[1-\alpha / 2]} \cdot \sqrt{\mathrm{np}(1-\mathrm{p})}+0.5 \tag{3.17}
\end{align*}
$$

The 0.5 terms added to each reflect a continuity correction (see Chapter 4 ) of 0.5 for the lower bound and -0.5 for the upper bound, plus the +1 term for the upper bound analogous to equation 3.5. The computed ranks $\mathrm{R}_{\mathrm{u}}$ and $\mathrm{R}_{\mathrm{l}}$ are rounded to the nearest integer.

## Example 2, cont.

Using the large sample approximation of equations 3.16 and 3.17 , what is a $95 \%$ confidence interval estimate for the true 0.2 quantile?

Using $\mathrm{z}_{\alpha / 2}=-1.96$, the lower and upper ranks of the interval are

$$
\begin{aligned}
& \mathrm{R}_{\mathrm{l}}=25 \cdot 0.2+(-1.96) \cdot \sqrt{25 \cdot 0.2(1-0.2)}+0.5=5-1.96 \cdot 2+0.5 \\
& \mathrm{R}_{\mathrm{u}}=25 \cdot 0.2+1.96 \cdot \sqrt{25 \cdot 0.2(1-0.2)}+0.5=1.6 \\
& =5+1.96 \cdot 2+0.5=9.4
\end{aligned}
$$

After rounding, the 2 nd and 9 th ranked observations are found to be an approximate $\alpha=0.05$ confidence limit on $\mathrm{C}_{0.2}$, agreeing with the exact confidence limit computed previously.

### 3.7.2 Nonparametric Tests for Percentiles

Often it is of interest to test whether a percentile is different from, or larger or smaller than, some specified value. For example, a water quality standard $\mathrm{X}_{0}$ could be set such that the median of daily concentrations should not exceed $\mathrm{X}_{0} \mathrm{ppb}$. Or the 10 -year flood ( 90 th percentile of annual peak flows) may be tested to determine if it differs from a regional design value $\mathrm{X}_{0}$. Detailed discussions of hypothesis tests do not begin until the next chapter. However, a simple way to view such a test is discussed below. It is directly related to confidence intervals.
3.7.2.1 N -P test for whether a percentile differs from $\mathrm{X}_{0}$ (a two-sided test)

To test whether the percentile of a data set is significantly different (either larger or smaller) from a pre-specified value $X_{0}$, compute an interval estimate for the percentile as described in section 3.7.1. If $\mathrm{X}_{0}$ falls within this interval, the percentile is not significantly different from $\mathrm{X}_{0}$ at a significance level $=\alpha$ (figure 3.9). If $\mathrm{X}_{0}$ is not within the interval, the percentile significantly differs from $X_{0}$ at the significance level of $\alpha$.


Figure 3.9 Interval estimate of p th percentile $\mathrm{X}_{\mathrm{p}}$ as a test for whether $\mathrm{X}_{\mathrm{p}}=\mathrm{X}_{0}$.
A. $X_{0}$ inside interval estimate: $X_{p}$ not significantly different from $X_{0}$.
B. $\mathrm{X}_{0}$ outside interval estimate: $\mathrm{X}_{\mathrm{p}}$ significantly different from $\mathrm{X}_{0}$.

## Example 3

In Appendix C1 are annual peak discharges for the Saddle R. at Lodi, NJ from 1925 to 1967. Of interest is the 5 -year flood, the flood which is likely to be equalled or exceeded once every 5 years (20 times in 100 years), and so is the 80th percentile of annual peaks. Though flood percentiles are usually computed assuming a Log Pearson Type III or Gumbel distribution (Ponce, 1989), here they will be estimated by the sample 80th percentile. Is there evidence that the 20-year flood between 1925-1967 differs from a design value of 1300 cfs at an $\alpha=0.05$ ?

The 80th percentile is estimated from the 43 values between 1925 and 1967 as the $0.8 \bullet(44)=35.2$ value when ranked from smallest to largest. Therefore $\hat{\mathrm{Q}} 0.8=1672 \mathrm{cfs}, 0.2$
of the distance between the 35th and 36th ranked peak flow. A two-sided confidence interval on this percentile is (following equations 3.16 and 3.17):

$$
\begin{aligned}
\mathrm{R}_{\mathrm{l}} & =\mathrm{np}+\mathrm{z}_{\alpha} / 2 \cdot \sqrt{\mathrm{np}(1-\mathrm{p})}+0.5 & \mathrm{R}_{\mathrm{u}} & =\mathrm{np}+\mathrm{z}[1-\alpha / 2] \cdot \sqrt{\mathrm{np}(1-\mathrm{p})}+0.5 \\
\mathrm{R}_{\mathrm{l}} & =43(0.8)-1.96 \cdot \sqrt{43 \cdot 0.8(0.2)}+0.5 & \mathrm{R}_{\mathrm{u}} & =43(0.8)+1.96 \cdot \sqrt{43 \cdot 0.8(0.2)}+0.5 \\
& =29.8 & & =40.0
\end{aligned}
$$

The $\alpha=0.05$ confidence interval lies between the 30th and 40th ranked peak flows, or

$$
1370<\mathrm{Q}_{0.8}<1860
$$

which does not include the design value $\mathrm{X}_{0}=1300 \mathrm{cfs}$. Therefore the 20-year flood does differ from the design value at a significance level of 0.05.
3.7.2.2 N-P test for whether a percentile exceeds $\mathrm{X}_{0}$ (a one-sided test)

To test whether a percentile $X_{p}$ significantly exceeds a specified value or standard $X_{0}$, compute the one-sided confidence interval of section 3.7.1. Remember that the entire error level $\alpha$ is placed on the side below the percentile point estimate $\hat{\mathrm{X}}_{\mathrm{p}}$ (figure 3.10). $\mathrm{X}_{\mathrm{p}}$ will be declared significantly higher than $\mathrm{X}_{0}$ if its one-sided confidence interval lies entirely above $\mathrm{X}_{0}$.


Figure 3.10 One-sided interval estimate as a test for whether percentile $X_{p}>X_{0}$.
A. $\mathrm{X}_{0}$ inside interval estimate: $\mathrm{X}_{\mathrm{p}}$ not significantly greater than $\mathrm{X}_{0}$.
B. $\mathrm{X}_{0}$ below interval estimate: $\mathrm{X}_{\mathrm{p}}$ significantly greater than $\mathrm{X}_{0}$.

## Example 2, cont.

Suppose that a water-quality standard stated that the 90 th percentile of arsenic concentrations in drinking water shall not exceed 300 ppb . Has this standard been violated at the $\alpha=0.05$ confidence level by the New Hampshire data of example 2?

The 90th percentile of the example 2 arsenic concentrations is

$$
\begin{aligned}
\hat{\mathrm{C}} .90 & =(25+1) \cdot 0.9 \text { th }=23.4 \text { th data point }=300+0.4(340-300) \\
& =316 \mathrm{ppb} .
\end{aligned}
$$

Following equation 3.16 but using $\alpha$ instead of $\alpha / 2$, the rank of the observation corresponding to a one-sided $95 \%$ lower confidence bound on C. 90 is

$$
\begin{aligned}
\mathrm{R}_{1} & =\mathrm{np}+\mathrm{z}_{\alpha} \cdot \sqrt{\mathrm{np}(1-\mathrm{p})}+0.5=25 \cdot 0.9+\mathrm{z}_{0.05} \cdot \sqrt{25 \cdot 0.9(0.1)}+0.5 \\
& =22.5+(-1.64) \cdot \sqrt{2.25}+0.5 \\
& =20.5
\end{aligned}
$$

and thus the lower confidence limit is the 20.5th lowest observation, or 215 ppb , halfway between the 20th and 21st observations. This confidence limit is less than $\mathrm{X}_{0}=300$, and therefore the standard has not been exceeded at the $95 \%$ confidence level.
3.7.2.3 N-P test for whether a percentile is less than $\mathrm{X}_{0}$ (a one-sided test)

To test whether a percentile $X_{p}$ is significantly less than $X_{0}$, compute the one-sided confidence interval placing all error $\alpha$ on the side above $\hat{\mathrm{X}}_{\mathrm{p}}$ (figure 3.11). $\mathrm{X}_{\mathrm{p}}$ will be declared as significantly less than $\mathrm{X}_{0}$ if its one-sided confidence interval is entirely below $\mathrm{X}_{0}$.


Figure 3.11 One-sided interval estimate as a test for whether percentile $X_{p}<X_{0}$.
A. $\mathrm{X}_{0}$ inside interval estimate: $\mathrm{X}_{\mathrm{p}}$ not significantly less than $\mathrm{X}_{0}$.
B. $\mathrm{X}_{0}$ above interval estimate: $\mathrm{X}_{\mathrm{p}}$ significantly less than $\mathrm{X}_{0}$.

## Example 4

The following 43 values are annual 7-day minimum flows for 1941-1983 on the Little Mahoning Creek at McCormick, PA. Though percentiles of low flows are often computed using a Log Pearson Type III distribution, here the sample estimate of the percentile will be computed. Is the 7Q10 low-flow (the 10th percentile of these data) significantly less than 3 cfs at $\alpha=0.05$ ?

| 0.69 | 0.80 | 1.30 | 1.40 | 1.50 | 1.50 | 1.80 | 1.80 | 2.10 | 2.50 | 2.80 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2.90 | 3.00 | 3.10 | 3.30 | 3.70 | 3.80 | 3.80 | 4.00 | 4.10 | 4.20 | 4.30 |
| 4.40 | 4.80 | 4.90 | 5.70 | 5.80 | 5.90 | 6.00 | 6.10 | 7.90 | 8.00 | 8.00 |
| 9.70 | 9.80 | 10.00 | 11.00 | 11.00 | 12.00 | 13.00 | 16.00 | 20.00 | 23.00 |  |

The sample 10th percentile of the data is 4.4th observation, or $7 \hat{\mathrm{Q}} .10=1.4 \mathrm{cfs}$. The upper $95 \%$ confidence interval for Q .10 is located (following equation 3.17 but using $\alpha$ ) at rank $\mathrm{R}_{\mathrm{u}}$ :

$$
\begin{aligned}
\mathrm{R}_{\mathrm{u}} & =\mathrm{np}+\mathrm{z}[1-\alpha] \cdot \sqrt{\mathrm{np}(1-\mathrm{p})}+0.5 \\
& =43 \cdot 0.1+1.64 \cdot \sqrt{43 \cdot 0.1(0.9)}+0.5 \\
& =8.0
\end{aligned}
$$

So the upper $95 \%$ confidence limit equals 1.8 cfs . This is below the $X_{0}$ of 3 cfs , and therefore the 7 Q 10 is significantly less than 3 cfs at an $\alpha=0.05$.

### 3.7.3 Parametric Confidence Intervals for Percentiles

Confidence intervals for percentiles can also be computed by assuming that data follow a particular distribution. Distributional assumptions are employed because there are often insufficient data to compute percentiles with the required precision. Adding information contained in the distribution will increase the precision of the estimate as long as the distributional assumption is a reasonable one. However when the distribution which is assumed does not fit the data well, the resulting estimates are less accurate, and more misleading, than if nothing were assumed. Unfortunately, the situation in which an assumption is most needed, that of small sample sizes, is the same situation where it is difficult to determine whether the data follow the assumed distribution.

There is little theoretical reason why data should follow one distribution over another. As stated in Chapter 1, most environmental data have a lower bound at zero and may have quite large observations differing from the bulk of the data. Distributions fit to such data must posses skewness, such as the lognormal. But few "first principles" can be drawn on to favor one skewed distribution over another. Empirical studies have found that for specific locations and variables certain distributions seem to fit well, and those have become traditionally used. Thus the lognormal, Pearson Type III and Gumbel distributions are commonly assumed in water resources applications.

Computation of point and interval estimates for percentiles assuming a lognormal distribution are straightforward. First the sample mean $y$ and sample standard deviation $s_{y}$ of the logarithms are computed. The point estimate is then

$$
\begin{equation*}
\hat{X}_{p}=\exp \left(y+z_{p} \cdot s_{y}\right) \tag{3.18}
\end{equation*}
$$

where $z_{p}$ is the pth quantile of the standard normal distribution and $y=\ln (x)$.

The interval estimate for the median was previously given by equation 3.7 assuming that data are lognormal. For other percentiles, confidence intervals are computed using the non-central tdistribution (Stedinger, 1983). Tables of that distribution are found in Stedinger's article, with more complete entries online in commercial computer mathematical libraries. The confidence interval on $X_{p}$ is:

$$
\begin{equation*}
\mathrm{CI}\left(\mathrm{X}_{\mathrm{p}}\right)=\exp \left(\mathrm{y}+\zeta_{\alpha / 2 \bullet s_{y}}, \mathrm{y}+\zeta_{\left.[1-\alpha / 2]^{\bullet} s_{y}\right)}\right. \tag{3.19}
\end{equation*}
$$

where $\zeta_{\alpha / 2}$ is the $\alpha / 2$ quantite of the non- $\bar{c}$ entral t distribution for the desired percentile with sample size of n .

## Example 2, cont.

Compute a $90 \%$ interval estimate for the 90 th percentile of the New Hampshire arsenic concentrations, assuming the data are lognormal.

The 90th percentile assuming concentrations are lognormal is as given in equation 3.18:

$$
\begin{array}{rlrl}
\hat{\mathrm{C}} .90 & =\exp \left(\mathrm{y}+\mathrm{z} .90 \bullet \bullet_{y}\right) & =\exp (3.17+1.28 \bullet 1.96) \\
& =292.6 \mathrm{ppb}-
\end{array}
$$

(which is lower than the sample estimate of 316 ppb obtained without assuming the data are lognormal).

The corresponding $90 \%$ interval estimate from equation 3.19 is:

$$
\left.\begin{array}{rl}
\exp \left(\mathrm{y}+\zeta_{0.05} \bullet_{\mathrm{s}}\right) & <\mathrm{C} .90<\exp \left(\mathrm{y}+\zeta_{0.95}{ }^{\bullet} \mathrm{s} \mathrm{y}\right) \\
\exp (3.17+0.898 \bullet 1.96) & <\mathrm{C} .90
\end{array}<\exp (3.17 \neq 1.838 \bullet 1.96)\right)
$$

This estimate would be preferred over the nonparametric estimate if it was believed that the data were truly lognormal. Otherwise a nonparametric interval would be preferred. When the data are truly lognormal, the two intervals should be quite similar.

Interval estimates for percentiles of the Log Pearson III distribution are computed in a similar fashion. See Stedinger (1983) for details on the procedure.

### 3.7.4 Parametric Tests for Percentiles

Analogous to section 3.7.2, parametric interval estimates may be used to conduct a parametric test for whether a percentile is different from (2-sided test), exceeds ( 1 -sided test), or is less than (1-sided test) some specified value $\mathrm{X}_{0}$. With the 2 -sided test for difference, if $\mathrm{X}_{0}$ falls within the interval having $\alpha / 2$ on either side, the percentile is not proven to be significantly different from $X_{0}$. If $X_{0}$ falls outside this interval, the evidence supports $X_{p} \neq X_{0}$ with an error level of $\alpha$. For the one-sided tests, the error level $\alpha$ is placed entirely on one side before conducting the test, and $\mathrm{X}_{0}$ is again compared to the end of the interval to determine difference or similarity.

## Example 2, cont.

Test whether the 90th percentile of arsenic concentrations in drinking water exceeds 300 ppb at the $\alpha=0.05$ significance level, assuming the data are lognormal.

The one-sided $95 \%$ lower confidence limit for the 90th percentile was computed above as 138.4 ppb . (note the nonparametric bound was 215 ppb ). This limit is less than the p 0 value of 300 , and therefore the standard has not been exceeded at the $95 \%$ confidence level.

### 3.8 Other U ses for Confidence Intervals

Confidence intervals are used for purposes other than as interval estimates. Three common uses are to detect outliers, for quality control charts, and for determining sample sizes necessary to achieve a stated level of precision. Often overlooked are the implications of data non-normality for the three applications. These are discussed in the following three sections.

### 3.8.1 Implications of Non-Normality for Detection of Outliers

An outlier is an observation which appears to differ in its characteristics from the bulk of the data set to which it is assigned. It is a subjective concept -- different people may define specific points as either outliers, or not. Outliers are sometimes deleted from a data set in order to use procedures based on the normal distribution. One of the central themes of this book is that this is a dangerous and unwarranted practice. It is dangerous because these data may well be totally valid. There is no law stating that observed data must follow some specific distribution, such as the normal. Outlying observations are often the most important data collected, providing insight into extreme conditions or important causative relationships. Deleting outliers is unwarranted because procedures not requiring an assumption of normality are both available and powerful. Many of these are discussed in the following chapters.

In order to delete an outlier, an observation must first be declared to be one. Rules or "tests" for outliers have been used for years, as surveyed by Beckman and Cook (1983). The most common tests are based on a t-interval, and assume that data follow a normal distribution.

Usually equation 3.12 for a normal prediction interval is simplified by assuming the ( $\mathrm{s}^{2} / \mathrm{n}$ ) terms under the square root sign are negligable compared to $s^{2}$ (true for large $n$ ). Points beyond the simplified prediction interval are declared as outliers, and dropped.

Real world data may not follow a normal distribution. As opposed to a mean of large data sets, there is no reason to assume that they should. Rejection of points by outlier tests may not indicate that data are in any sense in error, but only that they do not follow a normal distribution (Fisher, 1922). For example, below are 25 observations from a lognormal distribution. When the t-prediction interval is applied with $\alpha=0.05$, the largest observation is declared to be an outlier. Yet it is known to be from the same non-normal distribution as generated the remaining observations.


Table 3.3 Lognormal data set with "outlier" more than +2 sd above the mean.

Multiple outliers cause other problems for outlier tests that are based on normality (Beckman and Cook, 1983). They may so inflate the estimated standard deviation that no points are declared as outliers. When several points are spaced at increasingly larger distances from the mean, the first may be declared an outlier upon using the test once, but re-testing after deletion causes the second largest to be rejected, and so on. Replication of the test may eventually discard a substantial part of the data set. The choice of how many times to apply the test is entirely arbitrary.

### 3.8.2 Implications of Non-Normality for Quality Control

A visual presentation of confidence intervals used extensively in industrial processes is a control chart (Montgomery, 1991). A small number of products are sampled from the total possible at a given point in time, and their mean calculated. The sampling is repeated at regular or random intervals, depending on the design, resulting in a series of sample means. These are used to construct one type of control chart, the xbar chart. This chart visually detects when the mean of future samples become different from those used to construct the chart. The decision of
difference is based on exceeding the parametric confidence interval around the mean given in section 3.4.1.

Suppose a chemical laboratory measures the same standard solution at several times during a day to determine whether the equipment and operator are producing consistent results. For a series of n measurements at m time intervals, the total sample size $\mathrm{N}=\mathrm{n} \bullet \mathrm{m}$. The best estimate of the concentration for that standard is the overall mean

$$
\bar{X}=\sum_{i=1}^{\mathrm{N}} \frac{\mathrm{X}_{\mathrm{i}}}{\mathrm{~N}}
$$

$\bar{X}$ is plotted as the center line of the chart. A confidence interval on that mean is described by equation 3.8 , using the sample size $n$ available for computing each individual mean value. Those interval boundaries are also plotted as parallel lines on the quality control chart. Mean values will on average plot outside of these boundaries only $\alpha \cdot 100 \%$ of the time if the means are normally distributed. Points falling outside the boundaries more frequently than this are taken to indicate that something in the process has changed.

If n is large (say 30 or more) the Central Limit Theorem states that the means will be normally distributed even though the underlying data may not be. However if n is much smaller, as is often the case, the means may not follow this pattern. In particular, for skewed data (data with outliers on only one side), the distribution around the mean may still be skewed. The result is a large value for the standard deviation, and wide confidence bands. Therefore the chart will have lower power to detect departures or drifts away from the expected mean value than if the data were not skewed.

Control charts are also produced to illustrate process variance. These either use the range ( R chart) or standard deviation (S chart). Both charts are even more sensitive to departures from normality than is the $\bar{X}$ chart (Montgomery, 1991). Both will have a difficult time in detecting changes in variance when the underlying data are non-normal, and the sample size $n$ for each mean is small.

In water quality studies the most frequent application of control charts is to laboratory chemical analyses. As chemical data tend to be positively skewed, control charts on the logs of the data are usually more applicable than those in the original units. Otherwise large numbers of samples must be used to determine mean values. Use of logarithms results in the center line estimating the median in original units, with multiplicative variation represented by the confidence bands of section 3.3.2.

Nonparametric control charts may be utilized if sample sizes are sufficiently large. These could use the confidence intervals for the median rather than the mean, as in section 3.3.
Alternatively, limits could be set around the mean or median using the "F-psuedosigma" of Hoaglin (1983). This was done by Schroeder et al. (1987). The F-psuedosigma is the interquartile range divided by 1.349. It equals the standard deviation for a normal distribution, but is not as strongly affected by outliers. It is most useful for characterizing symmetric data containing outliers at both ends, providing a more resistant measure of spread than does the standard deviation.

### 3.8.3 Implications of Non-Normality for Sampling Design

The t-interval equations are also used to determine the number of samples necessary to estimate a mean with a specified level of precision. However, such equations require the data to approximately follow a normal distribution. They must consider power as well as the interval width. Finally, one must decide whether the mean is the most appropriate characteristic to measure for skewed data.

To estimate the sample size sufficient for determining an interval estimate of the mean with a specified width, equation 3.8 is solved for n to produce

$$
\begin{equation*}
\mathrm{n}=\left(\frac{t_{\alpha / 2, n-1} s}{\Delta}\right)^{2} \tag{3.20}
\end{equation*}
$$

where s is the sample standard deviation and $\Delta$ is one-half the desired interval width. Sanders et al. (1983) and other authors have promoted this equation. As discussed above, for sample sizes less than 30 to 50 and even higher with strongly skewed data, this calculation may have large errors. Estimates of s will be inaccurate, and strongly inflated by any skewness and/or outliers. Resulting estimates of $n$ will therefore be large. For example, Hakanson (1984) estimated the number of samples necessary to provide reasonable interval widths for mean river and lake sediment characteristics, including sediment chemistry. Based on the coefficients of variation reported in the article, the data for river sediments were quite skewed, as might be expected. Necessary sample sizes for rivers were calculated at 200 and higher.

Before using such simplistic equations, skewed data should be transformed to something closer to symmetry, if not normality. For example, logarithms will drastically lower estimated sample sizes for skewed data, equivalent to equation 3.13. Samples sizes would result which allow the median (geometric mean) to be estimated within a multiplicative tolerance factor equal to $\pm 2 \Delta$ in $\log$ units.

A second problem with equations like 3.20 for estimating sample size, even when data follow a normal distribution, is pointed out by Kupper and Hafner (1989). They show that eq. 3.20 underestimates the true sample size needed for a given level of precision, even for estimates of $\mathrm{n} \geq 40$. This is because eq. 3.20 does not recognize that the standard deviation s is only an
estimate of the true value $\boldsymbol{\sigma}$. They suggest adding a tolerance probability to eq. 3.20, akin to a statement of power. Then the estimated interval width will be at least as small as the desired interval width for some stated percentage (say 90 or $95 \%$ ) of the time. For example, when $n$ would equal 40 based on equation 3.20 , the resulting interval width will be less than the desired width $2 \Delta$ only about $42 \%$ of the time! The sample size should instead be 53 in order to insure the interval width is within tolerance range $90 \%$ of the time. They conclude that eq. 3.20 and similar equations which do not take power into consideration "behave so poorly in all instances that their future use should be strongly discouraged".

Sample sizes necessary for interval estimates of the median or to perform the nonparametric tests of later chapters may be derived without the assumption of normality required above for t intervals. Noether (1987) describes these more robust sample size estimates, which do include power considerations and so are more valid than equation 3.20. However, neither the normaltheory or nonparametric estimates consider the important and frequently-observed effects of seasonality or trend, and so may never provide estimates sufficiently accurate to be anything more than a crude guide.

## Exercises

3.1 Compute both nonparametric and parametric $95 \%$ interval estimates for the median of the granodiorite data of exercise 2.3. Which is more appropriate for these data? Why?
3.2 Compute the symmetric $95 \%$ interval estimate for the mean of the quartz monzonite data of exercise 2.3. Compute the sample mean, and the mean assuming the data are lognormal. Which point estimate is more appropriate for these data? Why?
3.3 A well yield of 0.85 gallons/min/foot was measured in a well in Virginia. Is this yield likely to belong to the same distribution as the data in exercise 1.1, or does it represent something larger? Answer by computing $95 \%$ parametric and nonparametric intervals. Which interval is more appropriate for these data?
3.4 Construct the most appropriate 95 percent interval estimates for the mean and median annual streamflows for the Conecuh River at Brantley, Alabama (data in Appendix C2).
3.5 Suppose a water intake is to be located on the Potomac River at Chain Bridge in such a way that the intake should not be above the water surface more than 10 percent of the time. Data for the design year ( 365 daily flows, ranked in order) are given in Appendix C3. Compute a $95 \%$ confidence interval for the daily flow guaranteed by this placement during the $90 \%$ of the time the intake is below water.
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## Chapter 4

## Hypothesis Tests

Scientists collect data in order to learn about the processes and systems those data represent. Often they have prior ideas, called hypotheses, of how the systems behave. One of the primary purposes of collecting data is to test whether those hypotheses can be substantiated, with evidence provided by the data. Statistical tests are the most quantitative ways to determine whether hypotheses can be substantiated, or whether they must be modified or rejected outright.

One important use of hypothesis tests is to evaluate and compare groups of data. Water resources scientists have made such comparisons for years, sometimes without formal test procedures. For example, water quality has been compared between two or more aquifers, and some statements made as to which are different. Historic frequencies of exceeding some critical surface-water discharge have been compared with those observed over the most recent 10 years. Rather than using hypothesis tests, the results are sometimes expressed as the author's educated opinions -- "it is clear that development has increased well yield." Hypothesis tests have at least two advantages over educated opinion:

1) they insure that every analyst of a data set using the same methods will arrive at the same result. Computations can be checked on and agreed to by others.
2) they present a measure of the strength of the evidence (the p-value). The decision to reject an hypothesis is augmented by the risk of that decision being incorrect.

In this chapter hypothesis tests are classified based on when each is appropriate for use. The basic structure of hypothesis testing is introduced. The rank-sum test is used to illustrate this structure, as well as to illustrate the origin of tables of test statistic quantiles found in most statistics textbooks. Finally, tests for normality are discussed. Concepts and terminology found here will be used throughout the rest of the book.


### 4.1 Classification of Hypothesis Tests

The numerous varieties of hypothesis tests often cause unnecessary confusion to scientists. Tests can be classified into the five major types shown in figure 4.1, based on the measurement scales of the data being tested. Within these types, the distributional shape of the data determine which of two major divisions of hypothesis tests, parametric or nonparametric, are appropriate for use. Thus the data, along with the objectives of the study, determine which test procedure should be employed.

The terms response variable and explanatory variable are used in the following discussion. A response variable is one whose variation is being studied. In the case of regression, for example, the response variable is sometimes called the "dependent variable" or "y variable". An explanatory variable is one used to explain why and how the magnitude of the response variable changes. With a t-test, for example, the explanatory variable consists of the two categories of data being tested.

### 4.1.1 Classification Based on Measurement Scales

In figure 4.1, five groupings of test procedures are represented by the five boxes. Each differs only in the measurement scales of the response and explanatory variables under study. The scales of measurement may be either continuous or categorical. Both parametric and nonparametric tests may be found within a given box.

Tests represented by the three boxes in the top row of figure 4.1 are all similar in that the response variable is measured on a continuous scale. Examples of variables having a continuous scale are concentration, streamflow, porosity, and many of the other items measured by water resources scientists. Tests represented by the two boxes along the bottom of figure 4.1, in contrast, have response variables measured only on a categorical or grouped measurement scale. These variables can only take on a finite, usually small, number of values. They are often designated as letters or integer values. Categorical variables used primarily as explanatory variables include aquifer type, month, land use group, and station number. Categorical variables used as response variables include above/below a reporting limit (perhaps recorded as 0 or 1 ), presence or absence of a particular species, and low/medium/high risk of contamination.

The top left box represents the two- and multi-sample hypothesis tests such as the rank-sum and t-tests. The subject of Chapters 5 through 7, these tests determine whether a continuous response variable (such as concentration) differs in its central value among two or more grouped explanatory variables (such as aquifer unit).

The top right box represents two often-used methods -- linear regression and correlation. Both relate a continuous response variable (the dependent or y variable) to a continuous explanatory variable (the independent or x variable). Examples include regression of the 100-year flood
magnitude versus basin characteristics, and correlations between concentrations of two chemical constituents. Analysis of trends over time is a special case of this class of methods, where the explanatory variable of primary interest is time.

The top center box is a blend of these two approaches, called analysis of covariance. A continuous response variable is related to several explanatory variables, some of which are continuous and some categorical. This is discussed in Chapter 11.

The bottom left box represents a situation similar to that for use of t-tests or analysis of variance, except that the response variable is categorical. Examples include determining whether the probability of finding a volatile organic above the reporting limit varies by land-use grouping. Contingency tables appropriately measure the association between two such categorical variables. Further information is found in Chapter 14.

The bottom right box shows that a regression-type relationship can be developed for the case of a categorical response variable. Perhaps the proportion of pesticide or other data below the reporting limit exceeds fifty percent, and it makes little sense to try to model mean or median concentrations. Instead, the probability of finding a detectable concentration can be related to continuous variables such as population density, percent of impervious surface, irrigation intensities, etc. This is done through the use of logistic regression, one subject of Chapter 15. Logistic regression can also incorporate categorical explanatory variables in a multiple regression context, making it the equivalent of analysis of covariance for categorical response variables.

### 4.1.2 Classification Based on the Data Distribution

Hypothesis tests which assume that the data have a particular distribution (usually a normal distribution, as in Fig. 1.2) are called parametric tests. This is because the information contained in the data is summarized by parameters, usually the mean and standard deviation, and the test statistic is computed using these parameters. This is an efficient process if the data truly follow the assumed distribution. When they do not, however, the parameters may only poorly represent what is actually occurring in the data. The resulting test can then reach an incorrect conclusion, usually because it lacks sensitivity (power) to detect real effects.

Hypothesis tests not requiring the assumption that data follow a particular distribution are called distribution-free or nonparametric tests. Information is extracted from the data by comparing each value with all others (ranking the data) rather than by computing parameters. A common misconception is that nonparametric tests "lose information" in comparison to parametric tests because nonparametric tests "discard" the data values. Bradley (1968, p.13) responded to this misconception: "Actually, the utilization of the additional sample information [in the parameters] is made possible by the additional population 'information' embodied in the parametric test's assumptions. Therefore, the distribution-free test is discarding information only if the parametric test's assumptions are known to be true." Rather than discarding
information, nonparametric tests efficiently extract information on the relative magnitudes (ranks) of data without collapsing the information into only a few simple statistics. Both parametric and nonparametric tests will be presented in the upcoming chapters for each category of hypothesis tests.

### 4.2 Structure of Hypothesis Tests

Hypothesis tests are performed by following the structure discussed in the next six sections:

## STRUCTURE OF HYPOTHESIS TESTS

1) Choose the appropriate test.
2) Establish the null and alternate hypotheses.
3) Decide on an acceptable error rate $\alpha$.
4) Compute the test statistic from the data.
5) Compute the $p$-value.
6) Reject the null hypothesis if $p \leq \alpha$.

### 4.2.1 Choose the Appropriate Test

Test procedures are selected based on the data characteristics and study objectives. Figure 4.1 presented the first selection criteria -- the measurement scales of the data. The second criteria is the objective of the test. Hypothesis tests are available to detect differences between central values of two groups, three or more groups, between spreads of data groups, and for covariance between two or more variables, among others. For example, to compare central values of two independent groups of data, either the $t$-test or rank-sum test might be selected (see figure 4.2). Subsequent chapters are organized by test objectives, with several alternate tests discussed in each.

The third selection criteria is the choice between parametric or nonparametric tests. This should be based on the expected distribution of the data involved. If similar data in the past were normally distributed, a parametric procedure would usually be selected. If data were expected to be non-normal, or not enough is known to assume any specific distribution, nonparametric tests would be preferred. The power of parametric tests to reject $\mathrm{H}_{0}$ when $\mathrm{H}_{0}$ is false can be quite low when applied to non-normal data, and type II errors commonly result (Bradley, 1968). This loss of power is the primary concern when using parametric tests.

Sometimes the choice of test is based on a prior test of normality for that particular data set. If normality is rejected a nonparametric test is chosen. Otherwise, a parametric test is used. This can lead to two problems. First, with small data sets it is difficult to reject the null hypothesis of normality because there is so little evidence on which to base a decision. Tests based on little
data have little power. Thus a parametric test might easily be used when the underlying data are actually non-normal. Nonparametric tests are particularly appropriate for small data sets unless experience supports the assumption of normality. Second, small departures from normality not large enough to detect with a test may be sufficiently large to weaken the power of parametric tests. An example is given in Chapter 10. For nearly-normal data, such as produced by power transformations to near-symmetry, the two classes of methods will often give the same result.

Test procedures should be selected that have greater power for the types of data expected to be encountered. Comparisons of the power of two test procedures, one parametric and one nonparametric, can be based on the tests' asymptotic relative efficiencies (ARE), a property of their behavior with large sample sizes (Bradley, 1968, p.58). A test with larger ARE will have generally greater power. For non-normal data the ARE of nonparametric tests can be many times those of parametric tests(Hollander and Wolfe, 1973). Thus their power to reject $\mathrm{H}_{0}$ when it is truly false is generally much higher in this case. When data are produced by a normal distribution, nonparametric tests have generally lower (5-15\%) ARE than parametric tests (Hollander and Wolfe, 1973). Thus nonparametric tests are, in general, never much worse than their parametric counterparts in their ability to detect departures from the null hypothesis, and may be far, far better. As an example, the rank-sum test has a larger ARE (more power) than the t -test for distributions containing outliers (Conover, 1980, p.225). Kendall and Stuart (1979, p.540) show that for the gamma distribution (a skewed distribution commonly used in water resources) a moderate skew of 1.15 produces an ARE of greater than 1.25 for the rank-sum versus the $t$ test. As skewness increases, so does the ARE. Therefore in the presence of skewness and outliers, precisely the characteristics commonly shown by water resources data, nonparametric tests exhibit greater power than do parametric tests.

One question which always arises is how non-normal must a distribution be in order for nonparametric tests to be preferred? Blair and Higgins (1980) gave insight into this question. They mixed data from two normal distributions, 95 percent from one normal distribution and 5 percent from a second normal distribution with quite different mean and standard deviation. Such a situation could easily be envisioned when data result from low to moderate discharges with occasional storm events, or from a series of wells where 5 percent are affected by a contaminant plume, etc. A difference of 5 percent from truly normal may not be detectable by a graph or test for normality. Yet when comparing two groups of this type, they found that the rank-sum test exhibited large advantages in power over the t -test. As a result, data groups correctly discerned as different by the rank-sum test could be found "not significantly different" by the t -test. Their paper is recommended for further detail and study.

The greatest strengths of parametric procedures are in modeling and estimation, such as performed with regression. Relationships among multiple variables can be described and tested which are difficult, if not nearly impossible, with nonparametric methods. Statistical practice has
historically been dominated by parametric procedures, due largely to their computational elegance.

Transformations are sometimes used to make data more normally distributed, prior to performing a parametric test. There is no guarantee that a given transformation, such as taking logarithms, will produce data sufficiently close to a normal distribution. Often several attempts to find a suitable transformation are required before the data appear approximately normal. The primary pitfall in using transformations is that when two or more groups are to be compared, no single transformation may provide nearly-normal data simultaneously for all groups. Groups whose right-skewness was solved by transformation may be offset by relatively symmetric groups which are now left-skewed. When several tests are performed, such as trend tests at numerous locations, parametric tests might be appropriate in some cases but not in others. Comparisons of results across sites are more difficult when test procedures and/or transformations vary for each case. Nonparametric tests allow the freedom to use the identical test procedure in all cases, without the requirement that the many individual data sets follow the same distribution. Finally, transformations may produce nearly-symmetric data, but cannot compensate for a heavy-tailed distribution -- the presence of more data near the extremes than found in a normal distribution.

It should be noted that there are actually three versions of most nonparametric tests:

1. Exact test. Exact versions of nonparametric tests provide results (in the form of p-values, defined soon) which are exactly correct. They are computed by comparing the test statistic to a table of quantiles that is specific for the sample sizes present. Therefore an extensive set of tables is required, one for every possible combination of sample sizes. When sample sizes are small, only the exact version will provide accurate results.
2. Large sample approximation. To avoid the necessity for large books filled with tables of test statistic quantiles, approximate p-values are obtained by assuming that the distribution of the test statistic can be approximated by some common distribution, such as the normal. This does not mean the data themselves follow that distribution, but only that the test statistic does. For large sample sizes ( 30 or more observations per group, but sometimes less) this approximation is very accurate. The test statistic is modified if necessary (often standardized by subtracting its mean, and dividing by its standard deviation), and then compared to a table of the common distribution to determine the p -value.
WARNING: Computer software predominantly uses large sample approximations when reporting p -values, whether or not the sample sizes are sufficient to warrant using them. For small sample sizes, $p$-values should be taken from exact tables rather than from the computer printout.
3. Rank transformation test. In this approximation, parametric procedures are computed not on the data themselves, but on the ranks of the data (smallest observation has rank=1, largest has rank=N). Conover and $\operatorname{Iman}(1981)$ have shown this to adequately approximate many exact nonparametric tests for large samples sizes. The rank-sum test would be
approximated in this fashion by computing a $t$-test on joint ranks of the data. In fact, Iman and Conover (1983) use the name "rank-sum test" for just this procedure. We would call this version a
"t-test on ranks", reserving the traditional name for the first or second versions of the test and more accurately describing what was done. Rank approximations are most useful when performing nonparametric tests using statistics packages which contain only parametric procedures. They are also very useful for situations where there is no equivalent nonparametric analog, such as for multiple-factor analysis of variance.

In figure 4.2, exact and rank transform tests are aligned with their parametric counterparts, as a guide to the use of hypothesis tests.

### 4.2.2 Establish the Null and Alternate Hypotheses

The null and alternate hypotheses should be established prior to collecting data. These hypotheses are a concise summary of the study objectives, and will keep those objectives in focus during data collection.

The null hypothesis $\left(\mathrm{H}_{0}\right)$ is what is assumed to be true about the system under study prior to data collection, until indicated otherwise. It usually states the "null" situation -- no difference between groups, no relation between variables. One may "suspect", "hope", or "root for" either the null or alternate hypothesis, depending on one's vantage point. But the null hypothesis is what is assumed true until the data indicate that it is likely to be false. For example, an engineer may test the hypothesis that wells upgradient and downgradient of a hazardous waste site have the same concentrations of some contaminant. They may "hope" that downgradient concentrations are higher (the company gets a new remediation project), or that they are the same (the company did the original site design!). In either case, the null hypothesis assumed to be true is the same: concentrations are similar in both groups of wells.

The alternate hypothesis $\left(\mathrm{H}_{1}\right)$ is the situation anticipated to be true if the evidence (the data) show that the null hypothesis is unlikely. It is in some cases just the negation of $\mathrm{H}_{0}$, such as "the 100-year flood is not equal to the design value." $\mathrm{H}_{1}$ may also be more specific than just the negation of $\mathrm{H}_{0}-$ " "the 100 -year flood is greater than the design value." Alternate hypotheses come in two general types: one-sided, and two-sided. Their associated hypothesis tests are called one-sided and two-sided tests. These are often confused and misapplied.

Two-sided tests occur when evidence in either direction from the null hypothesis (larger or smaller, positive or negative) would cause the null hypothesis to be rejected in favor of the alternate hypothesis. For example, if evidence that "the 100 -year flood is smaller than the design value" or "the 100-year flood is greater than the design value" would both cause doubt about the null hypothesis, the test is two-sided. Most tests in water resources are of this kind.


Two Independent Data Groups (Chapter 5)

| two-sample t-test | rank sum test <br> or Mann-Whitney <br> or Wilcoxon-Mann-Whitney | t-test on ranks |
| :--- | :---: | :---: |

Matched Pairs of Data (Chapter 6)

| paired t-test | (Wilcoxon) <br> signed-rank test | t-test on signed ranks |
| :---: | :---: | :---: |

More than Two Independent Data Groups (Chapter 7)

| 1-way Analysis Of Variance <br> (ANOVA) | Kruskal-Wallis test | 1-way ANOVA on ranks |
| :---: | :---: | :--- |

More than Two Dependent Data Groups (Chapter 7)

| Analysis Of Variance <br> without replication | Friedman test | 2-way ANOVA on ranks |
| :---: | :---: | :---: |

Correlation between Two Continuous Variables (Chapter 8)

| Pearson's $r$ <br> or linear correlation | Kendall 's tau | Spearman's rho <br> (Pearson's $r$ on ranks) |
| :---: | :---: | :---: |

Relation between Two Continuous Variables (Chapters 9, 10)

| Linear Regression <br> test for slope $=0$ | Mann-Kendall <br> test for slope $=0$ | regression on ranks: <br> test for monotonic <br> change |
| :---: | :---: | :---: |

Figure 4.2 Guide to the classification of some hypothesis tests

One-sided tests occur when departures in only one direction from the null hypothesis would cause the null hypothesis to be rejected in favor of the alternate hypothesis. With
one-sided tests, it is considered supporting evidence for $\mathrm{H}_{0}$ should the data indicate differences opposite in direction to the alternate hypothesis. For example, suppose only evidence that the 100 -year flood is greater than the previous design value is of interest, as only then must the culvert be replaced. The null hypothesis would be stated as "the 100 -year flood is less-than or equal to the design flood", while the alternate hypothesis is that "the 100-year flood exceeds the design value." Any evidence that the 100 -year flood is smaller than the design value is considered evidence for $\mathrm{H}_{0}$.

If it cannot be stated prior to looking at any data that departures from $\mathrm{H}_{0}$ in only one direction are of interest, a two-sided test should be performed. If one simply wants to look for differences between two streams or two aquifers or two time periods, then a two-sided test is appropriate. It is not appropriate to look at the data, find that group A is considerably larger in value than group $B$, and perform a one-sided test that group $A$ is larger. This would be ignoring the real possibility that had group B been larger there would have been interest in that situation as well. Examples in water resources where one-sided tests would be appropriate are:

1. testing for decreased annual floods or downstream sediment loads after completion of a flood-control dam,
2. testing for decreased nutrient loads or concentrations due to a new sewage treatment plant or best management practice,
3. testing for an increase in concentration when comparing a suspected contaminated site to an upstream or upgradient control site.

### 4.2.3 Decide on an Acceptable Error Rate $\alpha$

The $\alpha$-value, or significance level, is the probability of incorrectly rejecting the null hypothesis (rejecting $\mathrm{H}_{0}$ when it is in fact true, called a "Type I error"). Figure 4.3 shows that this is one of four possible outcomes of an hypothesis test. The significance level is the risk of a Type I error deemed acceptable by the decision maker. It is a "management tool" dependent not on the data, but on the objectives of the study. Statistical tradition uses a default of $5 \%(0.05)$ for $\alpha$, but there is no reason why other values should not be used. Suppose that an expensive cleanup process will be mandated if the null hypothesis of "no contamination" is rejected, for example. The $\alpha$-level for this test might be set very small (such as $1 \%$ ) in order to minimize the chance of needless cleanup costs. On the other hand, suppose the test was simply a first cut at classifying sites into "high" and "low" values prior to further analysis of the "high" sites. In this case the $\alpha$ level might be set to 0.10 or 0.20 , so that all sites with high values would likely be retained for further study.

|  |  | Unknown True Situation |  |
| :---: | :---: | :---: | :---: |
|  |  | $\mathrm{H}_{0}$ is true | $\mathrm{H}_{0}$ is false |
|  | Fail to Reject $\mathrm{H}_{0}$ | Correct decision $\operatorname{Prob}(\text { correct decision })=1-\alpha$ | Type II error $\operatorname{Prob}(\text { Type II error })=\beta$ |
|  | Reject <br> $\mathrm{H}_{0}$ | $\begin{gathered} \text { Type I error } \\ \text { Prob (Type I error) }=\alpha \\ \text { Significance level } \end{gathered}$ | Correct decision $\text { Prob }(\text { correct decision })=1-\beta$ <br> Power |

Figure 4.3 Four possible results of hypothesis testing.

Since $\alpha$ represents one type of error, why not keep it as small as possible? One way to do this would be to never reject $\mathrm{H}_{0}-\boldsymbol{\alpha}$ would then equal zero. Unfortunately this would lead to large errors of a second type -- failing to reject $\mathrm{H}_{0}$ when it was in fact false. This second type of error is called a Type II error, or lack of power (Fig. 4.3). Both errors are of concern to practitioners, and both will have some finite probability of occurrence unless decisions to "always reject" or "never reject" are made. Once a decision is made as to an acceptable Type I risk $\alpha$, two steps can be taken to concurrently reduce the risk of Type II error $\beta$ :

1. Increase the sample size $n$.
2. Use the test procedure with the greatest power for the type of data being analyzed.

For water quality applications, null hypotheses are usually of "no contamination". Situations with low power mean that actual contamination may not be detected. This happens with simplistic formulas for determining sample sizes (Kupper and Hafner, 1989). Instead, probabilities of Type II errors should be considered when setting sample size. Power is also sacrificed when data having the characteristics outlined in Chapter 1 are analyzed with tests requiring a normal distribution. Power loss increases as skewness and the number of outliers increase.

### 4.2.4 Compute the Test Statistic from the Data

Test statistics summarize the information contained in the data. If the test statistic is not unusually different from what is expected to occur if the null hypothesis is true, the null hypothesis is not rejected. However, if the test statistic is a value unlikely to occur when $\mathrm{H}_{0}$ is true, the null hypothesis is rejected. The p-value measures how unlikely the test statistic is when $\mathrm{H}_{0}$ is true.
4.2.5 Compute the p -Value

The $p$-value is the probability of obtaining the computed test statistic, or one even less likely, when the null hypothesis is true. It is derived from the data, concisely expressing the evidence against the null hypothesis contained in the data. It measures the "believability" of the null hypothesis. The smaller the p -value, the less likely is the observed test statistic when $\mathrm{H}_{0}$ is true, and the stronger the evidence for rejection of the null hypothesis. The p -value is also called the "attained significance level", the significance level attained by the data.

How do p-values differ from $\alpha$ levels? The $\alpha$-level does not depend on the data, but states the risk of making a Type I error that is acceptable a priori to the scientist or manager. The $\alpha$-level is the critical value which allows a "yes/no" decision to be made -- the treatment plant has improved water quality, nitrate concentrations in the well exceed standards, etc.. The p-value provides more information -- the strength of the scientific evidence. Reporting the p -value allows someone with a different risk tolerance (different $\alpha$ ) to make their own yes/no decision.

For example, consider a test of whether upgradient and downgradient wells have the same expected contaminant concentrations. If downgradient wells show evidence of higher concentrations, some form of remediation will be required. Data are collected, and a test statistic calculated. A decision to reject at $\alpha=0.01$ is a statement that "remediation is warranted as long as there is less than a 1 percent chance that the observed data would occur when upgradient and downgradient wells actually had the same concentration." This level of risk was settled on as acceptable, so that 1 percent of the time remediation would be performed when in fact it is not required. Reporting only "reject" or "not reject" would prevent the audience from distinguishing a case that is barely able to reject $(\mathrm{p}=0.009)$ from one in which $\mathrm{H}_{0}$ is virtually certain to be untrue ( $\mathrm{p}=0.0001$ ). Reporting a p -value of 0.02 , for example, would allow a later decision by someone with a greater tolerance of unnecessary cleanup ( $\alpha=5$ percent, perhaps) to decide for remediation.

### 4.2.6 Make the Decision to Reject $\mathrm{H}_{0}$ or Not

Reject $\mathrm{H}_{0}$ when: p -value $<\alpha$-level.
When the p -value is less than the decision criteria (the $\alpha$-level), $\mathrm{H}_{0}$ is rejected. When the p value is greater than $\alpha, H_{0}$ is not rejected. The null hypothesis is never "accepted", or proven to be true. It is assumed to be true until proven otherwise, and is "not rejected" when there is insufficient evidence to do so.

### 4.3 The Rank-Sum Test as an Example of Hypothesis Testing

Suppose that aquifers X and Y are sampled to determine whether the concentrations of a contaminant in the aquifers are similar or different. This is a test for differences in location or central value, and will be covered in detail in Chapter 5. Two samples $x_{i}$ are taken from aquifer $X(n=2)$, and 5 samples yi from aquifer $Y(m=5)$ for a total of 7 samples $(N=n+m=7)$. Also suppose that there is a prior reason to believe that X values tend to be lower than Y values: aquifer X is deeper, and is likely to be uncontaminated. The null hypothesis $\left(\mathrm{H}_{0}\right)$ and alternative hypothesis $\left(\mathrm{H}_{1}\right)$ of this one-sided test are as follows:
$\mathrm{H}_{0}$ : $\mathrm{x}_{\mathrm{i}}$ and yi are samples from the same distribution, or
$\mathrm{H}_{0}: \quad \operatorname{Prob}\left(\mathrm{x}_{\mathrm{i}} \geq \mathrm{yi}\right)=0.5$.
$H_{1}$ : $x_{i}$ is from a distribution which is generally lower that of $y i$, or
$H_{1}: \operatorname{Prob}\left(x_{i} \geq y_{i}\right)<0.5$.
Remember that with one-sided tests such as this one, data indicating differences opposite in direction to $\mathrm{H}_{1}$ ( $\mathrm{x}_{\mathrm{i}}$ frequently larger than $\mathrm{y}_{\mathrm{i}}$ ) are considered supporting evidence for $\mathrm{H}_{0}$. With one-sided tests we can only be interested in departures from $\mathrm{H}_{0}$ in one direction.

Having established the null and alternate hypotheses, an acceptable error rate $\alpha$ must be set. As in a court of law, innocence is assumed (i.e. concentrations are identical) unless evidence is collected to show "beyond a reasonable doubt" that aquifer Y has higher concentrations (i.e. that differences observed are not likely to have occurred by chance alone). The "reasonable doubt" is set by $\alpha$, the significance level.

If the t-test were to be considered as the test procedure, each data group should be tested for normality. However, sample sizes of 2 and 5 are too small for a reliable test of normality. Thus the nonparametric rank-sum test is appropriate. This test procedure entails ranking all 7 values (lowest concentration has rank $=1$, highest has rank=7) and summing the ranks of the 2 values from the population with the smaller sample size (X). This rank-sum is the statistic W used in the exact test.

Next, W would be computed and compared to a table of test statistic quantiles to determine the p-value. Where do these tables come from? We will derive the table for sample sizes 2 and 5 as an example.

What are the possible values W may take, given that the null hypothesis is true? The collection of all of the possible outcomes of W defines its distribution, and therefore composes the table of rank-sum test statistic quantiles. Shown below are all the possible combinations of ranks of the two $x$ values.

| 1,2 | 1,3 | 1,4 | 1,5 | 1,6 | 1,7 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2,3 | 2,4 | 2,5 | 2,6 | 2,7 |  |
|  | 3,4 | 3,5 | 3,6 | 3,7 |  |
|  |  | 4,5 | 4,6 | 4,7 |  |
|  |  |  | 5,6 | 5,7 |  |
|  |  |  |  | 6,7 |  |

If $\mathrm{H}_{0}$ is true, each of the 21 possible outcomes must be equally likely. That is, it is just as likely for the two x's to be ranks 1 and 2 , or 3 and 5 , or 1 and 7 , etc. Each one of the outcomes results in a value of W , the sum of the two ranks. The 21 W values corresponding to the above outcomes are

| 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 5 | 6 | 7 | 8 | 9 |  |
|  | 7 | 8 | 9 | 10 |  |
|  |  | 9 | 10 | 11 |  |
|  |  |  | 11 | 12 |  |
|  |  |  |  | 13 |  |

The expected value of W is the mean (and median) of the above values, or 8 . Given that each outcome is equally likely when $\mathrm{H}_{0}$ is true, the probability of each possible W value is:

| W | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| Prob(W) | $1 / 21$ | $1 / 21$ | $2 / 21$ | $2 / 21$ | $3 / 21$ | $3 / 21$ | $3 / 21$ | $2 / 21$ | $2 / 21$ | $1 / 21$ | $1 / 21$ |

What if the data collected produced 2 x values having ranks 1 and 4 ? Then W would be 5 , lower than the expected value $\mathrm{E}[\mathrm{W}]=8$. If $\mathrm{H}_{1}$ were true rather than $\mathrm{H}_{0}$, W would tend toward low values. What is the probability that W would be as low as 5 or lower if $\mathrm{H}_{0}$ were true? It is the sum of the probabilities for $W=3,4$, and 5 , or $4 / 21=0.190$ (see figure 4.4). This number is the p-value for the test statistic of 5. It says that the chance of a departure from $E$ [W] of at least this magnitude occurring when $\mathrm{H}_{0}$ is true is 0.190 , which is not very uncommon (about 1 chance in 5 ). Thus the evidence against $\mathrm{H}_{0}$ is not too convincing. If the ranks of the 2 x values had been 1 and 2 , then $\mathrm{W}=3$ and the p -value would be $1 / 21=0.048$. This result is much less likely than the previous case but is still not extremely rare. In fact, due to such a small sample size the test can never result in a highly compelling case for rejecting $\mathrm{H}_{0}$. Adding more data would make it possible to attain lower p -values, providing a stronger case against $\mathrm{H}_{0}$.


Figure 4.4 Probabilities of occurrence for a rank-sum test with sample sizes of 2 and 5 . The p -value for a one-sided test equals the area shaded.

This example has considered only the one-sided p -value, which is appropriate when there is some prior notion that x should be smaller than y (or the reverse). Quite often the situation is that there is no prior notion of which should be lower. In this case a two-sided test must be done. The two-sided test has the same null hypothesis as was stated above, but $\mathrm{H}_{1}$ is now that $x_{i}$ and $y_{i}$ are from different distributions, or
$H_{1}: \operatorname{Prob}\left(x_{i} \geq y_{i}\right) \neq 0.5$.
Suppose that W for the two-sided test were found to be 5 . The p -value equals the probability that W will differ from E [W] by this much or more, in either direction. It is

$$
\operatorname{Prob}(\mathrm{W} \leq 5)+\operatorname{Prob}(\mathrm{W} \geq 11) . \quad \text { (see figure } 4.5)
$$

Where did the 11 come from? It is just as far from $\mathrm{E}[\mathrm{W}]=8$ as is 5 . The two-sided p-value therefore equals $8 / 21=0.381$, twice the one-sided p-value. Symbolically we could state:
$\operatorname{Prob}(|\mathrm{W}-E[\mathrm{~W}]| \geq 3)=8 / 21$.
To summarize the subject of p -values: they describe how "far" the observed test statistic is from that expected to occur if the null hypothesis were true. They are the probability of being that far or farther given that the null hypothesis is true. The lower the p -value the stronger is the case against the null hypothesis.

Now, lets look at an $\alpha$-level approach. Return to the original problem, the case of a one-sided test. Assume $\alpha$ is set equal to 0.1 . This corresponds to a critical value for W , call it $\mathrm{W}^{*}$, such that Prob $\left(\mathrm{W} \leq \mathrm{W}^{*}\right)=\alpha$. Whenever $\mathrm{W} \leq \mathrm{W}^{*}, \mathrm{H}_{0}$ is rejected with no more than a 0.1 frequency of error if $\mathrm{H}_{0}$ were always true. However, because W can only take on discrete, in fact integer, values as seen above, a $\mathrm{W}^{*}$ which exactly satisfies the equation is not usually available. Instead the largest possible $\mathrm{W}^{*}$ such that $\operatorname{Prob}\left(\mathrm{W} \leq \mathrm{W}^{*}\right) \leq \alpha$ is used.


Figure 4.5 Probabilities of occurrence for a rank-sum test with sample sizes of 2 and 5 . The p -value for a two sided-test equals the area shaded.

Searching the above table of possible W values and their probabilities, $\mathrm{W}^{*}=4$ because Prob (W $\leq 4)=0.095 \leq 0.1$. Note the "lumpiness" of the relationship between $\alpha$ and W*. If $\alpha=0.09$ had been selected then $\mathrm{W}^{*}$ would be 3 . This lumpiness can be avoided by reporting p -values rather than only "reject" or "not reject".

For a two-sided test a pair of critical values $\mathrm{W}_{\mathrm{U}}{ }^{*}$ and $\mathrm{W}_{\mathrm{L}}{ }^{*}$ is needed, where

$$
\operatorname{Prob}\left(\mathbb{W} \leq \mathrm{W}_{\mathrm{L}}^{*}\right)+\operatorname{Prob}\left(\mathrm{W} \geq \mathrm{W}_{\mathrm{U}}^{*}\right) \leq \alpha \text { and } \mathrm{W}_{\mathrm{U}}{ }^{*}-\mathrm{E}[\mathrm{~W}]=\mathrm{E}[\mathrm{~W}]-\mathrm{W}_{\mathrm{L}}{ }^{*} .
$$

These upper and lower critical values of W are symmetrical around E [W] such that the probability of W falling on or outside of these critical levels is as close as possible to $\alpha$, without exceeding it, under the assumption that $\mathrm{H}_{0}$ is true. In the case at hand, if $\alpha=0.1$, then $\mathrm{W}_{\mathrm{L}}{ }^{*}=3$ and $\mathrm{W}_{\mathrm{U}}{ }^{*}=13$ because

$$
\operatorname{Prob}(\mathrm{W} \leq 3)+\operatorname{Prob}(W \geq 13)=0.048+0.048=0.095 \leq 0.1
$$

Note that for a two-sided test, the critical values are farther from the expected value than in a one-sided test at the same $\alpha$ level.

It should be recognized that p -values are also influenced by sample size. For a given magnitude of difference between the $x$ and $y$ data, and a given amount of variability in the data, $p$ values will tend to be smaller when the sample size is large. In the extreme case where vast amounts of data are available, it is a virtual certainty that p values will be small even if the differences between x and y are what might be called "of no practical significance."

Most statistical tables are set up for one-sided tests. That is, the rejection region $\alpha$ or the p value is given in only one direction. When a two-sided test at significance level $\alpha$ is performed, the tables must be entered using $\alpha / 2$. In this way rejection can occur with a
probability of $\alpha / 2$ on either side, and an overall probability of $\alpha$. Similarly, tabled $p$-values must be doubled to get $\mathbf{p}$-values for a two-sided test. Modern statistical software often reports p -values with its output, eliminating the need for tables. Be sure to know whether it is one-sided or two-sided p -values being reported.

### 4.4 Tests for Normality

The primary reason to test whether data follow a normal distribution is to determine if parametric test procedures may be employed. The null hypothesis for all tests of normality is that the data are normally distributed. Rejection of $\mathrm{H}_{0}$ says that this is doubtful. Failure to reject $\mathrm{H}_{0}$, however, does not prove that the data do follow a normal distribution, especially for small sample sizes. It simply says normality cannot be rejected with the evidence at hand. Use of a larger $\alpha$-level (say 0.1 ) will increase the power to detect non-normality, especially for small sample sizes, and is recommended when testing for normality.

The test for normality used in this book is the probability plot correlation coefficient (PPCC) test discussed by Looney and Gulledge (1985a). Remember from Chapter 2 that the more normal a data set is, the closer it plots to a straight line on a normal probability plot. To test for normality, this linearity is tested by computing the linear correlation coefficient between data and their normal quantiles (or "normal scores", the linear scale on a probability plot). Samples from a normal distribution will have a correlation coefficient very close to 1.0. As data depart from normality, their correlation coefficient will decrease below 1. To perform a test of $\mathrm{H}_{0}$ : the data are normal versus $\mathrm{H}_{1}$ : they are not, the correlation coefficient ( r ) between the data and their normal quantiles is tested to see if it is significantly less than 1 . For a sample size of $n$, if $r$ is smaller than the critical value $\mathrm{r}^{*}$ of table B 3 for the desired $\alpha$-level, reject $\mathrm{H}_{0}$. Looney and Gulledge (1985b) have shown this table, developed using the Blom plotting position, is also valid for other plotting positions except the Weibull position $\mathrm{i} /(\mathrm{n}+1)$. In order to use one plotting position for all functions in this book, the Cunnane plotting position was adopted as explained in Chapter 2.

To illustrate this test, probability plots of the unit well yield data from Chapter 2 are shown in figures 4.6 and 4.7. For the valleys without fracturing, $r=0.805$, the correlation coefficient between yi and Zp in the left-hand side of Table 4.1.

From table B3 with $n=12$, if $r$ is below the $\alpha=0.05$ critical value of $r^{*}=.928$, normality is rejected. Therefore normality is rejected for the yields without fractures at $\alpha=0.05$. A p-value for this test would be $<0.005$, as $\mathrm{r}=0.805$ is less than the tabled $\mathrm{r}^{*}$ of 0.876 for $\alpha=0.005$. Note the nonlinearity of the data on the probability plot (figure 4.6). For the yields with fracturing, $\mathrm{n}=13, \mathrm{r}^{*}$ is 0.932 at $\alpha=0.05$, and the PPCC $\mathrm{r}=0.943$; therefore fail to reject normality at $\alpha=0.05$. The p -value for the yields with fracturing is just under 0.10 (normality would barely be
rejected at $\alpha=0.10$ ). The probability plot, figure 4.7 , shows a closer adherence to a straight line than for figure 4.6.

Table 4.1. Unit well yields (in gal/min/ft) in Virginia (Wright, 1985)

$$
\mathrm{y}_{\mathrm{i}}=\text { yield } \quad \mathrm{Z} \mathrm{p}=\text { normal quantile }
$$

valleys without fracturing
valleys with fracturing

| Yi- | Zp | Yi- | Zp | Yi- | Zp | Yi- | Zp | Yi- | Zp | Yi- | $\underline{Z p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.001 | -1.65 | 0.030 | -. 31 | 0.10 | . 52 | 0.020 | -1.69 | 0.16 | -. 39 | 0.40 | . 39 |
| 0.003 | -1.13 | 0.040 | -. 10 | 0.454 | . 80 | 0.031 | -1.17 | 0.16 | -. 19 | 0.44 | . 60 |
| 0.007 | -0.80 | 0.041 | . 10 | 0.49 | 1.13 | 0.086 | -0.85 | 0.18 | . 00 | 0.51 | . 85 |
| 0.020 | -0.52 | 0.077 | . 31 | 1.02 | 1.65 | 0.13 | -0.60 | 0.30 | . 19 | 0.72 | 1.17 |
|  |  |  |  |  |  |  |  |  |  | 0.95 | 1.69 |

Computer packages use several methods for testing normality. Several are based on probability plots. The most common is perhaps the Shapiro-Wilk test, as its power to detect non-normality is as good or better than other tests (Shapiro et al., 1968). A table of quantiles for this test statistic is available for $n<50$ (Conover, 1980). Shapiro and Francia (1972) developed a modification of the Shapiro-Wilk test useful for all sample sizes. It is essentially identical to the PPCC test, as it is the $\mathrm{r}^{2}$ for a regression between the data and their normal scores. Therefore p values and power characteristics for the two tests should be essentially the same.

Tests for normality not related to probability plots include the Kolmogorov and chi-square tests, described in more detail by Conover (1980). Both are general tests that may be used for data which are ordinal (data recorded only as low/medium/high, etc) but do not possess a continuous scale. This makes them less powerful than the probability plot tests, however, for the specific purpose of testing continuous data for normality (Shapiro et al., 1968).

The important advantage of the PPCC test is its graphical analog, the probability plot, which visually illustrates its results. The probability plot itself provides information on how the data depart from normality, something not provided by any test statistic.

To make the PPCC test easy to perform by hand, normal quantiles for the Cunnane plotting positions of table B 1 are listed in table B 2 of the Appendix. For the $\mathrm{n}=12$ yields without fracturing, for example, the upper six quantiles are easily found in the table. Lower quantiles are mirror images around zero of the upper quantiles, and so equal the upper values multiplied by -1 . Table B 2 quantiles were computed by first calculating the Cunnane plotting position to more significant digits than found in table B1, and then looking up the corresponding normal quantiles in a table of the normal distribution.


Figure 4.6 Probability plot for the yields without fracturing, with PPCC r


Figure 4.7 Probability plot for the yields with fracturing, with PPCC r

## Exercises

4.1 The following are annual streamflows for the Green R. at Munfordville, KY. Beginning in 1969 the stream was regulated by a reservoir.

before | 1960 | 2340 | after |  |
| :--- | :--- | :--- | :--- |
| 1961 | 2600 | 1969 | 1350 |
| 1962 | 3410 | 1970 | 2350 |
| 1963 | 1870 | 1971 | 3140 |
| 1964 | 1730 | 1972 | 3060 |
| 1965 | 2730 | 1973 | 3630 |
| 1966 | 1550 | 1974 | 3890 |
| 1967 | 4060 | 1975 | 3780 |
| 1968 | 2870 | 1976 | 3180 |
|  |  | 1977 | 2260 |
|  |  | 1978 | 3430 |
|  |  | 1979 | 5290 |
|  |  | 1980 | 2870 |

Test both before and after data sets for normality using the PPCC test. If either are nonnormal, transform the data and re-test in order to find a scale which appears to be close to a normal distribution.
4.2 Test the arsenic data and transformed data of Exercise 2.2 for normality.

## Chapter 5

## Differences between Two Independent Groups

Wells upgradient and downgradient of a hazardous waste site are sampled to determine whether the concentrations of some toxic organic compound known to reside in drums at the site are greater in the downgradient wells. Are they greater at the $\alpha=0.01$ significance level? If so, the ground water is declared to be contaminated, and the site will need to be cleaned up.

Measurements of a biological diversity index are made on sixteen streams. Eight of the streams represent "natural" conditions, while the other eight have received urban runoff. Is the biological quality of the urban streams worse than that of the "natural" streams?

Unit well yields are determined for a series of bedrock wells in the Piedmont region. Some wells tap areas where fracturing is prevalent, while other wells are drilled in largely unfractured rock.
Does fracturing affect well yields, and if so how?

These are examples of comparisons of two independent groups of data, to determine if one group tends to contain larger values than the other. The data are independent in the sense that there is no natural structure in the order of observations across groups -- there are no pairings of data between observation 1 of group 1 and observation 1 of group 2, etc. Where such a pairing does exist, methods like those of Chapter 6 should be used. In some cases it is known ahead of time which group is expected to be larger (a one-sided test), and in other cases it is not (a twosided test). This chapter will present and discuss the rank-sum test, a nonparametric procedure for determining whether two independent groups differ. In the special case where the data within each group are known to be normally distributed, and the differences between the groups are additive, the t -test may also be used. Graphical presentations of the test results will be quickly surveyed. Finally, methods for estimating the magnitude of the difference between the two groups are presented, including the Hodges-Lehmann estimator, one of a class of efficient and resistant nonparametric estimators unfamiliar to many water resources scientists.

### 5.1 The Rank-Sum Test

The rank-sum test goes by many names. It was developed by Wilcoxon (1945), and so is sometimes called the Wilcoxon rank-sum test. It is equivalent to a test developed by Mann and Whitney near the same time period, and the test statistics can be derived one from the other. Thus the Mann-Whitney test is another name for the same test. The combined name of Wilcoxon-Mann-Whitney rank-sum test has also been used.

### 5.1.1 Null and Alternate Hypotheses

In its most general form, the rank-sum test is a test for whether one group tends to produce larger observations than the second group. It has as its null hypothesis:

$$
\mathrm{H}_{0}: \quad \operatorname{Prob}[\mathrm{x}>\mathrm{y}]=0.5
$$

where the x are data from one group, and the y are from a second group. In words, this states that the probability of an x value being higher than any given y value is one-half. The alternative hypothesis is one of three statements:

| $\mathrm{H}_{1}:$ | Prob $[\mathrm{x}>\mathrm{y}] \neq 0.5$ | (2-sided test -x might be larger or smaller than y$).$ |
| :--- | :--- | :--- |
| $\mathrm{H}_{2}:$ | Prob $[\mathrm{x}>\mathrm{y}]>0.5$ | (1-sided test -- x is expected to be larger than y$)$ |
| $\mathrm{H}_{3}:$ | Prob $[\mathrm{x}>\mathrm{y}]<0.5$ | (1-sided test-- x is expected to be smaller than y$).$ |

Note that no assumptions are made about how the data are distributed in either group. They may be normal, lognormal, exponential, or any other distribution, They may be uni-, bi- or multi-modal. In fact, if the only interest in the data is to determine whether one group tends to produce higher observations, the two groups do not even need to have the same distribution!

Usually however, the test is used for a more specific purpose -- to determine whether the two groups come from the same population (same median and other percentiles), or alternatively whether they differ only in location (central value or median). If both groups of data are from the same population, about half of the time an observation from either group could be expected to be higher than that from the other, so the above null hypothesis applies. However, now it must be assumed that if the alternative hypothesis is true, the two groups differ only in their central value, though not necessarily in the units being used. For example, suppose the data are shaped like the two lognormal distributions of figure 5.1. In the original units, the data have different sample medians and interquartile ranges, as shown by the two boxplots. A rank-sum test performed on these data has a p -value of $<0.001$, leading to the conclusion that they do indeed differ. But is this test invalid because the variability, and therefore the shape, of the two distributions differs? Changing units by taking logs, the boxplots of figure 5.2 result. The logs of the data appear to have different medians, but similar IQR's, and thus the logs of the data appear to differ only in central location. The test statistic and p-value for a rank-sum test computed on these transformed data is identical to that for the original units! Nonparametric
tests possess the very useful property of being invariant to power transformations such as those of the ladder of powers. Since only the data or any power transformation of the data need be similar except for their central location in order to use the rank-sum test, it is applicable in many situations.


Figure 5.1 Boxplots of two lognormal distributions with different medians and IQRs.


Figure 5.2 Boxplots of the logarithms of the figure 5.1 data. Medians still differ, while IQRs are the same.

### 5.1.2 Computation of the Exact Test

The exact form of the rank-sum test is given below. It is the only form appropriate for comparing groups of sample size 10 or smaller per group. When both groups have samples sizes greater than $10(\mathrm{n}, \mathrm{m}>10)$, the large-sample approximation may be used. Remember that computer packages report p-values from the large sample approximation regardless of sample size.

## Exact Version of the Rank-Sum test

Situation Two independent groups of data are to be compared. The sample size for the smaller of the two groups $\mathrm{x}_{\mathrm{i}}, \mathrm{i}=1, \ldots \mathrm{n}$ is designated n , while the larger sample size $y_{j}, j=1, \ldots m$ is designated $m$.

Test Statistic Compute the joint ranks $\mathrm{R}_{\mathrm{k}}$. $\mathrm{R}_{\mathrm{k}}=1$ to $(\mathrm{N}=\mathrm{n}+\mathrm{m})$, using average ranks in case of ties.

The exact test statistic

$$
\begin{aligned}
\mathrm{W}_{\mathrm{rs}} & =\text { sum of ranks for the group having the smaller sample size, } \\
& =\Sigma \mathrm{R}_{\mathrm{i}} \mathrm{i}=1, \mathrm{n} \text { (use either group when sample sizes are equal: } \mathrm{n}=\mathrm{m} \text { ) }
\end{aligned}
$$

Decision Rule. To reject $\mathrm{H}_{0}: \operatorname{Prob}[\mathrm{x}>\mathrm{y}]=0.5$

1. $\mathrm{H}_{1}: \operatorname{Prob}[\mathrm{x}>\mathrm{y}] \neq 0.5$ (the smaller data set tends to have either higher or lower values than the larger data set)
Reject $\mathrm{H}_{0}$ if $\mathrm{W}_{\mathrm{rs}} \leq \mathrm{x}_{\alpha / 2, \mathrm{n}, \mathrm{m}}$ or $\mathrm{W}_{\mathrm{rs}} \geq \mathrm{x}_{\alpha / 2, \mathrm{n}, \mathrm{m}}$ from Table B4 of the Appendix; otherwise do not reject $\mathrm{H}_{0}$.
2. $\mathrm{H}_{2}$ : Prob $[\mathrm{x}>\mathrm{y}]>0.5$ (the smaller data set tends to have higher values than the larger data set)
Reject $\mathrm{H}_{0}$ if $\mathrm{W}_{\mathrm{rs}} \geq \mathrm{x} \boldsymbol{\alpha}, \mathrm{n}, \mathrm{m}$ from Table B 4 ; otherwise do not reject $\mathrm{H}_{0}$.
3. H3: Prob $[\mathrm{x}>\mathrm{y}]<0.5$ (the smaller data set tends to have lower values than the larger data set)
Reject $\mathrm{H}_{0}$ if $\mathrm{W}_{\mathrm{rs}} \leq \mathrm{x}^{*} \alpha, \mathrm{n}, \mathrm{m}$ from Table B4; otherwise do not reject $\mathrm{H}_{0}$.

## Example 1.

Precipitation quality was compared at sites with different land uses by Oltmann and Shulters (1989). A rank-sum test is used to determine if one of the constituents, ammonia plus organic nitrogen, significantly differs $(\alpha=0.05)$ between the industrial and residential sites.
$\mathrm{H}_{0}: \quad$ median concentration (industrial) $=$ median concentration (residential)
$\mathrm{H}_{3}: \quad$ median concentration (industrial) $\neq$ median concentration (residential).
The 10 observations at each site are assigned ranks from 1 to 20 as follows. Note that three pairs of concentrations (at $0.7,1.1$, and $1.3 \mathrm{mg} / \mathrm{L}$ ) are tied, and so are assigned tied ranks equal to the average of their two individual ranks:

Ammonia plus organic nitrogen concentration (in $\mathrm{mg} / \mathrm{L}$ ) in precipitation
$x_{i}, y_{j}=$ concentrations $\quad R_{k}=$ joint rank
industrial site
residential site

| $\underline{\mathrm{x}} \mathrm{i}_{-}$ | $\underline{\mathrm{R}}_{\mathrm{k}}$ | $\underline{\mathrm{x}} \mathrm{i}_{-}$ | $\underline{\mathrm{R}}_{\mathrm{k}}$ | ${ }_{\text {y }}{ }^{-}$ | $\underline{\mathrm{R}}_{\mathrm{k}}$ | ${ }_{\text {j- }}$ | $\underline{R}_{k}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.59 | 4 | 1.3 | 14.5 | 0.3 | 1 | 0.9 | 8 |
| 0.87 | 7 | 1.6 | 16 | 0.36 | 2 | 0.92 | 9 |
| 1.1 | 11.5 | 1.7 | 17 | 0.5 | 3 | 1.0 | 10 |
| 1.1 | 11.5 | 3.2 | 18 | 0.7 | 5.5 | 1.3 | 14.5 |
| 1.2 | 13 | 4.0 | 19 | 0.7 | 5.5 | 9.7 | 20 |

$\mathrm{W}_{\mathrm{rs}} \quad=$ sum of the 10 ranks for the residential site ( $\mathrm{n}=\mathrm{m}=10$, so either could be used) $=78.5$
For this two-sided test, reject $\mathrm{H}_{0}$ if $\mathrm{W}_{\mathrm{rs}} \leq \mathrm{x}^{*} \alpha / 2, \mathrm{n}, \mathrm{m}$ or $\mathrm{W}_{\mathrm{rs}} \geq \mathrm{x}_{\alpha / 2, \mathrm{n}, \mathrm{m}}$. From Table B4, $x^{*} .026,10,10=79$ and $x^{*} .022,10,10=78$. Interpolating halfway between these for $W_{\mathrm{rs}}=78.5$, the p -value for the two-sided test is $0.024 \bullet 2=0.048$, and the decision would be to reject $\mathrm{H}_{0}$ at $\alpha$ $=0.05$. Reporting the p -value shows how very close the risk of Type I error is to 0.05 . The conclusion is therefore that ammonia plus organic nitrogen concentrations from industrial precipitation are significantly different than those in residential precipitation at a p -value of 0.048 .

### 5.1.3 The Large Sample Approximation

For the rank sum test, the distribution of the test statistic $W_{\text {rs }}$ closely approximates a normal distribution when the sample size for each group is 10 or above (figure 5.3). With $\mathrm{n}=\mathrm{m}=10$, there are 184,756 possible arrangements of the data ranks. The collection of test statistics for each of these comprises the exact distribution of $\mathrm{W}_{\mathrm{rs}}$, shown as bars in figure 5.3 , with a mean of 105 . Superimposed on the exact distribution is the normal distribution which closely approximates the exact values. This demonstrates how well the exact distribution of this test can be approximated, even for relatively small sample sizes. The inset shows a magnified view of the peak of the distribution, with the normal approximation crossing the center of the exact distribution bars.

This approximation does not imply that the data are or must be normally distributed. Rather, it is based on the near normality of the test statistic at large sample sizes. If there are no ties, $\mathrm{W}_{\mathrm{rs}}$ has a mean $\mu_{\mathrm{W}}$ and standard deviation $\sigma_{\mathrm{W}}$ when $\mathrm{H}_{0}$ is true of:

$$
\begin{align*}
\mu_{\mathrm{W}} & =\mathrm{n} \bullet(\mathrm{~N}+1) / 2  \tag{5.1}\\
\sigma_{\mathrm{W}} & =\sqrt{\mathrm{n} \cdot \mathrm{~m} \cdot(\mathrm{~N}+1) / 12} \tag{5.2}
\end{align*}
$$

where $\mathrm{N}=\mathrm{n}+\mathrm{m}$.


Figure 5.3 Illustration of the distribution of $\mathrm{W}_{\mathrm{rs}}$ and its fitted normal distribution.

The test statistic for the large sample approximation is computed by standardizing $\mathrm{W}_{\mathrm{rs}}$ and making a continuity correction. The continuity correction occurs because the normal distribution fits halfway through the top of the bars of the exact test statistic distribution (figure 5.3). The correction moves the probability of occurrence from the outer edge of each bar to its center prior to using the normal curve. It therefore equals $\mathrm{d} / 2$, where d is the minimum difference between possible values of the test statistic (the bar width). For the rank-sum test $\mathrm{d}=1$, as the test statistic values change by units of one. $\mathrm{Z}_{\mathrm{rs}}$, the standardized form of the test statistic, is therefore computed as

$$
\mathrm{Z}_{\mathrm{rs}}=\left\{\begin{array}{cc}
\frac{\mathrm{W}_{\mathrm{rs}}-\frac{\mathrm{d}}{2}-\mathrm{m}_{\mathrm{W}}}{\mathrm{~s}_{\mathrm{W}}} & \text { if } \mathrm{W}_{\mathrm{rs}}>\mathrm{m}_{\mathrm{W}}  \tag{5.3}\\
0 & \text { if } \mathrm{W}_{\mathrm{rs}}=\mathrm{m}_{\mathrm{W}} \\
\frac{\mathrm{~W}_{\mathrm{rs}}+\frac{\mathrm{d}}{2}-\mathrm{m}_{\mathrm{W}}}{\mathrm{~s}_{\mathrm{W}}} & \text { if } \mathrm{W}_{\mathrm{rs}}<\mathrm{m}_{\mathrm{W}}
\end{array}\right.
$$

$\mathrm{Z}_{\mathrm{rs}}$ is compared to a table of the standard normal distribution for evaluation of the test results.

## Example 1, cont.

The large-sample approximation is applied to the precipitation nitrogen data. Note that this is inappropriate because there are three pairs of tied values. How close is the approximate to the exact p-value? For the exact test above, $\mathrm{W}_{\mathrm{rs}}=78.5$.

$$
\mu_{\mathrm{W}}=10(21) / 2=105 \quad \sigma_{\mathrm{WW}}=\sqrt{1010(21) / 12}=13.23
$$

Therefore $Z_{\text {rs }}=\frac{78.5+1 / 2-105}{13.23}=-1.965$
and $\mathrm{p} \cong 2 \bullet 0.025=0.05$ from a table of the normal distribution such as Table A2 of Iman and Conover (1983). This is very close to the exact test results, and errors decrease with increasing sample sizes.

### 5.1.3.1 Correction for ties

Conover (1980) presents a further correction to $\sigma_{\mathrm{W}}$ when ties occur, and tied ranks are assigned. The formula below for $\sigma_{\mathrm{Wt}}$ should be used for computing the large sample approximation rather than $\sigma_{\mathrm{W}}$ when more than a few ties occur.

$$
\begin{equation*}
\sigma_{\mathrm{Wt}}=\sqrt{\frac{n m}{N(N-1)} \sum_{k=1}^{N} R_{k^{2}}-\frac{n m(N+1)^{2}}{4(N-1)}} \quad \quad \text { where } \mathrm{N}=\mathrm{n}+\mathrm{m} \tag{5.4}
\end{equation*}
$$

## Example 1, cont.

The tie correction is applied to the large sample approximation for the precipitation
nitrogen data. $\sigma_{\mathrm{Wt}}=\sqrt{\frac{100}{2019} 2868.5-\frac{100(21)^{2}}{419}}=\sqrt{174.61}=13.21$.
This is essentially identical to the value of 13.23 obtained without the tie correction. The test statistic $Z_{r s}$ and its p -value are unchanged.

### 5.1.4 The Rank Transform Approximation

Another approximation to the exact rank-sum test is to compute the equivalent parametric test, in this case the t -test, on the ranks $\mathrm{R}_{\mathrm{k}}$ rather than on the original data themselves.
Computations will be illustrated in detail following the presentation of the t-test in the next section. The rank-transform p -value calculated in that section for the precipitation nitrogen data is 0.042 , close to but lower than the exact value, and not as close as the large sample approximation. Rank transform approximations are not as widely accepted as are the large sample approximations. This is due to the fact that the rank transform approximations can result in a lower p -value than the exact test, while the large sample approximation will not. In addition, the rank approximation is often not as close as the large-sample approximation for the
same sample size. Statisticians prefer that an approximation never result in a lower p-value than the exact test, as this means that $\mathrm{H}_{0}$ will be rejected more frequently than it should. However, this problem only occurs for small sample sizes. For the sample sizes (conservatively, n and m both larger than 25) at which the rank approximation should be used, it should perform well.

### 5.2 The t -Test

The $t$-test is perhaps the most widely used method for comparing two independent groups of data. It is familiar to most water resources scientists. However, there are five often overlooked problems with the $t$-test that make it less applicable for general use than the nonparametric ranksum test. These are 1) lack of power when applied to non-normal data, 2) dependence on an additive model, 3) lack of applicability for censored data, 4) assumption that the mean is a good measure of central tendency for skewed data, and 5) difficulty in detecting non-normality and inequality of variance for the small sample sizes common to water resources data. These problems were discussed in detail by Helsel and Hirsch (1988), and will be evaluated here in regard to the precipitation nitrogen data.

### 5.2.1 Assumptions of the Test

The t-test assumes that both groups of data are normally distributed around their respective means, and that they have the same variance. The two groups therefore are assumed to have identical distributions which differ only in their central location (mean). Therefore the $t$-test is a test for differences in central location only, and assumes that there is an additive difference between the two means, if any difference exists. These are strong assumptions rarely satisfied with water resources data. The null hypothesis is stated as
$\mathrm{H}_{0}: \mu_{\mathrm{x}}=\mu_{\mathrm{y}} \quad$ the means for groups x and y are identical.
5.2.2 Computation of the t -Test

## Two Sample t-test

Situation Two independent groups of data are to be compared. Each group is normally distributed around its respective mean value, and the two groups have the same variance. The sole difference between the groups is that their means may not be the same.

Test Statistic Compute the t-statistic:
$\mathrm{t}=\frac{\bar{x}-\bar{y}}{\sqrt[s]{1 / n+1 / m}}$
where $\quad \bar{x}$ is the sample mean of data in the first group $\mathrm{x}_{\mathrm{i}} \mathrm{i}=1, \mathrm{n}$
$\bar{y}$ is the sample mean of data in the second group yj $\mathfrak{j}=1, \mathrm{~m}$ and $s$ is the pooled sample standard deviation, estimating the standard deviation assumed identical in both groups:

$$
s=\sqrt{\frac{(n-1) s_{x}^{2}+(m-1) s_{y}^{2}}{n+m-2}}
$$

The sample variances of both groups $s_{x}^{2}$ and $s_{x}^{2}$ are used to estimate s.
Decision Rule. To reject $\mathrm{H}_{0}: \mu_{\mathrm{x}}=\mu_{\mathrm{y}}$

1. $\mathrm{H}_{1}: \mu_{\mathrm{x}} \neq \mu_{\mathrm{y}} \quad$ (the two groups have different mean values, but there is no prior knowledge which of x or y might be higher)
Reject $\mathrm{H}_{0}$ if $\mathrm{t}<-\mathrm{t} \alpha / 2,(\mathrm{n}+\mathrm{m}-2)$ or $\mathrm{t}>\mathrm{t} \alpha / 2,(\mathrm{n}+\mathrm{m}-2)$ from a table of the t distribution; otherwise do not reject $\mathrm{H}_{0}$.
2. $\mathrm{H}_{2}: \mu_{\mathrm{x}}>\mu_{\mathrm{y}} \quad$ (prior to seeing any data, x is expected to be greater than y ) Reject $\mathrm{H}_{0}$ if $\mathrm{t}>\mathrm{t} \alpha,(\mathrm{n}+\mathrm{m}-2)$ from a table of the t distribution; otherwise do not reject $\mathrm{H}_{0}$.
3. $\mathrm{H}_{3}: \mu_{\mathrm{x}}<\mu_{\mathrm{y}} \quad$ (prior to seeing any data, y is expected to be greater than x )

Reject $\mathrm{H}_{0}$ if $\mathrm{t}<-\mathrm{t} \alpha,(\mathrm{n}+\mathrm{m}-2)$ from a table of the t distribution; otherwise do not reject $\mathrm{H}_{0}$.

### 5.2.3 Modification for Unequal Variances

When the two groups have unequal variances the degrees of freedom and test statistic $t$ should be modified using Satterthwaite's approximation:

## Two Sample t-test with Unequal Variances

Situation The mean values of two independent groups of data are to be tested for similarity. Each group is normally distributed around its respective mean value, and the two groups do not have the same variance.

Test Statistic Compute the t -statistic:

$$
\mathrm{t}=\frac{\bar{x}-\bar{y}}{\sqrt{s_{x}^{2} / n+s_{y}^{2} / m}}
$$

where $\quad s_{x}^{2}$ is the sample variance of the first group, and $s_{y}^{2}$ is the sample variance of the second group.

Also compute the approximate degrees of freedom df, where

$$
\mathrm{df}=\frac{\left(s_{x}^{2} / n+s_{y}^{2} / m\right)^{2}}{\frac{\left(s_{x}^{2} / n\right)^{2}}{(n-1)}+\frac{\left(s_{y}^{2} / m\right)^{2}}{(m-1)}}
$$

Decision Rule. To reject $\mathrm{H}_{0}: \mu_{\mathrm{x}}=\mu_{\mathrm{y}}$

1. $\mathrm{H}_{1}: \mu_{\mathrm{x}} \neq \mu_{\mathrm{y}} \quad$ (the two groups have different mean values, but there is no prior knowledge which of x or y might be higher)
Reject $\mathrm{H}_{0}$ if $\mathrm{t}<-\mathrm{t} \alpha / 2$, (df) or $\mathrm{t}>\mathrm{t} \alpha / 2$,(df) from a table of the t distribution; otherwise do not reject $\mathrm{H}_{0}$.
2. $\mathrm{H}_{2}: \mu_{\mathrm{x}}>\mu_{\mathrm{y}} \quad$ (prior to seeing any data, x is expected to be greater than y ) Reject $\mathrm{H}_{0}$ if $\mathrm{t}>\mathrm{t} \alpha$,(df) from a table of the t distribution; otherwise do not reject $\mathrm{H}_{0}$.
3. $\mathrm{H}_{3}: \mu_{\mathrm{x}}<\mu_{\mathrm{y}} \quad$ (prior to seeing any data, y is expected to be greater than x ) Reject $\mathrm{H}_{0}$ if $\mathrm{t}<-\mathrm{t} \alpha$,(df) from a table of the t distribution; otherwise do not reject $\mathrm{H}_{0}$.

## Example 1, cont.

The t -test is applied to the precipitation nitrogen data. Are the means of the two groups of data equal? As the variance for the industrial data is 1.2 while for the residential data it is 8.1, Satterthwaite's approximation is used rather than computing an overall variance:

$$
\mathrm{t}=\frac{1.67-1.64}{\sqrt{1.17 / 10+8.12 / 10}}=0.03, \text { and } \mathrm{df}=\frac{(1.17 / 10+8.12 / 10)^{2}}{\frac{(1.17 / 10)^{2}}{9}+\frac{(8.12 / 10)^{2}}{9}}=11.5 .
$$

Therefore from a table of the $t$-distribution, the $p$-value is 0.98 . The conclusion: fail to reject $\mathrm{H}_{0}$. There is essentially no evidence that the means differ using the t -test.

The "t-test on ranks" approximation to the rank-sum test is also computed. This t-test is computed using the joint ranks $\mathrm{R}_{\mathrm{k}}$ rather than the original data themselves:

$$
\mathrm{t}_{\mathrm{rank}}=\frac{13.15-7.85}{5.4 \sqrt{1 / 10+1 / 10}}=2.19
$$

where 13.15 is the mean rank of the x data, etc. Comparing this to $\mathrm{t} .025,18=2.10, \mathrm{H}_{0}$ is rejected with a p -value of 0.042 . The medians are declared different.

### 5.2.4 Consequences of Violating the t -Test's Assumptions

Computing the probability plot correlation coefficient to test for normality of the two groups of precipitation nitrogen data, the industrial group had a PPCC of 0.895 , while the residential group had a PPCC of 0.66 . From Table B3 of the Appendix, both correlation coefficients are below the critical value of 0.918 for an $\alpha$ of 0.05 , and so both groups must be considered non-normal (see Chapter 4 for details on the PPCC test). A t-test should not have been used on these data. However, if the normality test results are ignored, the t-test declares the group means to be similar, which is commonly interpreted to mean that the two groups are similar. The rank-sum test finds the two groups to be significantly different. This has the following consequences:

1. This example demonstrates the lack of power encountered when a t-test is applied to non-normal data. When parametric tests are applied to non-normal data, their power to detect differences which are truly present is much lower than that for the equivalent nonparametric test (Bradley, 1968). Thus the $t$-test is not capable of discerning the difference between the two groups of precipitation nitrogen. The skewness and outliers in the data inflate the sample standard deviation used in the t -test. The t -test assumes it is operating on normal distributions having this standard deviation, rather than on non-normal data with smaller overall spread. It then fails to detect the differences present.
2. As shown by the Q-Q plot of figure 5.5, these data do not exhibit an additive difference between the data sets. A multiplicative model of the differences is more likely, and logs of the data should be used rather than the original units in a t-test. Of course, this is not of concern to the rank-sum test, as the test results will in either units be identical.
3. A t-test cannot be easily applied to censored data, such as data below the detection limit. That is because the mean and standard deviation of such data cannot be computed without either substituting some arbitrary values, or making a further distributional assumption about the
data. This topic is discussed further in Chapter 13. It will only be noted here that all data below a single detection limit can easily be assigned a tied rank, and a rank-sum test computed, without making any distributional assumptions or assigning arbitrary values to the data.
4. The t-test assumes that the mean is a good measure of central tendency for the data being tested. This is certainly not true for skewed data such as the precipitation nitrogen data. The mean of the residential data is greatly inflated by the one large outlier (figure 5.4), making it similar to the mean at the industrial site. The mean is neither resistant to outliers, nor near the center (50th percentile) of skewed data. Therefore tests on the mean often make little sense.
5. When prior tests for normality are used to decide whether a nonparametric test is warranted, departures from normality must be large before they are detected for the small sample sizes ( $\mathrm{n}<25$ or 30 ) commonly investigated. In this example, departures were sufficiently drastic that normality was rejected. For lesser departures from normality, computing both the rank sum and t-test would protect against the potential loss of power of the $t$-test for nonnormal data. Alternatively, just the rank sum test could be used for analysis of small data sets.

### 5.3 Graphical Presentation of Results

In Chapter 2 a detailed discussion of graphical methods for comparisons of two or more groups of data was presented. Overlapping and side-by-side histograms, and dot and line plots of means and standard deviations, inadequately portray the complexities commonly found in water resources data. Probability plots and quantile plots allow complexity to be shown, plotting a point for every observation, but often provide too much detail for a visual summarization of hypothesis test results. Two methods, side-by-side boxplots and Q-Q plots, are very well suited to describing both the results of hypothesis tests, and visually allowing a judgement of whether data fit the assumptions of the test being employed. This is illustrated by the precipitation nitrogen data below.

### 5.3.1 Side-by-Side Boxplots

The best method for illustrating results of the rank-sum test is side-by-side boxplots. With boxplots only a few quantiles are compared, but the loss of detail is compensated for by greater clarity. In figure 5.4 are boxplots of the precipitation nitrogen data. Note the difference in medians is clearly displayed, as well as the similarity in spread (IQR). The rejection of normality by PPCC tests is seen in the presence of skewness (industrial) and an outlier (residential). Side-by-side boxplots are an effective and concise method for illustrating the basic characteristics of data groups, and of differences between those groups.


Figure 5.4 Boxplots of the precipitation nitrogen data. Note the skewness and outliers.

### 5.3.2 Q-Q Plots

Another method for illustration of rank-sum results is the quantile-quantile (Q-Q) plot described in Chapter 2. Quantiles from one group are plotted against quantiles of the second data group. Chapter 2 has shown that when sample sizes of the two groups are identical, the x's and y's can be ranked separately, and the Q-Q plot is simply a scatterplot of the ordered data pairs ( x 1 , $\left.y_{1}\right) . \ldots .\left(\mathrm{x}_{\mathrm{n}}, \mathrm{y}_{\mathrm{n}}\right)$. When sample sizes are not equal $(\mathrm{n}<\mathrm{m})$, the quantiles from the smaller data set are used as is, and the $n$ corresponding quantiles for the larger data set are interpolated.

It is always helpful in a Q-Q plot comparing two groups to plot the $\mathrm{y}=\mathrm{x}$ line. Figure 5.5 is a QQ plot of the precipitation nitrogen data. Two important data characteristics are apparent. First, the data are not parallel to the $\mathrm{y}=\mathrm{x}$ line, and therefore quantiles do not differ by an additive constant. Instead, they increasingly depart from the line of equality indicating a multiplicative relationship. Note that the Q-Q plot shows that a t-test would not be applicable without a transformation, because it assumes an additive difference between the two groups. The rank-sum test does not make this assumption, and is directly applicable to groups differing by a multiplicative constant (rank procedures will not be affected by a power transformation).

The magnitude of this relationship between two sets of quantiles on a Q-Q plot can be estimated using the median of all possible ratios $\left(y_{j} / x_{j}\right), i=1, n$ and $j=1, n$. This is a type of

Hodges-Lehmann estimator, as discussed in the next section. The median ratio equals 0.58 , and the line residential $=0.58 \cdot$ industrial is drawn in figure 5.5 . Note the resistance of the median ratio to the one large outlier.


Figure 5.5 Q-Q plot of the precipitation nitrogen data.

Second, the data are crowded together at low concentrations while spread further apart at higher concentrations -- a pattern indicating right-skewness. To remedy both skewness and nonadditivity, a power transformation with $\theta<1$ was chosen, the base $10 \log \operatorname{transform}(\theta=0)$. A Q-Q plot of data logarithms is shown in figure 5.6. Note that the data are now spread more evenly from low to high concentrations, indicating skewness has decreased. The slope of the quantiles is now parallel to the $\mathrm{y}=\mathrm{x}$ line. Thus a multiplicative relationship in original units has become an additive relationship in log units, with the Hodges-Lehmann estimate (see next section) of the difference between $\log (\mathrm{x})$ and $\log (\mathrm{y}) \hat{\Delta}$ equal to -0.237 . Note that $\hat{\Delta}$ is the $\log$ of the Hodges-Lehmann estimate of the ratios in the original units, $\log _{10}(0.58)=-0.237$. The line parallel to $\mathrm{y}=\mathrm{x}, \log ($ residential $)=-0.237 \cdot \log$ (industrial), is plotted on figure 5.6. A t-test would now be appropriate for the logarithms, assuming each group's transformed data were approximately normal.

In summary, Q-Q plots of the quantiles of two data groups illustrate the reasonableness of hypothesis tests ( t -test or rank-sum), while providing additional insight that the test procedures do not provide. Q-Q plots can demonstrate skewness, the presence of outliers, and inequality of
variance to the data analyst. Perhaps most importantly, the presence of either an additive or multiplicative relationship between the two groups can easily be discerned. Since the t-test requires an additive difference between two groups, Q-Q plots can signal when transformations to produce additivity are necessary prior to using the t-test.


Figure 5.6 Q-Q plot of the logs of the precipitation nitrogen data.

### 5.4 Estimating the Magnitude of Differences Between Two Groups

After completion of an hypothesis test comparing two groups of data, the logical next step is to determine by how much the two groups differ. The most well-known approach, related to the two-sample $t$-test, is to compute the difference between the two group means ( $x-\bar{y}$ ). A more robust alternative, related to the rank-sum test, is one of a class of nonparametric estimators known as Hodges-Lehmann estimators. These two estimators are compared in the following sections.

### 5.4.1 The Hodges-Lehmann Estimator

One nonparametric estimate of the difference between two independent groups is a HodgesLehmann estimator $\hat{\Delta}$ (Hodges and Lehmann, 1963; Hollander and Wolfe, 1973, p. 75-77). This estimator is the median of all possible pairwise differences between the x values and y values

$$
\begin{equation*}
\hat{\Delta}=\operatorname{median}\left[x_{i}-y_{j}\right] \quad \text { for } x_{i}, i=1, \ldots n \text { and } y_{j}, j=1, \ldots m \text {. } \tag{5.5}
\end{equation*}
$$

There will be $n \cdot m$ pairwise differences.

## Example 2

For the following x's and y's, compute $15-8=7,15-27=-12$, etc:

| $\mathrm{x}_{\mathrm{i}}$ | $\mathrm{y}_{\mathrm{j}}$ | All Possible Differences $\left(\mathrm{x}_{\mathrm{i}}-\mathrm{y}_{\mathrm{j}}\right)$ |  |  |
| :--- | ---: | ---: | ---: | :---: |
| 15 | 8 | 7 | 9 | 17 |
| 17 | 27 | -12 | -10 | -2 |
| 25 | 3 | 12 | 14 | 22 |
|  | 5 | 10 | 12 | 20 |

Ranked in order from smallest to largest, the $3 \cdot 4=12$ pairwise differences are

$$
-12,-10,-2,7,9,10,12,12,14,17,20,22
$$

The median of these is the average of the 6th and 7 th smallest values, or $\hat{\Delta}=11$. Note that the unusual y value of 27 could have been any number greater than 14 and the estimator $\hat{\Delta}$ would be unchanged. Thus $\hat{\Delta}$ is resistant.

The $\hat{\Delta}$ estimator is related to the rank-sum test, in that if $\hat{\Delta}$ were subtracted from each of the x observations, the rank-sum statistic $\mathrm{W}_{\text {rs }}$ would provide no evidence for rejection of the null hypothesis. In other words, a shift of size $\hat{\Delta}$ makes the data appear devoid of any evidence of difference between x and y when viewed by the rank-sum test.
$\hat{\Delta}$ is a median unbiased estimator of the difference in the medians of populations x and y . That is, the probability of underestimating or overestimating the difference between the median of $x$ and the median of $y$ is exactly one-half. If the populations were both normal, it would be a slightly less efficient estimator of differences in medians (or means) than would the parametric estimator $\bar{x}-\bar{y}$. However, when one or both populations is substantially non-normal, it is a more efficient (lower variance) estimator of this difference.

There is another logical nonparametric estimator of the difference in population medians -- the difference between the sample medians $\left(x_{\text {med }}-y_{\text {med }}\right)$. For example 2, $\left(x_{\text {med }}-y_{\text {med }}\right)=10.5$. Note that the difference in sample medians is not necessarily equal to the median of the differences $\hat{\Delta}$. In addition, ( $\mathrm{x}_{\text {med }}-\mathrm{y}_{\text {med }}$ ) is always somewhat more variable (less efficient) than is $\hat{\Delta}$ and so is less desirable.

A modified version of the $\hat{\Delta}$ statistic is used as the estimate of the magnitude of the step trend in the seasonal rank-sum test procedure described by Crawford, Slack, and Hirsch (1983, p. 74).

### 5.4.2 Confidence Interval for $\hat{\Delta}$

A nonparametric interval estimate for $\hat{\Delta}$ illustrates how variable the difference between the medians might be. No distribution is assumed for the pairwise differences. The interval is
computed by a process similar to that for the confidence interval on the median described earlier. The tabled distribution of the test statistic is entered to find upper and lower critical values at one-half the desired alpha level. These critical values are transformed into ranks. After ordering the $n \cdot m$ pairwise differences from smallest to largest, the differences corresponding to those ranks are the ends of the confidence interval.

For small sample sizes, table B4 for the rank-sum test is entered to find the critical value $\mathrm{x}^{*}$ having a $p$-value nearest to $\alpha / 2$. This critical value is then used to compute the ranks $R_{u}$ and $R_{1}$ corresponding to the pairwise differences at the upper and lower confidence limits for $\hat{\Delta}$. These limits are the $\mathrm{R}_{\mathrm{f}}$ th ranked data points going in from either end of the sorted list of $\mathrm{N}=\mathrm{n} \cdot \mathrm{m}$ pairwise differences.

$$
\begin{array}{ll}
\mathrm{R}_{1}=\mathrm{x}^{*}-\frac{\mathrm{n} \bullet(\mathrm{n}+1)}{2} \\
\mathrm{R}_{\mathrm{u}}=\mathrm{N}-\mathrm{R}_{\mathrm{l}}+1 & \text { for } \mathrm{N}=\mathrm{n} \bullet \mathrm{~m} \tag{5.7}
\end{array}
$$

## Example 2, cont.

The $\mathrm{N}=12$ possible pairwise differences between x and y were:

$$
-12,-10,-2,7,9,10,12,12,14,17,20,22 .
$$

The median of these $(\hat{\Delta})$ was 11 . To determine an $\alpha \cong 0.10$ confidence interval for $\hat{\Delta}$, the tabled critical value $\mathrm{x}^{*}$ nearest to $\alpha / 2=0.05$ is $7(\mathrm{p}=0.057)$. The rank $\mathrm{R}_{1}$ of the pairwise difference at the lower end of the confidence interval is therefore

$$
\mathrm{R}_{1}=7-\frac{(3 \cdot 4)}{2}=1 \text { for } \mathrm{n}=3 \text { and } \mathrm{m}=4
$$

$R_{u}$, the rank of the pairwise difference at the upper end of the confidence interval is

$$
\mathrm{R}_{\mathrm{u}}=12
$$

With such a small data set, the $\alpha=2 \bullet 0.057=0.014$ confidence limit for $\hat{\Delta}$ is the range of the entire data set (the 1 st difference in from either end), or

$$
-12 \leq \hat{\Delta} \leq 22
$$

When the large-sample approximation to the rank-sum test is used, a critical value $z_{\alpha / 2}$ from the table of standard normal quantiles determines the upper and lower ranks of the pairwise differences corresponding to the ends of the confidence interval. Those ranks are

$$
\begin{align*}
R_{l} & =\frac{N-z_{a} / 2 \cdot \sqrt{\frac{N(n+m+1)}{3}}}{2}  \tag{5.8}\\
R_{u} & =\frac{N+z_{a} / 2 \cdot \sqrt{\frac{N(n+m+1)}{3}}}{2}+1  \tag{5.9}\\
& =N-R_{l}+1
\end{align*}
$$

## Example 1 cont.

For the precipitation nitrogen data there were $\mathrm{N}=(10)(10)=100$ possible pairwise differences. $\hat{\Delta}$ would be the average of the 50 th and 51 st ranked differences. For a 95 percent confidence interval on $\hat{\Delta}, z_{\alpha / 2}=1.96$ and

$$
\begin{array}{ll}
\mathrm{R}_{\mathrm{l}}=\frac{100-1.96 \cdot \sqrt{\frac{100(10+10+1)}{3}}}{2} & =24.1 \\
\mathrm{R}_{\mathrm{u}}=100-24.1+1 & =76.9
\end{array}
$$

the 24.1 st ranked slope from either end. Rounding to the nearest integer, the 24th and 77th ranked slopes are used as the ends of the $\alpha \cong 0.05$ confidence limit on $\hat{\Delta}$. Note that using the exact formula, from Table B4 the exact $\alpha$ level is determined to be $2 \bullet 0.026=0.052$.

### 5.4.3 Difference Between Mean Values

As noted above, in the situation where the t -test is appropriate, the difference between the means of both groups $\bar{x}-\bar{y}$ is the most efficient estimator of the difference between the two groups of data. Perhaps obvious is that when x and y are transformed prior to performing the t test, $(\bar{x}-\bar{y})$ does not estimate the difference between group means in their original units. Less obvious is that a re-transformation of $(\bar{x}-\bar{y})$ back to original units also does not estimate the difference between group means, but is closer to a function of group medians. For the log transformation as an example, $\bar{x}-\bar{y}$ retransformed would equal the ratio of geometric means of the two groups. How close such a re-transformation comes to estimating the ratio of group medians depends on how close the data are to being symmetric in their transformed units.

### 5.4.4 Confidence Interval for $\bar{x}-\bar{y}$

An interval estimate for the difference in means $\bar{x}-\bar{y}$ is also available. It is appropriate in situations where the t-test may be used -- when both data groups closely follow a normal
distribution. When the variances of the two groups are similar and the pooled standard deviation $s$ is used in the test, the confidence interval is

$$
\begin{equation*}
\left.\mathrm{CI}=\bar{x}-\bar{y} \pm \mathrm{t}_{\alpha / 2,(\mathrm{n}+\mathrm{m}-2)} \cdot \mathrm{s} \sqrt{1 / \mathrm{n}+1 / \mathrm{m}}\right) \tag{5.10}
\end{equation*}
$$

When the standard deviations of the two groups are dissimilar and cannot be pooled, the confidence interval becomes

$$
\begin{equation*}
\mathrm{CI}=\bar{x}-\bar{y} \pm \mathrm{t}_{\alpha / 2,(\mathrm{df})} \cdot \sqrt{s_{x}^{2} / n+s_{y}^{2} / m} \tag{5.11}
\end{equation*}
$$

where df is the approximate degrees of freedom used in the t -test.

## Exercises

5.1 For the precipitation nitrogen data of Example 1, what would $W_{\text {rs }}$ have been had the industrial site been used rather than the arbitrary choice of the residential site. What is the effect on the p-value?
5.2 Historical ground-water quality data for a shallow aquifer underlying agricultural land shows the following nitrate concentrations ( $\mathrm{mg} / \mathrm{L}$ ):

| pre-1970 |  |  |
| :---: | :---: | :---: |
| 1 | 2 | 4 |
| 1 | 3 | 5 |
| 1 | 3 | 5 |
| 2 | 4 | 10 |


| post-1970 |  |  |  |
| :--- | :--- | :--- | :--- |
|  |  | 5 | 14 |
|  | 2 |  | 8 |
|  | 2 |  | 10 |
|  | 4 |  | 11 |
|  | 11 | 23 |  |

Given that we wish to test for a change in concentration between the two periods, should this be a one-sided or two-sided test?
5.3 Annual streamflows for the Green R. at Munfordville, KY were listed in Exercise 4.1.

Beginning in 1969 the stream was regulated by a reservoir.
a. Construct a Q-Q plot, and indicate whether the flows exhibit an additive or multiplicative relationship, or neither.
b. Does there appear to be a relationship between (after-before) or (after/before) and the magnitude of annual flow itself? If so, explain why this might occur.
a. Test whether flows after the reservoir came onstream are different.
5.4 Consider the following small data set
$\mathrm{X}: 1.0,2.0,3.0,4.0$
Y: 1.5, 2.5, 3.5, 4.5, 5.5, 7.0, 10.0, 20.0, 40.0, 100.0
Using the Table B4, determine the two-sided p value for an additive difference between the X and Y data using the exact rank-sum test. Then compute it using the large-sample approximation. Then compute it using the t -test on ranks. Compute the expected difference $\hat{\Delta}$ between X and Y .
5.5 Unit well yields, in gallons per minute per foot of water-bearing material, were contrasted for wells within valleys containing fracturing versus valleys with no fracturing (Wright, 1985). For the PPCC test for normality, $\mathrm{r}($ with $)=0.943$ and r (without $)=0.805$. Perform the appropriate $\alpha=0.05$ test to discern whether fracturing is associated with higher mean unit well yield

| Yields |  | with fracturing | Yields without |  |
| :---: | :--- | :--- | :--- | :---: |
| 0.95 | 0.16 | 1.02 | 0.040 |  |
| 0.72 | 0.16 | 0.49 | 0.030 |  |
| 0.51 | 0.13 | 0.454 | 0.020 |  |
| 0.44 | 0.086 | 0.10 | 0.007 |  |
| 0.40 | 0.031 | 0.077 | 0.003 |  |
| 0.30 | 0.020 | 0.041 | 0.001 |  |
| 0.18 |  |  |  |  |

5.6 Assume that the unit well yield data are now trace organic analyses from two sampling sites and that all values below 0.050 were reported as " $<0.05$." Retest the hypothesis that $\mathrm{H}_{0}: \mu_{\mathrm{x}}=\mu_{\mathrm{y}}$ versus $\mathrm{H}_{1}: \mu_{\mathrm{x}}>\mu_{\mathrm{y}}$ using the rank-sum test. By how much does the test statistic change? Are the results altered by presence of a detection limit? Could a t-test be used in this situation?

## Chapter 6

## Matched-Pair Tests

To determine the effectiveness of an acid solution in developing wells in carbonate rock, yields of twenty wells were measured both before and after treatment of the wells with acid. Factoring out the differences in yield between wells, have the yields changed as a result of using the acid? What is the magnitude of this change?

Annual sediment loads are measured at two sites over a period of twenty-four years. Both drainage basins are of essentially the same size, and have the same basin characteristics. However, logging has occurred in one basin during the period, but not in the other. Can the year to year variation in load (due to differences in precipitation) be compensated for, to determine whether the site containing logging produced generally higher loads than the other?

Two laboratories are compared in a quality assurance program. Each lab is sent one of a pair of 30 samples split into duplicates in the field, to determine if one lab consistently over- or underestimates the concentrations of the other. If no difference between the labs is seen, their data may be combined prior to interpretation. The differences between labs must be discerned above the sample to sample differences.

As with the tests of Chapter 5, we wish to determine if one group tends to contain larger values than the other. However, now there is a logical pairing of the observations within each group. Further, there may be a great deal of variability between these pairs, as with the year-to-year pairs of sediment data in the second example above. Both basins exhibit low yields in dry years, and higher yields in wet years. This variability between pairs of observations is noise which would obscure the differences between the two groups being compared if the methods of Chapter 5 were used. Instead, pairing is used to block out this noise by performing tests on the differences between data pairs. Two nonparametric tests are presented for determining whether paired observations differ, the sign test and the signed-rank test. Also presented is the paired ttest, the parametric equivalent which may be used when the differences between pairs are known to be normally distributed. After surveying graphical methods to illustrate the test results, estimators for the difference between the two groups are discussed.

For paired observations $\left(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\right), \mathrm{i}=1,2, \ldots \mathrm{n}$, their differences $\mathrm{D}_{\mathrm{i}}=\mathrm{x}_{\mathrm{i}}-\mathrm{yi}_{\mathrm{i}}$ are computed. The tests in this chapter determine whether $\mathrm{x}_{\mathrm{i}}$ and $\mathrm{y}_{\mathrm{i}}$ are from the same population -- the null hypothesis -- by analyzing the $\mathrm{D}_{\mathrm{i}}$. If there are differences, the null hypothesis is rejected.

When the $\mathrm{D}_{\mathrm{i}}$ 's have a normal distribution, a paired t-test can be employed. The paired t-test determines whether the mean of the $D_{i}$ 's equals 0 . This is equivalent to stating that the mean of the $\mathrm{x}_{\mathrm{i}}$ and the $\mathrm{y}_{\mathrm{i}}$ are the same. If the $\mathrm{D}_{\mathrm{i}}$ 's are symmetric, but not necessarily normal, a signedrank test can be used. The signed-rank test determines whether the median of the the $\mathrm{D}_{\mathrm{i}}$ 's is equal to 0 . The assumption of symmetry made by the signed-rank test is much less restrictive than that of normality, as there are many non-normal distributions which are symmetric. As a result, the signed-rank test is a more generally applicable method than the t-test. If the differences are asymmetric, the sign test may be used. The sign test does not require an assumption of symmetry or normality. It tests a more general hypothesis than comparisons of means or medians -- does $x$ tend to be higher (or lower, or different) than $y$ ? The sign test is the most generally applicable of the three methods. It is also appropriate when the magnitude of the paired differences cannot be computed but one observation can be determined to be higher than the other, as when comparing a $<1$ to a 3 . (Analysis of data below the detection limit is discussed in detail in Chapter 13. See also exercises 6.4 and 6.5 at the end of this chapter.)

### 6.1 The Sign Test

For data pairs $\left(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\right) \mathrm{i}=1, \ldots \mathrm{n}$, the sign test determines whether x is generally larger (or smaller, or different) than y , without regard to whether that difference is additive. The sign test may be used regardless of the distribution of the differences, and thus is fully nonparametric.

### 6.1.1 Null and Alternate Hypotheses

The null and alternative hypotheses may be stated as follows:
$\mathrm{H}_{0}: \quad \operatorname{Prob}[\mathrm{x}>\mathrm{y}]=0.5$,
versus one of the three possible alternative hypotheses:
$\mathrm{H}_{1}: \quad \operatorname{Prob}[\mathrm{x}>\mathrm{y}] \neq 0.5 \quad$ (2-sided test -x might be larger or smaller than y ).
$\mathrm{H}_{2}: \operatorname{Prob}[\mathrm{x}>\mathrm{y}]>0.5$ (1-sided test -- x is expected to be larger than y )
$\mathrm{H}_{3}: \quad \operatorname{Prob}[\mathrm{x}>\mathrm{y}]<0.5$ (1-sided test-- x is expected to be smaller than y ).

### 6.1.2 Computation of the Exact Test

If the null hypothesis is true, about half of the differences $\mathrm{D}_{\mathrm{i}}$ will be positive ( $\mathrm{x}_{\mathrm{i}}>\mathrm{y}_{\mathrm{i}}$ ) and about half negative $\left(\mathrm{x}_{\mathrm{i}}<\mathrm{y}_{\mathrm{i}}\right)$. If one of the alternate hypotheses is true instead, more than half of the differences will tend to be either positive or negative.

The exact form of the sign test is given below. It is the form appropriate when comparing 20 or fewer pairs of samples. With larger sample sizes the large-sample approximation may be used.

Remember that computer packages usually report p-values from the large sample approximation regardless of sample size.

## Exact form of the sign test

Situation Two paired groups of data are to be compared, to determine if one group tends to produce larger (or different) values than the other group. No assumptions about the distribution of the differences $D_{i}=x_{i}-y_{i}, i=1, \ldots N$ are required. This means that no assumption is made that all pairs are expected to differ by about the same amount. Numerical values for the data are also not necessary, as long as their relative magnitudes may be determined.

Tied data Ignore all tied data pairs (all $\mathrm{D}_{\mathrm{i}}=0$ ). Reduce the sample size of the test to the number of nonzero differences $n$.

Computation Delete all $\mathrm{D}_{\mathrm{i}}=0\left(\mathrm{x}_{\mathrm{i}}=\mathrm{y}_{\mathrm{i}}\right)$. The test uses the n nonzero differences $\mathrm{n}=\mathrm{N}-\left[\right.$ number of $\left.\mathrm{D}_{\mathrm{i}}=0\right]$. Assign $\mathrm{a}+$ for all $\mathrm{D}_{\mathrm{i}}>0$, and $\mathrm{a}-$ for all $\mathrm{D}_{\mathrm{i}}<0$.

Test Statistic $S^{+}=$the number of + 's, the number of times $x_{i}>y_{i}, i=1, \ldots n$.

Decision Rule To reject $\mathrm{H}_{0}$ : $\operatorname{Prob}[\mathrm{x}>\mathrm{y}]=0.5$,

1. $\mathrm{H}_{1}: \operatorname{Prob}[\mathrm{x}>\mathrm{y}] \neq 0.5$ (the x measurement tends to be either larger or smaller than the y measurement).
Reject $\mathrm{H}_{0}$ if $\mathrm{S}^{+} \geq \mathrm{x}_{\alpha / 2, \mathrm{n}}$ or $\mathrm{S}^{+} \leq \mathrm{x}^{\prime} \alpha / 2, \mathrm{n}$ from Table B5; otherwise do not reject $\mathrm{H}_{0}$.
2. $\mathrm{H}_{2}: \operatorname{Prob}[\mathrm{x}>\mathrm{y}]>0.5$ (the x measurement tends to be larger than the y measurement).

Reject $\mathrm{H}_{0}$ if $\mathrm{S}^{+} \geq \mathrm{x} \alpha, \mathrm{n}$ from Table B5; otherwise do not reject $\mathrm{H}_{0}$.
3. H3: Prob $[\mathrm{x}>\mathrm{y}]<0.5$ (the x measurement tends to be smaller than the y measurement). Reject $\mathrm{H}_{0}$ if $\mathrm{S}^{+} \leq \mathrm{x}^{\prime} \alpha, \mathrm{n}$ from Table B5; otherwise do not reject $\mathrm{H}_{0}$.

## Example 1.

Counts of mayfly nymphs were recorded in 12 small streams at low flow above and below industrial outfalls. The mayfly nymph is an indicator of good water quality. The question to be considered is whether effluents from the outfalls decreased the number of nymphs found on the streambeds of that region. A Type I risk level $\alpha$ of 0.01 is set as acceptable. Figure 6.1a presents a separate boxplot of the counts for the above and below groups. Both groups are positively skewed. There is a great deal of variability within these groups due to the differences from one stream to another, though in general the counts below the outfalls appear to be smaller. A rank-sum test as in Chapter 5 between the the two groups would be inefficient, as it
would not block out the stream to stream variation (no matching of the pair of above and below counts in each stream). Variation in counts among the streams could obscure the difference being tested for. The natural pairing of observations at the same stream can be used to block out the stream to stream variability by computing the above-below differences in counts for each stream (figure 6.1b). A test is then performed on these differences. Note the asymmetry of the paired differences. They do not appear to all be of about the same magnitude.


Figure 6.1 a) above and below counts.

b) above - below differences.

| Table 6.1 Mayfly nymph data.$\begin{gathered} x_{i}=\text { counts above outfalls, } \quad y_{i}=\text { counts below outfalls } \\ D_{i} .=\text { difference } x_{i}-y i . \end{gathered}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{\text { x }}$ | Yi | $\underline{D}_{i}$ | $\underline{\text { x }}$ i | yi | $\underline{D}_{i}$ | $\underline{\mathrm{x}} \mathrm{i}$ | yi | $\underline{\mathrm{D}}_{\mathrm{i}}$ |
| 12 | 9 | 3 | 106 | 48 | 58 | 20 | 14 | 6 |
| 15 | 9 | 6 | 63 | 17 | 46 | 110 | 60 | 50 |
| 11 | 38 | -27 | 296 | 11 | 285 | 429 | 53 | 376 |
| 41 | 24 | 17 | 53 | 41 | 12 | 185 | 124 | 61 |

The null hypothesis $\mathrm{H}_{0}$ is that the counts above the outfalls are equally likely to be higher or lower than counts below the outfalls. The one-sided alternate hypothesis $\mathrm{H}_{2}$ is that the counts below the outfalls are expected to be lower, in which case $\mathrm{S}^{+}$would be large.

Of the 12 pairs, 11 are increases, so $\mathrm{S}^{+}=11$. Note that this statistic is very resistant to outliers, as the magnitudes of the differences are not used in computing the test statistic. From Table B5 of the Appendix, the one-sided p -value for $\mathrm{S}^{+}=11$ is 0.003 . Therefore reject that counts above and below the outfall are the same at $\alpha=0.01$.

### 6.1.3 The Large Sample Approximation

For sample sizes $n>20$ the exact sign test statistic can be modified so that its distribution closely follows a standard normal distribution. Again, this does not mean that the data or their differences require normality. It is only the modified test statistic which follows a normal distribution.

The large sample approximation for the sign test takes the standardized form

$$
\begin{aligned}
& \begin{cases}\frac{\mathrm{S}^{+}-\frac{1}{2}-\mu_{\mathrm{S}^{+}}}{\sigma_{\mathrm{S}^{+}}} & \text {if } \mathrm{S}^{+}>\mu_{\mathrm{S}^{+}} \\
0 & \text { if } \mathrm{S}^{+}=\mu_{\mathrm{S}^{+}} \\
\frac{\mathrm{S}^{+}+\frac{1}{2}-\mu_{\mathrm{S}^{+}}}{\sigma_{\mathrm{S}^{+}}} & \text {if } \mathrm{S}^{+}<\mu_{\mathrm{S}^{+}} \\
\text {where } \mu_{\mathrm{S}^{+}}=\frac{\mathrm{n}}{2}, \text { and } \sigma_{\mathrm{S}^{+}}=\frac{1}{2} \sqrt{\mathrm{n}} . \\
\hline\end{cases} \\
&
\end{aligned}
$$

The $1 / 2$ in the numerator of $Z^{+}$is again a continuity correction (see Chapter 5). $\mathrm{Z}^{+}$is compared to a table of the standard normal distribution to obtain the approximate p-value. Using the mayfly data of Example 1, the approximate p-value of $\mathrm{p}=0.005$ is obtained below. This is very close to the true (exact) $\mathrm{p}=0.003$, and both are sufficiently small that the decision to reject $\mathrm{H}_{0}$ would not be altered by their difference.

Therefore, if accurate $p$-values are of primary concern, such as when $p$ is close to the agreedupon risk $\alpha$, and the sample size is 20 or smaller, perform the exact test to get accurate p -values. Regardless of sample size, if p-values are not the primary interest and one must simply decide to reject $\mathrm{H}_{0}$ or not, when p -values are much smaller (such as 0.001 ) or much larger (such as 0.50 )
than $\alpha$ the decision whether to reject $\mathrm{H}_{0}$ will be sufficiently clear from the approximate procedure.

## Example 1, cont.

$$
\begin{gathered}
\text { For } \mathrm{S}^{+}=11, \quad \mu_{\mathrm{S}^{+}}=\frac{12}{2}=6 \sigma_{\mathrm{S}^{+}}=\frac{1}{2} \sqrt{12}=1.73 \\
\mathrm{Z}^{+}=\frac{11-\frac{1}{2}-6}{1.73}=2.60
\end{gathered}
$$

And from a table of the normal distribution, the approximate one-sided p -value $=0.005$.

### 6.2 The Signed-Rank Test

The signed-rank test was developed by Wilcoxon (1945), and is sometimes called the Wilcoxon signed-rank test. It is used to determine whether the median difference between paired observations equals zero. It may also be used to test whether the median of a single data set is significantly different from zero.

### 6.2.1 Null and Alternate Hypotheses

For $D_{i}=x_{i}-y i$, the null hypothesis for the signed-rank test is stated as:

$$
\mathrm{H}_{0}: \quad \operatorname{median}[\mathrm{D}]=0
$$

The alternative hypothesis is one of three statements:

| $\mathrm{H}_{1}:$ | median $[\mathrm{D}] \neq 0$ | (2-sided test -x might be larger or smaller than y). |
| :--- | :--- | :--- |
| $\mathrm{H}_{2}:$ | median $[\mathrm{D}]>0$ | (1-sided test -x is expected to be larger than y$)$ |
| $\mathrm{H}_{3}:$ | median $[\mathrm{D}]<0$ | (1-sided test-- x is expected to be smaller than y$).$ |

The signed-rank test is usually stated as a determination of whether the x's and y's come from the same population (same median and other percentiles), or alternatively that they differ only in location (central value or median). If both groups are from the same population, regardless of the shape, about half of the time their difference will be above 0 , and half below 0 . In addition, the distribution of data above 0 will on average mirror that below 0 , so that given a sufficient sample size the differences will be symmetric. They may not be anything like a normal distribution, however. If the alternative hypothesis is true, the differences will be symmetric when $x$ and $y$ come from the same shaped distribution (whatever the shape), differing only in central value (median). This is called an additive difference between the two groups, meaning that the variability and skewness within each group is the same for both. Boxplots for the two groups would look very similar, with the only difference being an offset of one from the other. The signed-rank test determines whether this "offset", the magnitude of difference between paired observations, is significantly different from zero. For additive differences (the assumption of symmetric differences is valid), the signed-rank test has more power to detect differences than does the sign test.

In addition, the signed-rank test is also appropriate when the differences are not symmetric in the units being used, but a logarithmic transformation of both data sets will produce differences which are symmetric. In such a situation a multiplicative relationship is made into an additive relationship in the logarithms. For example, figure 6.2 displays the differences between two positively skewed distributions. A multiplicative relationship between x and y is suspected, ie. $\mathrm{x}=\mathrm{c}^{\bullet} \mathrm{y}$, where c is some constant. This is a common occurrence with water resources data; data sets having higher median values also often have higher variances than "background" sites with low median values. In the original units the $\mathrm{D}_{\mathrm{i}}$ from such data are asymmetric. Changing units by taking the logarithms of the data prior to calculating differences, the boxplot of figure 6.3 results. The log transformation $(\theta=0)$ changes a multiplicative relationship to an additive one: $\log \mathrm{x}=\log \mathrm{c}+\log \mathrm{y}$. The variances of the $\operatorname{logs}$ are often made similar by the transformation, so that the logs differ only in central value. The $\mathrm{Dl}_{\mathrm{i}}$, the differences in $\log$ units, are therefore much more symmetric than the differences in the original units. The median difference in the logs can then be re-transformed to estimate the median ratio of the original units, $\hat{c}=$ median $[y / x]=\exp ($ median $[D 1])$.


Figure 6.3 Boxplot of symmetric $\mathrm{Dl}_{\mathrm{i}}=\log \left(\mathrm{x}_{\mathrm{i}}\right)-\log \left(\mathrm{y}_{\mathrm{i}}\right)$

### 6.2.2 Computation of the Exact Test

If the null hypothesis is true, the median [D] will be close to zero, and the differences will be symmetric around zero. If one of the alternate hypotheses is true instead, the differences will not have a median near zero, but show a symmetric distribution around a nonzero median. Therefore more than half will be either positive or negative. The signed-rank test uses both the signs of the differences as in the sign test, along with the ranks of the absolute values of those differences. This latter information makes sense to use only when the differences are symmetric.

The exact form of the signed-rank test is given below. It is the only form appropriate for comparing 15 or less pairs of samples. With larger sample sizes either large-sample or rank transform approximations may be used.

## Exact form of the Wilcoxon signed-ranks test

Situation Two paired groups of data are to be compared, to determine if their differences $\mathrm{D}_{\mathrm{i}}=\mathrm{x}_{\mathrm{i}}-\mathrm{y}_{\mathrm{i}}$ are significantly different from zero. The $\mathrm{D}_{\mathrm{i}}$ are assumed to be symmetric. This implies that the two groups differ only in central location.

Computation Compute the absolute value of the differences $\left|D_{i}\right|, i=1$...N. Rank the $\left|D_{i}\right|$ from smallest to largest. The test uses only nonzero differences, so sample size $\mathrm{n}=\mathrm{N}-$ [number of $\mathrm{D}_{\mathrm{i}}=0$ ]. Compute the signed rank $R_{i}, i=1, \ldots n$

$$
\begin{aligned}
\mathrm{R}_{\mathrm{i}} & =\quad \text { rank of }\left|D_{i}\right| & & \text { for } D_{i}>0, \text { and } \\
& =-\left(\text { rank of }\left|D_{i}\right|\right) & & \text { for } D_{i}<0 .
\end{aligned}
$$

Tied data If $\mathrm{D}_{\mathrm{i}}=0$, delete. When two nonzero differences $\mathrm{D}_{\mathrm{i}}$ 's are tied, assign the average of the ranks involved to all tied values.

Test Statistic The exact test statistic $\mathrm{W}^{+}$is then the sum of all signed ranks $\mathrm{R}_{\mathrm{i}}$ having a positive sign:

$$
\mathrm{W}^{+}=\sum_{\mathrm{i}=1}^{\mathrm{n}}\left(\mathrm{R}_{\mathrm{i}} \& \mathrm{R}_{\mathrm{i}}>0\right) \quad \text { where } \mid \text { signifies "given that". }
$$

Decision Rule To reject $\mathrm{H}_{0}$ : median $[\mathrm{D}]=0$

1. $\mathrm{H}_{1}:$ median $[\mathrm{D}] \neq 0$ (the x measurement tends to be either larger or smaller than the y measurement).
Reject $\mathrm{H}_{0}$ if $\mathrm{W}^{+} \geq \mathrm{x}_{\boldsymbol{\alpha} / 2, \mathrm{n}}$ or $\mathrm{W}^{+} \leq_{\mathrm{x}^{\prime}}^{\boldsymbol{\alpha} / 2, \mathrm{n}}$ from Table B6; otherwise do not reject $\mathrm{H}_{0}$.
2. $\mathrm{H}_{2}:$ median $[\mathrm{D}]>0$ (the x measurement tends to be larger than the y measurement). Reject $\mathrm{H}_{0}$ if $\mathrm{W}^{+} \geq \mathrm{x} \boldsymbol{\alpha}, \mathrm{n}$ from Table B 6 ; otherwise do not reject $\mathrm{H}_{0}$.
3. $\mathrm{H}_{3}:$ median $[\mathrm{D}]<0$ (the x measurement tends to be smaller than the y measurement).

Reject $\mathrm{H}_{0}$ if $\mathrm{W}^{+} \leq \mathrm{x}^{\prime} \alpha, \mathrm{n}$ from Table B6; otherwise do not reject $\mathrm{H}_{0}$.

## Example 1, cont.

The differences $\mathrm{D}_{\mathrm{i}}$ result in the signed-ranks $\mathrm{R}_{\mathrm{i}}$ of table 6.2. From these

$$
\begin{aligned}
\mathrm{W}^{+} & =\text {the sum of the positive } \mathrm{R}_{\mathrm{i}} \text { 's } \\
& =72 .
\end{aligned}
$$

From Table B6, the one-sided p -value for $\mathrm{n}=12$ and $\mathrm{W}^{+}=72$ is 0.003 . This is strong evidence against the null hypothesis being true. However, the $\mathrm{D}_{\mathrm{i}}$ are asymmetric, violating one of the test's assumptions, and indicating that the differences between the two groups may not be an additive one. Asymmetry can be expected to occur when large values tend to produce large differences, and smaller values smaller differences. This indicates that a multiplicative relationship between the data pairs is more realistic. So projecting that a multiplicative relationship may have produced the skewed distribution of $\mathrm{D}_{\mathrm{i}}$ 's, the base $10 \operatorname{logs}$ of the data were calculated, and a new set of differences

$$
\mathrm{Dl}_{\mathrm{i}}=\log \left(\mathrm{x}_{\mathrm{i}}\right)-\log \left(\mathrm{y}_{\mathrm{i}}\right)
$$

are computed and presented in table 6.2 and figure 6.4. Comparing figures 6.4 and 6.1 b , note that these $\mathrm{Dl}_{\mathrm{i}}$ are much more symmetric than those in the original units. Using the $\mathrm{Dl}_{\mathrm{i}}$,

$$
\begin{aligned}
\mathrm{W}^{+} & =\text {the sum of the positive } \mathrm{Rli}_{\mathrm{i}} \mathrm{~s} \\
& =69
\end{aligned}
$$

and the exact p -value from Table B 6 is 0.008 . This should be considered more correct than the results for the untransformed data, as the differences are more symmetric, meeting the requirements of the test procedure. Note that the p-values are not drastically changed, however, and the conclusion to reject $\mathrm{H}_{0}$ was not affected by the lack of a transformation.

|  |  |  |  |  | M | , | Sh |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{array}{r} \mathrm{D}_{\mathrm{i}} \\ \mathrm{Dl}_{\mathrm{i}} \end{array}$ | ence <br> ence | $\begin{gathered} -\mathrm{yi} \\ \mathrm{f} \log \mathrm{~s} \end{gathered}$ |  | $\begin{array}{r} \mathrm{R}_{\mathrm{i}} \\ \mathrm{Rl}_{\mathrm{i}} \end{array}$ | gned <br> gned | ks of ks of |  |  |
| $\underline{D}_{i}$ | $\underline{\mathrm{R}_{i}}$ | $\underline{\mathrm{Dl}}{ }_{i}$ | $\underline{\mathrm{Rl}_{i}}$ | $\underline{D}_{i}$ | $\underline{\mathrm{R}_{i}}$ | $\underline{\mathrm{Dl}}{ }_{i}$ | $\underline{\mathrm{Rl}_{i}}$ | $\underline{\mathrm{D}}_{\mathrm{i}}$ | $\underline{\mathrm{R}_{i}}$ | $\underline{\mathrm{Dl}}{ }_{i}$ | $\underline{\mathrm{R}} \mathrm{l}_{i}$ |
| 3 | 1 | 0.125 | 2 | 58 | 9 | 0.344 | 8 | 6 | 2.5 | 0.155 | 3 |
| 6 | 2.5 | 0.222 | 5 | 46 | 7 | 0.569 | 10 | 50 | 8 | 0.263 | 7 |
| -27 | -6 | -0.538 | -9 | 285 | 11 | 1.430 | 12 | 376 | 12 | 0.908 | 11 |
| 17 | 5 | 0.233 | 6 | 12 | 4 | 0.111 | 1 | 61 | 10 | 0.174 | 4 |

### 6.2.3 The Large Sample Approximation

To avoid requiring a large table of exact signed-rank test statistics for all possible sample sizes, the exact test statistic is standardized by subtracting its mean and dividing by its standard deviation so that its distribution closely follows a standard normal distribution. This approximation is valid for sample sizes of $n>15$.


Figure 6.4 Boxplot for the differences of the base 10 logarithms of the mayfly data.

The large sample approximation for the signed-ranks test takes the standardized form

$$
\begin{aligned}
& \mathrm{Z}_{\mathrm{Sr}}^{+}=\left\{\begin{array}{cc}
\frac{\mathrm{W}^{+}-\frac{1}{2}-\mu_{\mathrm{W}}+}{\sigma_{\mathrm{W}}+} & \text { if } \mathrm{W}^{+}>\mu_{\mathrm{W}^{+}} \\
0 & \text { if } \mathrm{W}^{+}=\mu_{\mathrm{W}^{+}} \\
\frac{\mathrm{W}^{+}+\frac{1}{2}-\mu_{\mathrm{W}^{+}}}{\sigma_{\mathrm{W}}+} & \text { if } \mathrm{W}^{+}<\mu_{\mathrm{W}^{+}} \\
\text {where } \mu_{\mathrm{W}}+=\frac{\mathrm{n} \bullet(\mathrm{n}+1)}{4}, \text { and } \sigma_{\mathrm{W}}^{+}=\sqrt{\frac{\mathrm{n} \bullet(\mathrm{n}+1) \cdot(2 \mathrm{n}+1)}{24}}
\end{array}\right. \\
& \hline
\end{aligned}
$$

The $1 / 2$ in the numerator of $\mathrm{Z}_{\mathrm{Sr}}{ }^{+}$is the continuity correction. $\mathrm{Z}_{\mathrm{Sr}}{ }^{+}$is compared to a table of the standard normal distribution to obtain the approximate $p$-value for the signed-rank test. For the logarithms of the mayfly data of Example 1, the approximate p-value of p $=0.01$ is obtained below. This is close to the exact value of 0.008 , considering that the sample size of 12 is too
small for use of the approximation. When the sample size is 15 or smaller, perform the exact test to get accurate p -values.

Example 1, cont.

$$
\begin{array}{rlr}
\text { For } \mathrm{W}^{+}=69, & \mu_{\mathrm{W}}{ }^{+}=\frac{12 \cdot(13)}{4}=39 & \sigma_{\mathrm{W}}{ }^{+}=\sqrt{\frac{12 \cdot(13) \cdot(25)}{24}}=12.75 \\
\mathrm{Z}_{\mathrm{Sr}^{+}}= & \frac{69-\frac{1}{2}-39}{12.75}=2.31 &
\end{array}
$$

And from a table of the normal distribution, the approximate one-sided p -value $=0.010$.

### 6.2.4 The Rank Transform Approximation

The rank transform approximation for the signed-rank test is computed by performing a paired t -test on the signed ranks $\mathrm{R}_{\mathrm{i}}$ (or $\mathrm{Rl}_{\mathrm{i}}$, if the differences of the logs are more symmetric) rather than on the original data. For this approximation the zero differences $\mathrm{D}_{\mathrm{i}}=0$ are retained prior to computing the test so that there are N , not n , signed ranks. This approximation should be called a "t-test on signed ranks" rather than a signed-ranks test for the sake of clarity. Computations will be given in detail following the presentation of the paired t -test in the next section. The rank-transform $p$-value calculated in that section for the logs of the mayfly data is 0.005 , close to the exact p-value of 0.008 . The rank transform approximation should be acceptable for sample sizes greater than 15 .

### 6.3 The Paired t-Test

The paired $t$-test is the most commonly used test for evaluating matched pairs of data. However, it should not be used without expecting the paired differences $D_{i}$ to follow a normal distribution. Only if the $\mathrm{D}_{\mathrm{i}}$ are normal should the t -test be used. As with the signed-ranks test, logarithms may be taken prior to testing for normality if a multiplicative relationship is suspected. In contrast, all symmetric data, or data which would be symmetric after taking logarithms, may be tested using the signed-ranks test regardless of whether they follow a normal distribution.

### 6.3.1 Assumptions of the Test

The paired t -test assumes that the paired differences $\mathrm{D}_{\mathrm{i}}$ are normally distributed around their mean. The two groups of data are assumed to have the same variance and shape. Thus if they differ, it is only in their mean (central value). The null hypothesis can be stated as

$$
\begin{array}{ll}
\mathrm{H}_{0}: \mu_{\mathrm{x}}=\mu_{\mathrm{y}} & \text { the means for groups } \mathrm{x} \text { and } \mathrm{y} \text { are identical, or } \\
\mathrm{H}_{0}: \mu_{[\mathrm{D}]}=0 & \text { the mean difference between groups } \mathrm{x} \text { and } \mathrm{y} \text { equals } 0 .
\end{array}
$$

When the $\mathrm{D}_{\mathrm{i}}$ are not normal, and especially when they are not symmetric, the p -values obtained from the t -test will not be accurate. When the $\mathrm{D}_{\mathrm{i}}$ are asymmetric, the mean will not provide a
good estimate of the center, as discussed in Chapter 1. Therefore $\mu[D]$ will not be a good estimate of the additive difference between x and y .

### 6.3.2 Computation of the Paired t -Test

## Paired t-test

Situation Two paired groups of data are to be compared, to determine if their differences $\mathrm{D}_{\mathrm{i}}=\mathrm{x}_{\mathrm{i}}-\mathrm{yi}_{\mathrm{i}}$ are significantly different from zero. These differences must be normally distributed. Both x and y follow the same distribution (same variance), except that $\mu_{\mathrm{x}}$ and $\mu_{\mathrm{y}}$ might not be equal.

Test Statistic $\quad$ Compute the paired t -statistic: $\mathrm{t}_{\mathrm{p}}=\frac{\bar{D} \sqrt{n}}{s}$
where $\bar{D}$ is the sample mean of the differences $\mathrm{D}_{\mathrm{i}} \quad \bar{D}=\frac{\sum_{i=1}^{n} D_{i}}{n}$,
and $\mathrm{s}=\sqrt{\frac{\sum_{i=1}^{n}\left(D_{i}-\bar{D}\right)^{2}}{n-1}}$, the sample standard deviation of the $\mathrm{D}_{\mathrm{i}}$ 's.
Decision Rule. To reject $\mathrm{H}_{0}: \mu_{\mathrm{x}}=\mu_{\mathrm{y}}$

1. $\mathrm{H}_{1}: \mu_{\mathrm{x}} \neq \mu_{\mathrm{y}} \quad$ (the two groups have different mean values, but there is no prior knowledge which of x or y might be higher) Reject $\mathrm{H}_{0}$ if $\mathrm{t}_{\mathrm{p}}<-\mathrm{t}(1-\alpha / 2),(\mathrm{n}-1)$ or $\mathrm{t}_{\mathrm{p}}>\mathrm{t}(1-\alpha / 2),(\mathrm{n}-1)$ from a table of the t distribution; otherwise do not reject $\mathrm{H}_{0}$.
2. $\mathrm{H}_{2}: \mu_{\mathrm{x}}>\mu_{\mathrm{y}} \quad$ (prior to seeing any data, x is expected to be greater than y ) Reject $\mathrm{H}_{0}$ if $\mathrm{t}_{\mathrm{p}}>\mathrm{t}(1-\alpha),(\mathrm{n}-1)$ from a table of the t distribution; otherwise do not reject $\mathrm{H}_{0}$.
3. $\mathrm{H}_{3}: \mu_{\mathrm{x}}<\mu_{\mathrm{y}} \quad$ (prior to seeing any data, y is expected to be greater than x ) Reject $\mathrm{H}_{0}$ if $\mathrm{t}_{\mathrm{p}}<-\mathrm{t}(1-\alpha),(\mathrm{n}-1)$ from a table of the t distribution; otherwise do not reject $\mathrm{H}_{0}$.

## Example 1, cont.

Paired t-test on the mayfly data: The PPCC test for normality on the paired differences $\mathrm{D}_{\mathrm{i}}$ has $\mathrm{r}=0.82$, with an associated p -value of $<0.005$. Therefore it is highly unlikely that these data come from a normal distribution, and the $t$-test cannot validly be run. In an attempt to obtain a
distribution closer to normal, the logs of the data are computed. Again as with the signed-rank test, this implies that a multiplicative rather than an additive relationship exists between x and y . The PPCC test for normality of the differences between the logarithms $\mathrm{Dl}_{\mathrm{i}}$ has $\mathrm{r}=0.92$, and a $p$-value of 0.036 . Therefore normality of the logarithms would still be rejected at $\alpha=0.05$, and the $t$-test should still not be performed. One could try a series of power transformations, selecting the one whose PPCC test coefficient is closest to 1.0. Howver, it may be difficult to translate the results back into original units -- "the negative square root of differences is statistically different". If the t-test performed on the logs, the following would result:

$$
\bar{D} l=0.333, \quad \mathrm{~s}=\sqrt{\frac{1.59^{2}}{11}}=0.479, \quad \text { so } \quad t_{\mathrm{p}}=2.41
$$

Reject $\mathrm{H}_{0}$ in favor of $\mathrm{H}_{2}$ if $\mathrm{t}_{\mathrm{p}}>\mathrm{t}_{0.95,11}=1.80$. Therefore reject that $\mu_{\mathrm{x}}=\mu_{\mathrm{y}}$. The onesided p -value for $\mathrm{t}_{\mathrm{p}}$ is about 0.02 . Note that this is higher than the signed-rank test's p -value of 0.008 , reflecting a probable slight loss in power for the $t$-test as computed on the (non-normal) logarithms of the data.

Rank approximation to the signed-rank test (t-test on signed-ranks): The t-test is performed on the signed-ranks of $\mathrm{Dl}_{\mathrm{i}}$, (see Table 6.2).

$$
\overline{R l}=5, \quad \mathrm{~s}=\sqrt{\frac{18.712}{11}}=5.64, \quad \text { and } \quad \mathrm{t}_{\mathrm{r}}=3.07
$$

Reject $\mathrm{H}_{0}$ in favor of $\mathrm{H}_{2}$ if $\mathrm{t}_{\mathrm{r}}>\mathrm{t}_{0.95,11}=1.80$. Therefore reject $\mathrm{H}_{0}$. The one-sided p -value equals 0.005 , close to the exact p -value of 0.008 . Note that the t -test on signed-ranks, as a nonparametric test, ably overlooks the non-normality of the data. The paired t-test does not, and is less able to distinguish the differences between the data logarithms (as shown by its higher p -value) because those differences are non-normal.

### 6.4 Consequences of Violating Test Assumptions

### 6.4.1 Assumption of Normality (t-Test)

The primary consequence of overlooking the normality assumption underlying the t-test is a loss of power to detect differences which may truly be present. The second consequence is an unfounded assumption that the mean difference is a meaningful description of the differences between the two groups.

For example, suppose a t-test was blindly conducted on the mayfly data without checking for normality of the differences. The test statistic of $\mathrm{t}=2.08$ has a one-sided p -value of 0.03 . This is one order of magnitude above the exact p -value for the (nonparametric) sign test of 0.003 . Had an $\alpha$ of 0.01 been chosen, the $t$-test would be unable to reject $\mathrm{H}_{0}$ while the sign test would easily reject. The non-normality of the differences "confuses" the t -test by inflating the estimate of standard deviation s , and making deviations from a zero difference difficult to discern.

The mean difference $\bar{D}$ of 74.4 counts for the mayfly data is larger than 10 of the 12 paired differences listed in table 6.1. It has little usefulness as a measure of how many more mayfly nymphs are found above outfalls than below. The lack of resistance of the mean to skewness and outliers heavily favors the general use of the median or Hodges-Lehmann estimator. Another drawback to the mean is that when transformations are used prior to computing a ttest, re-transforming the estimate of the mean difference back into the original units does not provide an estimate of the mean difference in the original units.

### 6.4.2 Assumption of Symmetry (Signed-Rank Test)

When the signed-rank test is performed on asymmetric differences, it rejects $\mathrm{H}_{0}$ slightly more often than it should. The null hypothesis is essentially that symmetric differences have a median of zero, and asymmetry favors rejection as does a nonzero median. Some authors have in fact stated that it is a test for asymmetry. However, asymmetry must be severe before a substantial influence is felt on the p -value. While only one outlier can disrupt the t -test's ability to detect differences between two groups of matched pairs, most of the negative differences must be smaller in absolute value than are the positive differences before a signed-rank test rejects $\mathrm{H}_{0}$ due solely to asymmetry. One or two outliers will have little effect on the signed-rank test, as it uses their rank and not their value itself for the computation. Therefore violation of the symmetry assumption of the signed-rank test produces p -values only slightly lower than they should be, while violating the $t$-test's assumption of normality can produce p -values much larger than what is correct. Add to this the fact that the assumption of symmetry is less restrictive than that of normality, and the signed-rank test is seen to be relatively insensitive to violation of its assumptions as compared to the t-test.

Inaccurate $p$-values for the signed-rank test is therefore not the primary problem caused by asymmetry. The $p$-values for the mayfly data, for example, are not that different ( $p=0.003$ for the original units and 0.008 for the logs) before and after a transformation to achieve symmetry. Both are similar to the p -value for the sign test, which does not require symmetry. However, inappropriate estimates of the magnitude of the difference between data pairs will result from estimating an additive difference when the evidence points towards a multiplicative relationship. Therefore symmetry is especially important to check if the magnitude of the difference between data pairs is to be estimated. Equally as important to check is the form of the relationship between x and y , using the scatterplots of the next section.

### 6.5 Graphical Presentation of Results

Methods for illustrating matched-pair test results are those already given in Chapter 2 for illustrating a single data set, as the differences between matched pairs constitute a single data set. A probability plot of the paired differences, for example, will show whether or not the data follow a normal distribution. Of the methods in Chapter 2, the boxplot is the single graphic
which best illustrates both the test results and the degree of conformity to the test's assumptions. The equivalent graphic to a Q-Q plot for paired data is a scatterplot of the data pairs. The addition of the $\mathrm{x}=\mathrm{y}$ line and a smooth of the paired data will help illustrate the test results.

### 6.5.1 Boxplots

The best method for directly illustrating the results of the sign, signed-rank or paired $t$-tests is a boxplot of the differences, as in figure 6.1 b . The number of data above and below zero and the nearness of the median difference to zero are clearly displayed, as is the degree of symmetry of the $\mathrm{D}_{\mathrm{i}}$. Though a boxplot is an effective and concise way to illustrate the characteristics of the differences, it will not show the characteristics of the original data. This can be better done with a scatterplot.

### 6.5.2 Scatterplots With X=Y Line

Scatterplots illustrate the relationships between the paired data (figure 6.5). Each (x,y) pair is plotted as a point. Similarity between the two groups of data is illustrated by the closeness of the data to the $x=y$ line. If $x$ is generally greater than $y$, most of the data will fall below the line. When $y$ exceeds $x$, the data will lie largely above the $x=y$ line. This relationship can be made clearer for large data sets by superimposing a lowess smooth (see Chapter 10) of the paired data onto the plot.

Data points (or their smooth) generally parallel to the $x=y$ line on the scatterplot would indicate an additive difference between the ( $\mathrm{x}, \mathrm{y}$ ) data pairs. Therefore the line $\mathrm{x}=\mathrm{y}+\mathrm{d}$ could be plotted on the figure to illustrate the magnitude of the difference between $x$ and $y$, where $d$ is the appropriate estimate of the difference between x and y as described in the next section. In figure 6.6 the line $\mathrm{x}=\mathrm{y}+31.5$ is plotted, where 31.5 is the median difference. For an additive relationship the data points would scatter around this line. Obviously the differences do not appear to be additive.


Figure 6.5 Scatterplot of the example 1 mayfly data.


Figure 6.6 Mayfly data with ill-fitting additive relationship $\mathrm{x}=\mathrm{y}+31.5$.


Figure 6.7 Mayfly data with multiplicative relationship $\mathrm{x}=\mathrm{y} \bullet 1.76$.
Alternatively, an increasing difference between the data and the $x=y$ reference line indicates that there is a multiplicative difference between x and y , requiring a logarithmic transformation prior to the signed-rank or t-test. For a multiplicative relation the line $\mathrm{x}=\mathrm{y}^{\bullet} \mathrm{f}^{-1}(\mathrm{~d})$ can be plotted as an aid in visualizing the relation between $x$ and $y$. For base $10 \operatorname{logs}, f^{-1}(d)=10^{d}$ while for natural logs it is $\exp (\mathrm{d})$. The mayfly data of example 1 exhibit such a multiplicative relationship, as shown in figure 6.7. There $\mathrm{d}=\hat{\Delta}$, the Hodges-Lehmann estimate in log units, resulting in the line $\mathrm{x}=\mathrm{y} \bullet 1.76$.

### 6.6 Estimating the Magnitude of Differences Between Two Groups

After testing for differences between matched pairs, a measure of the magnitude of that difference is usually desirable. If outliers are not present, and the differences can be considered normal, an efficient estimator is the mean difference $\overline{\mathrm{D}}$. This estimator is appropriate whenever the paired t -test is valid. When outliers or non-normality are suspected, a more robust estimator is necessary. The estimator associated with the signed-rank test is a Hodges-Lehmann estimator $\hat{\Delta}$ (Hollander and Wolfe, 1973) . $\hat{\Delta}$ is the median of all possible pairwise averages of the differences. When the $\mathrm{D}_{\mathrm{i}}$ are not symmetric and the sign test is used, the associated estimate of difference is simply the median of the differences $\mathrm{D}_{\text {med }}$.

### 6.6.1 The Median Difference (Sign Test)

For the mayfly data of example 1, the median difference in counts is 31.5 . As these data are asymmetric, there is no statement that the two groups are related in an additive fashion. But subtracting this median value from the x data (the sites above the outfalls) would produce data having no evidence for rejection of $\mathrm{H}_{0}$ as measured by the sign test. Therefore the median is the most appropriate measure of how far from "equality" the two groups are in their original units. Half of the differences are larger, and half smaller, than the median.

A confidence inteval on this difference is simply the confidence interval on the median previously presented in Chapter 4.

### 6.6.2 The Hodges-Lehmann Estimator (Signed-Rank Test)

Hodges-Lehmann estimators are computed as the median of all possible appropriate combinations of the data. They are associated with many nonparametric test procedures. For the matched-pairs situation, $\hat{\Delta}$ is the median of the $\mathrm{n} \bullet(\mathrm{n}+1) / 2$ possible pairwise averages:

$$
\begin{aligned}
& \hat{\Delta}=\operatorname{median}\left[A_{i j}\right] \\
& \quad \text { where } A_{i j}=\left[\left(D_{i}+D_{j}\right) / 2\right] \quad \text { for all } i \leq j
\end{aligned}
$$

$\hat{\Delta}$ is related to the signed-rank test in that subtracting $\hat{\Delta}$ from all paired differences (or equivalently, from the x's or y's, whichever is larger) would cause the signed-rank test to have $\mathrm{W}^{+}$close to 0 , and find no evidence of difference between x and y . For the cases of symmetric differences where the signed-rank test is appropriate, the Hodges-Lehmann estimator more efficiently measures the additive difference between two data groups than does the sample median of the differences $\mathrm{D}_{\text {med }}$. For the mayfly data, $\hat{\Delta}$ of the logs $=0.245$. The $\log$ of upstream counts minus 0.245 estimates the $\log$ of the counts below the outfalls. Thus the counts above the outfalls divided by $100.245=1.76$ best estimates the counts below the outfalls (the line $\mathrm{X}=1.76 \mathrm{Y}$ in figure 6.7).

### 6.6.2.1 Confidence interval on $\hat{\Delta}$

A nonparametric interval estimate of the difference between paired observations is computed by a process similar to that for the confidence interval for other Hodges-Lehmann estimators. The tabled distribution of the test statistic is entered to find upper and lower critical values at onehalf the desired alpha level. These critical values are transformed into ranks. The pairwise differences $\mathrm{A}_{\mathrm{ij}}$ are ordered from smallest to largest, and those corresponding to the computed ranks are the ends of the confidence interval.

For small sample sizes, table B6 for the signed-rank test is entered to find the critical value x ' having a p-value nearest to $\alpha / 2$. This critical value is then used to compute the ranks $\mathrm{R}_{\mathrm{u}}$ and $\mathrm{R}_{\mathrm{l}}$ corresponding to the pairwise averages $\mathrm{A}_{\mathrm{ij}}$ at the upper and lower confidence limits for $\hat{\Delta}$. These limits are the $\mathrm{R}_{1}$ th ranked $\mathrm{A}_{\mathrm{ij}}$ going in from either end of the sorted list of $\mathrm{n}(\mathrm{n}+1) / 2$ differences.

$$
\begin{array}{ll}
\mathrm{R}_{\mathrm{l}}=\mathrm{x}^{\prime} & \text { for } \mathrm{x}^{\prime}=(\alpha / 2) \text { th quantile of signed-rank test statistic } \\
\mathrm{R}_{\mathrm{u}}=\mathrm{x}+1 & \text { for } \mathrm{x}=(1-\alpha / 2) \text { th quantile of signed-rank test statistic } \tag{6.3}
\end{array}
$$

## Example 1, cont.

For the $\mathrm{n}=12$ logarithms of the mayfly data, there are $\mathrm{N}=78$ pairwise averages. For an $\alpha \cong 0.05$ confidence interval, $x^{\prime}=14$ and $x=64$ from table $\mathrm{B} 6(\alpha=2 \bullet 0.026=0.052)$. The confidence interval is composed of the 14th and 65th ranked averages (the 14th average in from either end.

For larger sample sizes where the large-sample approximation is used, a critical value $z_{\alpha / 2}$ from the table of standard normal quantiles determines the upper and lower ranks of the pairwise averages $\mathrm{A}_{\mathrm{ij}}$ corresponding to the ends of the confidence interval. Those ranks are

$$
\begin{align*}
\mathrm{R}_{\mathrm{l}} & =\frac{\mathrm{N}-\mathrm{z}_{\alpha / 2} \cdot \sqrt{\frac{\mathrm{n}(\mathrm{n}+1)(2 \mathrm{n}+1)}{6}}}{2}  \tag{6.4}\\
\mathrm{R}_{\mathrm{u}} & =\frac{\mathrm{N}+\mathrm{z}_{\alpha / 2} \cdot \sqrt{\frac{\mathrm{n}(\mathrm{n}+1)(2 \mathrm{n}+1)}{6}}}{2}+1  \tag{6.5}\\
& =\mathrm{N}-\mathrm{R}_{\mathrm{l}}+1 \quad \text { where } \mathrm{N}=\mathrm{n}(\mathrm{n}+1) / 2
\end{align*}
$$

## Example 1 cont.

For the mayfly data with $\mathrm{N}=78$ and $\mathrm{n}=12$, an approximate $\alpha=0.05$ confidence interval is between the 14th and 65th ranked averages, as computed below:

$$
\begin{aligned}
& \mathrm{R}_{\mathrm{l}}=\frac{78-1.96 \cdot \sqrt{\frac{12(13)(25)}{6}}}{2}=14.0 \\
& \mathrm{R}_{\mathrm{u}}=78-14+1=65
\end{aligned}
$$

### 6.6.3 Mean Difference ( $t$-Test)

For the situation where the differences are not only symmetric but normally distributed and the t-test is used, the most efficient estimator of the difference between the two groups is the mean difference $\bar{D}$. However, $\bar{D}$ is only slightly more efficient than is $\hat{\Delta}$, so that when the data depart from normality even slightly the Hodges-Lehmann estimator is just as efficient as $\bar{D}$. This mirrors the power characteristics of their associated tests, as the signed-rank test is as efficient as the t -test for only slight departures from normality (Lehmann, 1975). Therefore when using "real data" which is never "exactly normal" the mean difference has little advantage over $\hat{\Delta}$, while $\hat{\Delta}$ is more appropriate in a wider number of situations -- for data which are symmetric but not normal.

### 6.6.3.1 Confidence interval on the mean difference

A confidence interval on the mean difference $\overline{\mathrm{D}}$ is computed exactly like any confidence interval for a mean:

$$
\begin{equation*}
\mathrm{CI}=\bar{D} \pm \mathrm{t}_{\alpha / 2,(\mathrm{n}-1)} \frac{\mathrm{s}}{\sqrt{\mathrm{n}}} \tag{6.6}
\end{equation*}
$$

where $s$ is the standard deviation of the differences $D_{i}$.

## Exercises

6.1 Test the null hypothesis that the median of annual flows for the Conecuh R. at Brantley, Ala. (data in Appendix C2) is 683 cfs for 1941-1960. The alternate hypothesis is that it is less than 683 cfs , and alpha $=0.05$.
6.2 Which of the following are not matched pairs?
a. analyses of same standard solutions sent to two different laboratories
b. daily sediment discharges above and below a reservoir
c. nitrate analyses from randomly selected wells in each of two aquifers
d. all of the above are matched pairs.
6.3 The following values of specific conductance were measured on the two forks of the Shenandoah River in Virginia (D. Lynch, personal communication).
a. State the appropriate null and alternate hypotheses to see if conductance values are the same in the two forks.
b. Determine whether a parametric or nonparametric test should be used.
c. Compute an $\alpha=.05$ test and report the results.
d. Illustrate and check the results with a plot.
e. Estimate the amount by which the forks differ in conductance, regardless of the test outcome.

| Date | South Fork | North Fork | Date | South Fork | North Fork |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5-23-83 | 194 | 255 | 2-22-84 | 194 | 295 |
| 8-16-83 | 348 | 353 | 4-24-84 | 212 | 199 |
| 10-05-83 | 383 | 470 | 6-04-84 | 320 | 410 |
| 11-15-83 | 225 | 353 | 7-19-84 | 340 | 346 |
| 1-10-84 | 266 | 353 | 8-28-84 | 310 | 405 |

6.4 Atrazine concentrations in shallow groundwaters were measured by Junk et al. (1980) before (June) and after (September) the application season. The data are given in Appendix C4. Determine if concentrations of atrazine are higher in groundwaters following surface application than before.
6.5 Try performing the comparison of atrazine concentrations in 6.4 using a t-test, setting all values below the detection limit to zero. Compare the results with those of 6.4. Discuss why the results are similar or different.

## Chapter 7

## Comparing Several Independent Groups

Concentrations of volatile organic compounds are measured in shallow ground waters across a several county area. The wells sampled can be classified as being contained in one of seven land-use types: undeveloped, agricultural, wetlands, low-density residential, high-density residential, commercial, and industrial/transportation. Do the concentrations of volatiles differ between these types of surface land-use, and if so, how?

Alkalinity, pH , iron concentrations, and biological diversity are measured at low flow for small streams draining areas mined for coal. Each stream drains either unmined land, land strip-mined and then abandoned, or land strip-mined and then reclaimed. The streams also drain one of two rock units, a sandstone or a limestone formation. Do drainages from mined and unmined lands differ in quality? What affect has reclamation had? Are there differences in chemical or biological quality due to rock type separate and distinct from the effects due to mining history?

Three methods for field extraction and concentration of an organic chemical are to be compared at numerous wells. Are there differences among concentrations produced by the extraction processes? These must be discerned above the well-to-well differences in concentration which contribute considerable noise to the data.

The methods of this chapter can be used to answer questions such as those above. These methods are extensions of the ones introduced in Chapters 5 and 6 , where now more than two groups of data are to be compared. The classic technique in this situation is analysis of variance. More robust nonparametric techniques are also presented for the frequent situations where data do not meet the assumptions of analysis of variance.

Suppose a set of continuous data, such as concentration or water levels, is collected. It is suspected that one or more influences on the magnitude of these data comes from grouped variables, variables whose values are simply "from group X". Examples include season of the year ("from summer","winter", etc.), aquifer type, land-use type, and similar groups. Each observation will be classified into one of these groups.

First consider the effect of only one grouped variable, calling it an explanatory variable because it is believed to explain some of the variation in magnitude of the data at hand. This variable is also called a factor. It consists of a set of k groups, with each data point belonging in one of the k groups. For example, the data could be calcium concentrations from wells in one of k aquifers, and the objective is to determine whether the calcium concentrations differ among the k aquifers. Within each group (aquifer) there are $\mathrm{n}_{\mathrm{j}}$ observations (the sample size of each group is not necessarily the same). Observation $y_{i j}$ is the $i t h$ of $n_{j}$ observations in group $j$, so that $\mathrm{i}=1, \ldots \mathrm{n}_{j}$ for the jth of k groups $\mathrm{j}=1, \ldots \mathrm{k}$. The total number of observations N is thus

$$
N=\sum_{j=1}^{k} n_{j}, \quad \text { which simplifies to } \quad N=k \cdot n
$$

when the sample size $\mathrm{n}_{\mathrm{j}}=\mathrm{n}$ for all k groups (equal sample sizes).
The tests in this chapter determine if all k groups have the same central value (median or mean, depending on the test), or whether at least one of the groups differs from the others. When data within each of the groups are normally distributed and possess identical variances, an analysis of variance (ANOVA) can be used. Analysis of variance is a parametric test, determining whether each group's mean is identical. When there are only two groups, the ANOVA becomes identical to a $t$-test. Thus ANOVA is like a $t$-test between three or more groups of data, and is restricted by the same types of assumptions as was the t-test. When every group of data cannot be assumed to be normally distributed or have identical variance, a nonparametric test should be used instead. The Kruskal-Wallis test is much like a rank-sum test extended to more than two groups. It compares the medians of groups differentiated by one explanatory variable (one factor).

When the effect of more than one factor is to be evaluated simultaneously, such as both rock type and mining history in one of the examples which began this chapter, the one-way tests can no longer be used. For data which can be assumed normal, several factors can be tested simultaneously using multi-factor analysis of variance. However, the requirements of normality and equal variance now apply to data grouped by each unique combination of factors. This becomes quite restrictive and is rarely met in practice. Therefore nonparametric alternatives are also presented.

The following sections begin with tests for differences due to one factor. Subsequent sections discuss tests for effects due to more than one factor. All of these have as their null hypothesis
that each group median (or mean) is identical, with the alternative that at least one is different. However, when the null hypothesis is rejected, these tests do not tell which group or groups are different! Therefore sections also follow on multiple comparison tests -- tests performed after the ANOVA or Kruskal-Wallis null hypothesis has been rejected, for determining which groups differ from others. A final section on graphical display of results finishes the chapter.

### 7.1 Tests for Differences Due to One Factor

### 7.1.1 The Kruskal-Wallis Test

The Kruskal-Wallis test, like other nonparametric tests, may be computed by an exact method used for small sample sizes, by a large-sample approximation (a chi-square approximation) available on statistical packages, and by ranking the data and performing a parametric test on the ranks. Tables for the exact method give p-values which are exactly correct. The other two methods produce approximate p -values that are only valid when sample sizes are large, but do not require special tables. Tables of exact p -values for all sample sizes would be huge, as there are many possible combinations of numbers of groups and sample sizes per group. Fortunately, large sample approximations for all but the smallest sample sizes are very close to their true (exact) values. Thus exact computations are rarely required. All three versions have the same objective, as stated by their null and alternate hypotheses.
7.1.1.1 Null and alternate hypotheses

In its most general form, the Kruskal-Wallis test has the following null and alternate hypotheses:
$\mathrm{H}_{0}$ : All of the k groups of data have identical distributions, versus
$\mathrm{H}_{1}$ : At least one group differs in its distribution.
No assumptions are required about the shape(s) of the distributions. They may be normal, lognormal, or anything else. If the alternate hypothesis is true, they may have different distributional shapes. In this form, the only interest in the data is to determine whether all groups are identical, or whether some tend to produce observations different in value than the others. This difference is not attributed solely to a difference in median, though that is one possibility. Thus the Kruskal-Wallis test, like the rank-sum test, may be used to determine the general equivalence of groups of data.

In practice, the test is usually performed for a more specific purpose -- to determine whether all groups have the same median, or whether at least one median is different. This form requires that all other characteristics of the data distributions, such as spread or skewness, are identical -though not necessarily in the original units. Any data for which a monotonic transformation, such as in the ladder of powers, produces similar spreads and skewness are also valid. This parallels the rank-sum test (see Chapter 5). As a test for difference in medians, the KruskalWallis null and alternate hypotheses are:
$\mathrm{H}_{0}$ : The medians of the k groups are identical,
$\mathrm{H}_{1}$ : At least one median differs from the others. (a 2-sided test).
As with the rank-sum test, the Kruskal-Wallis test statistic and p-value computed for data that are transformed using any monotonic transformation are identical to the test statiistic and pvalue using the original units. Thus there is little incentive to search for transformations (to normality or otherwise) -- the test is applicable in many situations.

### 7.1.1.2 Computation of the exact test

The exact form of the Kruskal-Wallis test is required when comparing 3 groups with sample sizes of 5 or less per group, or with 4 or more groups of size 4 or less per group (Lehmann, 1975). For larger sample sizes the large-sample approximation is sufficiently accurate. As there are few instances where sample sizes are small enough to warrant using the exact test, exact tables for the Kruskal-Wallis test are not included in this book. Refer to either Conover (1980) or Lehmann (1975) for those tables.

Should the exact test be required, compute the exact test statistic K as shown in the large sample approximation of the following section. K is computed identically for both the exact form or large sample approximation. When ties occur, the large sample approximation must be used.

### 7.1.1.3 The large-sample approximation

To compute the test, the data are ranked from smallest to largest, from 1 to N . At this point the original values are no longer used; their ranks are used to compute the test statistic. If the null hypothesis is true, the average rank for each group should be similar, and also be close to the overall average rank for all N data. When the alternative hypothesis is true, the average rank for some of the groups will differ from others, reflecting the difference in magnitude of its observations. Some of the average group ranks will then be significantly higher than the overall average rank for all N data, and some will be lower. The test statistic K uses the squares of the differences between the average group ranks and the overall average rank, to determine if groups differ in magnitude. K will equal 0 if all groups have identical average ranks, and will be positive if group ranks are different. The distribution of K when the null hypothesis is true can be approximated quite well by a chi-square distribution with $\mathrm{k}-1$ degrees of freedom.

The degrees of freedom is a measure of the number of independent pieces of information used to construct the test statistic. If all data are divided by the overall group mean to standardize the data set, then when any k-1 average group ranks are known, the final (kth) average rank can be computed from the others as

$$
\overline{\mathrm{R}}_{\mathrm{k}}=\frac{\mathrm{N}}{\mathrm{n}_{\mathrm{k}}} \cdot\left(1-\sum_{j=1}^{k-1} \frac{n_{j}}{N} \bar{R}_{j}\right)
$$

Therefore there are actually only $\mathrm{k}-1$ independent pieces of information represented by the k average group ranks. From these the kth average rank is fixed.

## Large Sample Approximation for the Kruskal-Wallis test

Situation Several groups of data are to be compared, to determine if their medians are significantly different. For a total sample size of N, the overall average rank will equal $(\mathrm{N}+1) / 2$. If the average rank within a group (average group rank) differs considerably from this overall average, not all groups can be considered similar.
Computation All N observations are jointly ranked from 1 to N , smallest to largest. These ranks $\mathrm{R}_{\mathrm{ij}}$ are then used for computation of the test statistic. Within each group, the average group rank $R_{j}$ is computed:

$$
\overline{R_{j}}=\frac{\sum_{i=1}^{n_{j}} R_{i j}}{n_{j}} .
$$

Tied data When observations are tied, assign the average of their ranks to each.
Test Statistic The average group rank $\mathrm{R}_{\mathrm{j}}$ is compared to the overall average rank $\overline{\mathrm{R}}=(\mathrm{N}+1) / 2$, squaring and wēghting by sample size, to form the test statistic K:

$$
\mathrm{K}=\frac{12}{N(N+1)} \sum_{j=1}^{k} n_{j}\left\lfloor\bar{R}_{j}-\frac{N+1}{2}\right\rfloor^{2} .
$$

Decision Rule To reject $\quad \mathrm{H}_{0}$ : all groups have identical distributions, versus
$\mathrm{H}_{1}$ : at least one distribution differs
Reject $\mathrm{H}_{0}$ if $\mathrm{K} \geq \chi^{2}{ }_{1-\alpha,(\mathrm{k}-1)}$ the $1-\alpha$ quantile of a chi-square distribution with ( $\mathrm{k}-1$ ) degrees of freedom; otherwise do not reject $\mathrm{H}_{0}$.

Example 1.
Fecal coliforms, in organisms per 100 ml , were measured in the Illinois River from 1971 to 1976 (Lin and Evans, 1980). A small subset of those data are presented here. Do all four seasons exhibit similar values, or do one or more seasons differ? Boxplots for the four seasons are shown in figure 7.1.

| Table 7.1 | Selected fecal coliform data (from Lin and Evans, 1980). <br> [counts in organisms per 100 ml] |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Summer |  |  |  |
|  | $\underline{\text { Fall }}$ | $\underline{\text { Winter }}$ | $\underline{\text { Spring }}$ |  |
|  | 220 | 65 | 28 | 22 |
|  | 300 | 120 | 58 | 53 |
|  | 430 | 210 | 120 | 110 |
|  | 640 | 500 | 230 | 140 |
|  | 1600 | 1100 | 310 | 320 |
| PPCC p-value | 0.05 | 0.06 | 500 | 1300 |



Figure 7.1 Boxplots of Fecal Coliform Data from the Illinois River

Should a parametric or nonparametric test be performed on these data? If even one of the four groups exhibits non-normality, the assumptions of parametric analysis of variance are violated. The consequences of this violation is an inability to detect differences which are truly present -a lack of power. The PPCC test for normality rejects normality at $\alpha=0.05$ for two of the seasons, summer and spring (table 7.1). Outliers and skewness for the fall samples also argue for non-normality. Based solely on the skewness and outliers evident in the boxplot, a nonparametric test should be used on these data.

Computation of the Kruskal-Wallis test is shown in table 7.2. This is compared to a table of the chi-square distribution available in many statistics texts, such as Iman and Conover (1983). We conclude that there is not enough evidence in these data to reject the assumption that fecal coliform counts are distributed similarly in all four seasons.


### 7.1.1.4 The rank transform approximation

The rank transform approximation to the Kruskal-Wallis test is computed by performing a onefactor analysis of variance on the ranks $\mathrm{R}_{\mathrm{ij}}$. This approximation compares the mean rank within each group to the overall mean rank, using an F-distribution for the approximation of the distribution of K . The F and chi-square approximations will result in very similar p -values. The rank transform method should properly be called an "analysis of variance on the ranks".

For the example 1 data, the rank transform approximation results in a p-value of 0.47 , essentially identical to that for the large sample approximation. Detailed computations are shown following the discussion of ANOVA in the next section.

### 7.1.2 Analysis of Variance (One Factor)

Analysis of variance is the parametric equivalent to the Kruskal-Wallis test. It compares the mean values of each group with the overall mean for the entire data set. If the group means are dissimilar, some of them will differ from the overall mean, as in figure 7.2. If the group means are similar, they will also be similar to the overall mean, as in figure 7.3.

## Treatment MS > Error MS



Figure 7.2 Hypothetical data for three groups.
Treatment mean square $>$ Error mean square.

Why should a test of differences between means be named an analysis of variance? In order to determine if the differences between group means (the signal) can be seen above the variation within groups (the noise), the total noise in the data as measured by the total sum of squares is split into two parts:
$\begin{array}{ccccc}\text { Total sum of squares } & = & \text { Treatment sum of squares } & + & \text { Error sum of squares } \\ \text { (overall variation) } & = & \text { (group means - overall mean) } & + & \text { (variation within groups) }\end{array}$
If the total sum of squares is divided by $\mathrm{N}-1$, where N is the total number of observations, it equals the variance of the $\mathrm{y}_{\mathrm{ij}}$ 's. Thus ANOVA partitions the variance of the data into two parts, one measuring the signal and the other the noise. These parts are then compared to determine if the means are significantly different.
7.1.2.1 Null and alternate hypotheses

The null and alternate hypotheses for the analysis of variance are:
$\mathrm{H}_{0}$ : the k group means are identical
$\mu_{1}=\mu_{2}=\ldots=\mu_{\mathrm{k}}$.
$\mathrm{H}_{1}$ : at least one mean is different.

## Treatment MS = Error MS



Figure 7.3 Hypothetical data for three groups. Treatment mean square $\cong$ Error mean square.
7.1.2.2 Assumptions of the test

If ANOVA is performed on two groups, the F statistic which results will equal the square of the two-sample t -test statistic $\mathrm{F}=\mathrm{t}^{2}$, and will have the same p -value. It is not surprising, then, that the same assumptions apply to both tests:

1. All samples are random samples from their respective populations.
2. All samples are independent of one another.
3. Departures from the group mean ( $\mathrm{y}_{\mathrm{ij}}-\overline{\mathrm{y}} \mathrm{j}$ ) are normally distributed for all j groups.
4. All groups have equal population variance $\sigma^{2}$ estimated for each group by $\mathrm{j}^{2}$

$$
s j^{2}=\frac{\sum_{i=1}^{n_{i}}\left(y_{i j}-\bar{y}_{j}\right)^{2}}{n_{j}-1}
$$

Violation of either the normality or constant variance assumption results in a loss of ability to see differences between means (a loss of power). The analysis of variance suffers from the same five problems as did the $t$-test: 1) lack of power when applied to non-normal data, 2) dependence on an additive model, 3) lack of applicability for censored data, 4) assumption that the mean is a good measure of central tendency for skewed data, and 5) difficulty in assessing whether the normality and equality of variance assumptions are valid for small sample sizes. See Chapter 5 for a detailed discussion of these problems.

Difficulties arise when using prior tests of normality to "prove" non-normality before allowing use of the nonparametric Kruskal-Wallis test. Small samples sizes may inhibit detecting nonnormality, as mentioned above. Second, transformations must be done on more than two groups of data. It is usually quite difficult to find a single transformation which when applied to all groups will result in each becoming normal with constant variance. Even the best transformation based on sample data may not alleviate the power loss inherent when the assumptions of ANOVA are violated. Finally, if all groups are actually from a normal distribution, one or more may be "proven" non-normal simply by chance (there is an $\alpha \%$ chance for each group). Thus the results of testing for normality can be quite inconclusive prior to performing ANOVA. The value of nonparametric approaches here is that they are relatively powerful for a wide range of situations.

### 7.1.2.3 Computation

Each observation yij can be written as a sum of the overall true mean $\mu$, plus the difference $\alpha_{j}$ between $\mu$ and the true mean of the $j$ th group $\mu_{\mathfrak{j}}$, plus the difference $\varepsilon_{i j}$ between the individual observation $y_{i j}$ and the jth group mean $\mu_{j}$ :

$$
\mathrm{yij}^{\prime}=\mu+\alpha_{\mathrm{j}}+\varepsilon_{\mathrm{ij}}
$$

where: $\quad y_{i j}$ is the $i$ ith individual observation in group $\mathrm{j}, \mathrm{j}=1, \ldots \mathrm{k}$;
$\mu \quad$ is the overall mean (over all groups);
$\alpha_{j}$ is the "group effect", or $\left(\mu_{j}-\mu\right)$, and
$\varepsilon_{\mathrm{ij}}$ are the residuals or "error" within groups.
If $H_{0}$ is true, all $j$ groups have the same mean equal to the overall mean $\mu$, and thus $\alpha_{j}=0$ for all $j$. If group means differ, $\alpha_{j} \neq 0$ for some $j$. In order to detect a difference between means, the variation within a group around its mean due to the $\varepsilon_{i j}$ 's must be sufficiently small in comparison to the difference between group means so that the group means may be seen as different (see figure 7.2). The variation within a group is estimated by the within-group or error mean square (MSE), computed from the data. The variation between group means is estimated by the treatment mean square (MST). Their computation is shown below.

## Sum of Squares

The error or within-group sum of squares

$$
\operatorname{SSE}=\sum_{j=1}^{k} \sum_{i=1}^{n_{j}}\left(y_{i j}-\bar{y}_{j}\right)^{2}
$$

estimates the total within-group noise using departures from the sample group mean $y j$. Error in this context refers not to a mistake, but to the inherent variability within a group. The treatment (between-group) sum of squares

$$
\operatorname{SST}=\sum_{j=1}^{k} n_{j}\left(\bar{y}_{j}-\bar{y}\right)^{2}
$$

estimates the treatment effect using differences between group means and the overall mean of the sample, weighted by sample size.

## Degrees of freedom

Each of the sums of squares has an associated degrees of freedom, the number of independent pieces of information used to calculate the statistic. For the treatment sum of squares this equals $\mathrm{k}-1$, as when $\mathrm{k}-1$ of the group means are known, the kth group mean can be calculated. The total sum of squares has $\mathrm{N}-1$ degrees of freedom, the denominator of the formula for the variance of $\mathrm{y}_{\mathrm{ij}}$. The error sum of squares has degrees of freedom equal to the difference between the above two, or $\mathrm{N}-\mathrm{k}$.

## Mean Squares and the F-test

Dividing the sums of squares by their degrees of freedom produces the total variance, and the mean squares for treatment (MST) and error (MSE). These mean squares are also measures of the variance of the data.

| $\frac{}{\text { Mean Square }}$ | Formula | Estimates: <br> Variance of yij <br> MST | $=$ |
| :---: | :--- | :---: | :--- |
| Total SS $/ \mathrm{N}-1$ | Total variance of the data |  |  |
| MST $/ \mathrm{k}-1$ |  | Variance within groups + <br> variance between groups. |  |
| MSE | $=$ | SSE $/ \mathrm{N}-\mathrm{k}$ | Variance within groups. |

If $\mathrm{H}_{0}$ is true, there is no variance between group means (no difference between means), and the MST will on average equal the MSE (figure 7.3). As $\alpha_{j}=0$, all variation is simply around the overall mean $\mu$, and the MST and MSE both estimate the total variance. However when $\mathrm{H}_{1}$ is true, the MST is larger on average than the MSE (figure 7.2), as most of the noise is that between groups. Therefore a test is constructed to compare these two estimates of variance, MST and MSE. The F-ratio

$$
\mathrm{F}=\mathrm{MST} / \mathrm{MSE}
$$

is computed and compared to quantiles of an F distribution. If MST is sufficiently larger than MSE, F is large and $\mathrm{H}_{0}$ is rejected. When $\mathrm{H}_{0}$ is true and there is no evidence for differences in group means, $F$ is expected to equal 1 ( $\mu_{\mathrm{F}}=1$ when $H_{0}$ is true). In other words, an $F=1$ has a p -value near 0.50 , varying with the degrees of freedom. If F were below 1 , which could happen due to random variation in the data, generally $\mathrm{p}>0.50$ and no evidence exists for differences between group means.

The computations and results of an ANOVA are usually organized into an ANOVA table. For a one-way ANOVA, the table looks like:

| Source | df | SS | MS | F | p-value |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Treatment | $(\mathrm{k}-1)$ | SST | MST | MST/MSE | p |
| Error |  | $\mathrm{N}-\mathrm{k})$ | $\frac{\text { SSE }}{}$ | MSE |  |
| Total | $\mathrm{N}-1$ | Total SS |  |  |  |

## Example 1, cont.

For the fecal coliform data from the Illinois River, the ANOVA table is given below. The F statistic is quite small, indeed below 1 . At $\alpha=0.05$ or any reasonable $\alpha$-level, the mean counts would therefore not be considered different between seasons.

| Source | df | SS | MS | F | p-value |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Season | 3 | 361397 | 120466 | 0.67 | 0.58 |
| Error | $\underline{20}$ | $\underline{3593088}$ | 179654 |  |  |
| Total | 23 | 3954485 |  |  |  |

However, this ANOVA has been conducted on non-normal data. Without knowing the results of the Kruskal-Wallis test, concern should be expressed that the result of "no difference" may be an artifact of the lack of power of the ANOVA, and not of a true equivalence of means. Some
statisticians have recommended performing both tests. This may be unnecessary if the data exhibit sufficient non-normality to suspect an inability of ANOVA to reject. Also assumed by performing ANOVA is that group means are an appropriate data summary. For the obviously skewed distributions found for all but the winter season, means will make little sense as estimates of the values which might be expected to occur. Means would be useful when estimating the mass of bacteria transported per season, but not in the hypothesis testing realm.

## One factor analysis of variance

Situation Several groups of data are to be compared, to determine if their means are significantly different. Each group is assumed to have a normal distribution around its mean. All groups have the same variance.

Computation The treatment mean square and error mean square are computed as their sum of squares divided by their degrees of freedom (df). When the treatment mean square is larger than the error mean square as measured by an F-test, the group means are significantly different.

$$
\begin{aligned}
& \operatorname{MST}=\frac{\sum_{i=1}^{k} n_{j}\left(\bar{y}_{j}-\bar{y}\right)^{2}}{k-1} \quad \text { where } \mathrm{k}-1=\text { treatment degrees of freed } \\
& \operatorname{MSE}=\frac{\sum_{j=1}^{k} \sum_{i=1}^{n_{j}}\left(y_{i j}-\bar{y}_{j}\right)^{2}}{N-k} \quad \text { where } \mathrm{N}-\mathrm{k}=\text { error degrees of freedom }
\end{aligned}
$$

Tied data No alterations necessary.
Test Statistic The test statistic F:
F = MST / MSE
Decision Rule To reject $\quad \mathrm{H}_{0}$ : the mean of every group is identical, versus $\mathrm{H}_{1}$ : at least one mean differs .
Reject $\mathrm{H}_{0}$ if $\mathrm{F} \geq \mathrm{F}_{1-\alpha, \mathrm{k}-1, \mathrm{~N}-\mathrm{k}}$ the $1-\alpha$ quantile of an F distribution with $\mathrm{k}-1$ and $\mathrm{N}-\mathrm{k}$ degrees of freedom; otherwise do not reject $\mathrm{H}_{0}$.

### 7.2 Tests for the Effects of M ore Than O ne Factor

It is quite common that more than one factor is suspected to be influencing the magnitudes of observations. In these situations it is desirable to measure the influence of all factors simultaneously. Sequential one-factor tests are an inadequate alternative to a single multi-factor
test. Even when only one factor is actually influencing the data and a one-way ANOVA for that factor soundly rejects $\mathrm{H}_{0}$, a second one-way test for a related factor may erroneously reject $\mathrm{H}_{0}$ simply due to the association between the two factors. The test for the second factor should remove the effect of the first before establishing that the second has any influence. By evaluating all factors simultaneously, the influence of one can be measured while compensating for the others. This is the objective of a multi-factor analysis of variance, and of the nonparametric analogue.

### 7.2.1 Nonparametric Multi-Factor Tests

For two-factor and more complex ANOVA's where the data within one or more treatment groups are not normally distributed and may not have equal variances, there are two possible approaches for analysis. The first is a class of tests which include the Kruskal-Wallis and Friedman tests as simpler cases. These tests, described by Groggel and Skillings (1986), do not allow for interactions between factors. The tests reformat multiple factors into two factors, one the factor being tested, and the other the collection of all other treatment groups for all remaining factors. The data are then ranked within treatment groups for analysis, much as in a Friedman test. The reader is referred to their paper for more detail.

The second procedure is a rank transformation test (Conover and Iman, 1981). All data are ranked from 1 to N, and an ANOVA computed on the ranks. This procedure is far more robust to departures from the assumptions of normality and constant variance than is an ANOVA on the original data. The rank transformation produces values which are much closer to meeting the two critical assumptions than are the original values themselves. The tests determine whether the mean rank differs between treatment groups, rather than the mean. The mean rank is interpreted as an estimate of the median. Multiple comparison procedures on the ranks can then differentiate which groups differ from others.

Examples of the computation and performance of these rank transformation tests will be delayed until after discussion of parametric factorial ANOVA.

### 7.2.2 Multi-Factor Analysis of Variance -- Factorial ANOVA

The effects of two or more factors may be simultaneously evaluated using a factorial ANOVA design. A factorial ANOVA occurs when none of the factors is a subset of the others. If subsetted factors do occur, the design includes "nested" factors and the equations for computing the F test statistics will differ from those here (nested ANOVA is briefly introduced in a later section). A two-factor ANOVA will be fully described -- more than two factors can be incorporated, but are beyond the scope of this book. See Neter, Wasserman and Kutner (1985) for more detail on higher-way and nested analysis of variance.

For a two-factor ANOVA, the influences of two explanatory variables are simultaneously tested. The first page of this chapter presented a two-factor ANOVA, the determination of chemical concentrations among basins at low flow. The objective was to determine whether concentrations differed as a function of mining history (whether or not each basin was mined, and if so whether it was reclaimed) and of rock type.
7.2.2.1 Null and alternate hypotheses

Call the two factors $A$ and $B$. There are $i=1, \ldots a \geq 2$ categories of factor $A$, and $j=1, \ldots b \geq 2$ categories of factor B. Treatment groups are defined as all the possible combinations of factors A and B , so there are $\mathrm{a} \bullet \mathrm{b}$ treatment groups. Within each treatment group there are $\mathrm{n}_{\mathrm{ij}}$ observations. The test determines whether mean concentrations are identical among all the $a \bullet b$ treatment groups, or whether at least one differs.
$\mathrm{H}_{0}:$ all $\mathrm{a} \bullet \mathrm{b}$ treatment group means $\mu_{\mathrm{ij}}$ are equal $\mu_{11}=\mu_{12}=\ldots=\mu_{\mathrm{ab}}$
$\mathrm{H}_{1}$ : at least one $\mu_{\mathrm{ij}}$ differs from the rest.
The magnitude of any observation $y_{i j k}$ can be affected by several possible influences:

$$
\begin{aligned}
& y_{i j k}=\mu+\alpha_{i}+\beta_{j}+\alpha \beta_{\mathrm{ij}}+\varepsilon_{i j \mathrm{k}} \text {, where } \\
& \alpha_{i} \quad=\text { influence of the ith category of } A \\
& \beta_{j} \quad=\text { influence of the } j \text { th category of } B \\
& \alpha \beta_{\mathrm{ij}} \quad=\text { interaction effect between } \mathrm{A} \text { and } \mathrm{B} \text { beyond those of } \alpha_{\mathrm{i}} \text { and } \beta_{j} \\
& \text { separately for the ijth treatment group, and } \\
& \varepsilon_{\mathrm{ijk}}=\text { residual error, the difference between the kth observation }\left(\mathrm{k}=1, \ldots \mathrm{n}_{\mathrm{ij}}\right) \\
& \text { and the treatment group mean } \mu_{\mathrm{ij}} \text {. }
\end{aligned}
$$

The null hypothesis states that treatment group means $\mu_{\mathrm{ij}}$ all equal the overall mean $\mu$. Therefore $\alpha_{\mathrm{i}} \beta_{\mathrm{j}}$ and $\alpha \beta_{\mathrm{ij}}$ all equal 0 -- there are no effects due to any of the factors or to their interaction. If any one of $\alpha_{\mathrm{i}}, \beta_{\mathrm{j}}$, or $\alpha \beta_{\mathrm{ij}}$ are nonzero, the null hypothesis is rejected, and at least one treatment group evidences a difference in its mean.

### 7.2.2.2 Interaction between factors

If $\alpha \beta_{\mathrm{ij}}=0$ in the equation above, there is no interaction present. Without interaction, the effect of factor B is identical for all groups of factor A, and the effect of factor A is identical for all groups of factor B. Suppose there are 3 groups of factor A (a1, a2, and a3) and 2 groups of factor B (b1 and b2), resulting in six treatment groups overall. Lack of interaction can be visualized by plotting the means for all treatment groups as in figure 7.4. The parallelism of the lines shows that no interaction is present. The effect of A going from a1 to a2 to a3 is identical regardless of which B group is involved. The increase going from b1 to b2 for factor B is identical for every group of factor A.

When interaction is present $\left(\alpha \beta_{\mathrm{ij}} \neq 0\right)$ the treatment group means are not determined solely by the additive effects of factors A and B alone. Some of the groups will have mean values larger
or smaller than those expected just from the results of the individual factors. The effect of factor A can no longer be discussed without reference to which group of factor B is of interest, and the effect of factor B can likewise not be stated apart from a knowledge of the group of factor A . In a plot of the treatment group means, the lines are no longer parallel (figure 7.5). The pattern of differences going from a1 to a2 to a3 depends on which group of factor $B$ is of interest, and likewise for the differences between b1 and b2-- the pattern differs for the three A groups.


Figure 7.4 Six treatment group means with no interaction present


Factor A
Figure 7.5 Six treatment group means with interaction present

Interaction can result from a synergistic or antagonistic effect. As an example, fish may not die instream due only to higher water temperatures, or to slightly higher copper concentrations, but combine the two and the result could be deadly. This type of interrelation between factors results in a significant interaction effect. For k factors there are ( $\mathrm{k}-1$ ) possible interaction terms between the factors. Unless it is known ahead of time that interactions are not possible, interaction terms should always be included and tested for in multi-factor ANOVA models.

### 7.2.2.3 Assumptions for factorial ANOVA

Assumptions are the same as for a one-way ANOVA. Departures from each treatment group mean $\mu_{\mathrm{ij}}$ (every combination of factors A and B ) are assumed normally distributed with identical variance. This is a consequence of the $\varepsilon_{\mathrm{ij}}$, which are normally distributed and of variance $\sigma^{2}$, being randomly distributed among the treatment groups. The normality and constant variance assumptions can be checked by inspecting boxplots of the data for each treatment group.

### 7.2.2.4 Computation

The influences of factors A, B, and their interaction are evaluated separately by again partitioning the total sums of squares into component parts due to each factor. After dividing by their respective degrees of freedom, the mean squares for factors $\mathrm{A}, \mathrm{B}$, and interaction are produced. As with a one-way ANOVA, these are compared to the error mean square (MSE) using F-tests to determine their significance.

## Sum of Squares

The equations for the sums of squares for factor A (SSA), factor B (SSB), interaction (SSI), and error, assuming constant sample size n per treatment group, are:

$$
\begin{array}{ll}
\mathrm{SSA}=\sum^{a} \frac{\left(\sum^{b} \sum^{n} y\right)^{2}}{b n}-\frac{\left(\sum^{a} \sum^{b} \sum^{n} y\right)^{2}}{a b n} & \underline{\text { due to }} \\
\mathrm{SSB}=\sum^{b} \frac{\left(\sum^{a} \sum^{n} y\right)^{2}}{a n}-\frac{\left(\sum^{a} \sum^{b} \sum^{n} y\right)^{2}}{a b n} & \mu_{\mathrm{i}}-\mu \\
\mathrm{SSI}=\text { Total SS }-\mathrm{SSA}-\mathrm{SSB}-\mathrm{SSE} & \mu_{\mathrm{j}}-\mu \\
\mathrm{SSE}=\sum^{a} \sum^{b}(y)^{2}-\sum^{a} \sum^{b} \frac{\left(\sum^{n} y\right)^{2}}{n} & \mu_{\mathrm{ij}}-\left(\mu_{\mathrm{i}}+\mu_{\mathrm{j}}\right)+\mu \\
\text { Total SS }=\sum^{a} \sum^{b} \sum^{n}(y)^{2}-\frac{\left(\sum^{a} \sum^{b} \sum^{n} y\right)^{2}}{a b n} & \mathrm{y}_{\mathrm{ijk}}-\mu_{\mathrm{ij}} \\
& \mathrm{y}_{\mathrm{ijk}}-\mu
\end{array}
$$

## Mean Squares and the F-test

Dividing the sums of squares by their degrees of freedom produces the mean squares for factors $\mathrm{A}, \mathrm{B}$, interaction, and error as in the ANOVA table below. If $\mathrm{H}_{0}$ is true and $\alpha_{\mathrm{i}}, \beta_{\mathrm{j}}$, and $\alpha \beta_{\mathrm{ij}}$ all equal 0 , all variation is simply around the overall mean $\mu$. The MSA, MSB, and MSI will then all be measures of the error variance, as is the MSE, and all three F-tests will have ratios not far from 1. However when $\mathrm{H}_{1}$ is true, at least one of the mean squares in the numerators should be larger than the MSE, and the resulting F-ratio will be larger than the appropriate quantile of the F distribution. When F is large, $\mathrm{H}_{0}$ can be rejected, and that influence be considered to significantly affect the magnitudes of the data at a level of risk equal to $\alpha$.

The two-factor ANOVA table is as follows when there is an equal number of observations for each treatment (all $\left.\mathrm{n}_{\mathrm{ij}}=\mathrm{n}\right)$.

| Source | df | SS | MS | F | p-value |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Factor A | $(a-1)$ | SSA | SSA/(a-1) | MSA/MSE |  |
| Factor B | $(\mathrm{b}-1)$ | SSB | SSB $/(b-1)$ | MSB/MSE |  |
| Interaction | $(a-1)(b-1)$ | SSI | SSI $/(a-1)(b-1)$ | MSI/MSE |  |
| Error | $\frac{a b(n-1)}{}$ | $\underline{\text { SSE }}$ | SSE $/[a b(n-1)]$ |  |  |
| Total | abn-1 | Total SS |  |  |  |


| Situation | Multi-factor analysis of variance |
| :--- | :--- | :--- |
|  | Two or more influences are to be simultaneously tested, to determine if either <br> cause significant differences between treatment group means. Each group is <br> assumed to have a normal distribution around its mean. All groups have the <br> same variance. |
| Computation |  |
| Compute the sums of squares and mean squares as above. |  |

## Example 2

Iron concentrations were measured at low flow in numerous small streams in the coal-producing areas of eastern Ohio (Helsel, 1983). Each stream drains either an unmined area, a reclaimed coal mine, or an abandoned coal mine. Each site is also underlain by either a sandstone or limestone formation. Are iron concentrations influenced by upstream mining history, by the underlying rock type, or by both?

There are several scenarios which would cause $\mathrm{H}_{0}$ to be rejected. Factor A (say mining history) could be significant ( $\alpha_{i} \neq 0$ ), but factor B insignificant. Or factor B (rock type) could be significant $\left(\beta_{j} \neq 0\right)$, but not $A$. Both factors could be significant $\left(\alpha_{i}, \beta_{j} \neq 0\right)$. Both factors could be significant, plus an additional interaction effect because one or more treatment groups (say unreclaimed sandstone basins) exhibited much different iron concentrations than those expected from either influence alone ( $\alpha_{i}, \beta_{j}, \alpha \beta_{i j} \neq 0$ ). Finally, both factor A and B could be not significant $\left(\alpha_{i}, \beta_{j}=0\right)$ but concentrations be elevated for one specific treatment group ( $\alpha \beta_{i j} \neq$ $0)$. This would be interpreted as no overall mining or rock type effect, but one combination of mining history and rock type would have differing mean concentrations.

Boxplots for a subset of the iron concentration data from Helsel (1983) are presented in figure 7.6. Note the skewness, as well as the differences in variance as depicted by differing box heights. A random subset was taken in order to produce equal sample sizes per treatment group, yet preserving the essential data characteristics. The subset data are listed in Appendix C5. In the section 7.2.2.5, analysis of unequal sample sizes per treatment group will be presented and the entire iron data set analyzed.

There are six treatment groups, combining the three possible mining histories (unmined, abandoned mine, and reclaimed mine) and the two possible rock types (sandstone and limestone). An analysis of variance conducted on this subset which has $\mathrm{n}=13$ observations per treatment group produced the following ANOVA table. Tested was the effect of mining history alone, rock type alone, and their interaction (Mine*Rock). $\mathrm{A} * \mathrm{~B}$ is a common abbreviation for the interaction between A and B .

ANOVA table for the subset of iron data

| Source | df | SS | MS | F | p-value |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Rock | 1 | 15411 | 15411 | 2.38 | 0.127 |
| Mine | 2 | 32282 | 16141 | 2.49 | 0.090 |
| Rock*Mine | 2 | 25869 | 12934 | 2.00 | 0.143 |
| Error | $\underline{72}$ | $\underline{466238}$ | 6476 |  |  |
| Total | 77 | 539801 |  |  |  |

None of the three possible influences is significant at the $\alpha=0.05$ level, as their $p$-values are all larger than 0.05 . However, the gross violation of the test's assumptions of normality and equal
variance shown in the boxplots must be considered. Perhaps the failure to reject $\mathrm{H}_{0}$ is due not to a lack of an influence evidenced in the data, but of the parametric test's lack of power to detect these influences because of the violation of test assumptions. To determine whether this is so, the equivalent rank transformation test is performed.


Figure 7.6 A subset of the iron concentrations at low flow from Helsel (1983)

To compute the rank transformation test, the data are ranked from smallest to largest, 1 to $\mathrm{n}=78$. An analysis of variance is then performed on the ranks of the data. The ANOVA table is below, while a boxplot of data ranks is shown in figure 7.7.

ANOVA table for the ranks of the subset of iron data

| Source | df | SS | MS | F | p-value |
| :--- | :---: | ---: | :---: | ---: | :---: |
| Rock | 1 | 4121.7 | 4121.7 | 13.38 | 0.000 |
| Mine | 2 | 10933.9 | 5467.0 | 17.74 | 0.000 |
| Rock ${ }^{*}$ Mine | 2 | 2286.2 | 1143.1 | 3.71 | 0.029 |
| Error | $\underline{72}$ | $\underline{22187.2}$ | 308.2 |  |  |
| Total | 77 | 39529.0 |  |  |  |

Results for the rank transformation tests are startlingly different than those for the parametric ANOVA. All three influences, mining history, rock type, and their interaction, are significant at $\alpha=0.05$. Gross violations of the assumptions of ANOVA by these data have clearly inhibited the parametric test from detecting the influences of these factors. The rejection of $\mathrm{H}_{0}$ for the rank test indicates that the median iron concentrations differ between treatment groups. Mean concentrations will be distorted by the skewness and outliers present in most of the treatment groups.

Analysis of variance on data ranks is an "asymptotically distribution-free" technique. That is, for sufficiently large sample sizes it tests hypotheses which do not require the assumption of data normality. For the cases where equivalent, truly nonparametric techniques exist such as the Kruskal-Wallis and Friedman tests, the rank transformation procedures have been shown to be large-sample approximations to the test statistics for those techniques. Where no equivalent nonparametric methods have yet been developed such as for the two-way design, rank transformation results in tests which are more robust to non-normality, and resistant to outliers and non-constant variance, than is ANOVA without the transformation.


Figure 7.7 Boxplots of the ranks of the iron data shown in Figure 7.6

A third option for analysis of the two-way design is ANOVA on data transformed by a power transformation. The purpose of the power transformation is to produce a more nearly-normal
and constant variance data set. As water resources data are usually positively skewed, the log transformation is often employed. Using logarithms for ANOVA implies that the influences of each factor are multiplicative in the original units, as the influences of the logarithms are additive. The primary difficulty in using a power transformation is in producing a normally distributed error structure for every treatment group. Groups which are skewed may be greatly aided by a transformation, but be side-by-side with a group which was symmetric in the original units, and is now asymmetric after transformation! Boxplots for each treatment group should be inspected prior to performing the ANOVA to determine if each group is at least symmetric. When only some of the treatment groups exhibit symmetry, much less normality, concerns over the power of the procedure remain. F tests which appear to be not significant are always suspect.

In figure 7.8, boxplots of the base 10 logarithms of the low-flow iron concentrations are presented. Most of the treatment groups still remain distinctly right-skewed even after the transformation, while the unmined limestone group appears less symmetric following transformation! There is nothing magic in the log transformation -- any other transformation going down the ladder of powers might also remedy positive skewness. It may also alter a symmetric group into one that is left-skewed. The search for a transformation which results in all groups being symmetric is often fruitless. In


Figure 7.8 Boxplots of the base 10 logarithms of the iron data shown in Figure 7.6
addition, the "best" power transformation will likely change going from one data set to another, one location to another, and one time period to another. In comparison, the rank transformation has simplicity, comparability among locations and time periods, and general validity as being asymptotically distribution-free. When the assumptions of normality and constant variance are questionable, the rank transformation is the most generally appropriate alternative.

### 7.2.2.5 Unequal sample sizes

Equations presented in the previous section are appropriate only when the number of data per treatment group is identical for each group. This is also called a "balanced" design.
Computations for unequal sample sizes ("unbalanced" designs) are more complex. Smaller statistics software packages often encode tests valid only for balanced designs, though that is not always obvious from their output. Yet water resources data rarely involve situations when all sample sizes are equal. Sample bottles are broken, floods disrupt the schedule, etc. When data are unbalanced, the sums of squares for the above equations no longer test

$$
\mathrm{H}_{0}: \mu_{1}=\mu_{2}=\ldots=\mu_{\mathrm{k}}
$$

but test instead an hypothesis involving weighted group means, where the weights are a function of treatment group sample sizes. This is of little use to the practitioner. Some software will output the (useless and incorrect) results valid only for equal sample sizes even when unbalanced data are provided as input, with no warnings of their invalidity. Be sure that when unequal sample sizes occur, tests which can incorporate them are performed.

To perform ANOVA on unbalanced data, a regression approach is necessary. This is done on larger statistical packages such as Minitab or SAS. SAS's "type I" sums of squares (called "sequential sums of squares" by Minitab) are valid only for balanced cases, but SAS's "type III" sums of squares (Minitab's "adjusted sums of squares") are valid for unbalanced cases as well. Unbalanced ANOVAs are computed in the same fashion as nested F-tests for comparing regression models in analysis of covariance, discussed in Chapter 11. Because the equations for the sums of squares are "adjusted" for unequal sample sizes, they do not sum to the total sum of squares as for balanced ANOVA. See Neter, Wasserman and Kutner (1985) for more detail on the use of regression models for performing unbalanced ANOVA.

## Example 2, continued

The complete 241 observations (Appendix C6) from Helsel (1983) are analyzed with an unbalanced ANOVA. Boxplots for the six treatment groups are shown in figure 7.9. They are quite similar to those in figure 7.6, showing that the subsets adequately represented all the data. An ANOVA table for the complete iron data set is as follows. Note that the sums of squares do not add together to equal the total sum of squares for this unbalanced ANOVA. Results for these data would be incorrect if performed by software capable only of balanced ANOVA. Conclusions reached (do not reject for all tests) agree with those previously given for ANOVA on the data subset.

ANOVA table for the complete (unbalanced) iron data

| Source | df | SS | MS | F | p-value |
| :--- | :---: | :---: | ---: | :---: | :---: |
| Rock | 1 | 71409 | 71409 | 0.51 | 0.476 |
| Mine | 2 | 262321 | 131160 | 0.93 | 0.394 |
| Rock ${ }^{*}$ Mine | 2 | 178520 | 89260 | 0.64 | 0.530 |
| Error | $\underline{235}$ | 32978056 | 140332 |  |  |
| Total | 240 | 34062640 |  |  |  |



Figure 7.9 Iron concentrations at low flow from Helsel (1983)

### 7.2.2.6 Fixed and random factors

An additional requirement for the F tests previously given is that both factors are fixed. With a fixed factor, the inferences to be made from the results extend only to the treatment groups under study. For example, the influences of unmined, abandoned, and reclaimed mining histories were previously compared. Differences in resulting chemical concentrations between these three specific mining histories are of interest, and hence this is a fixed factor. A random factor would result from a random selection of several groups out of a larger possible set to represent the overall factor. Inferences from the test results would be extended beyond the specific groups being tested to the generic factor itself. Thus there is little or no interest in attributing test results to a specific individual group, but only in ascertaining a generic effect due to that factor.

As an example, suppose soil concentrations of a trace metal are to be compared between three particle size fractions all across the state, to determine which of the three fractions is most appropriate as a reconnaissance medium. Particle size is a fixed effect -- there is interest in those specific sizes. However, there is only enough funding to sample sparsely if done all across the state, so instead a random factor is incorporated to determine whether spatial differences occur. Several counties are selected at random, and intensive sampling occurs within those counties. No sampling is done outside of those counties. The investigator will determine not only which size fraction is best, but whether this is consistent among the counties (the random effect), which by inference is extended to the entire state. There is no specific interest in the counties selected, but only as they represent spatial variability.

If every factor were random, F tests would use the mean squares for interaction as denominators rather than the mean square for error. If a mix of random and fixed factors occurs (called a "mixed effects" design) as in the example above, there would be a mixture of mean squares used as denominators. In general the fixed factors in the design use the interaction mean squares as denominators, and the random factors the error mean square, the reverse of what one might intuitively expect! However, the structure of mixed effects F tests can get much more complicated, especially for more than two factors, and texts such as Neter, Wasserman and Kutner (1985) or Sokal and Rohlf (1981) should be consulted for the correct setup of F tests when random factors are present. Note that computer software uses the MSE in the denominator unless otherwise specified, and thus assumes that all factors are fixed. Therefore F tests automatically produced will not be correct when random factors are present, and the correct F ratio must be specifically requested and computed.

### 7.3 Blocking -- The Extension of Matched-Pair Tests

In Chapter 6, tests for differences between matched-pairs of observations were discussed. Each pair of observations had one value in each of two groups, such as "before" versus "after". The advantage of this type of design is that it "blocks out" the differences from one matched-pair to another that is contributing unwanted noise. Such noise may mask the differences between the two groups (the treatment effect being tested) unless matched-pairs are used.

Similar matching schemes can be extended to test more than two treatment groups. Background noise is eliminated by applying the treatment to blocks (rather than pairs) of similar or identical individuals. Only one observation is usually available for each combination of treatment and block. This is called a "randomized complete block design", and is a common design in the statistical literature.

The third example at the beginning of this chapter, detecting differences between three extraction methods used at numerous wells, is an example of this design. The treatment effect is
the extraction method, of which there are three types (three groups). The blocking effect is the well location; the well-to-well differences are to be "blocked out". One sample is analyzed for each extraction method at each well.

Four methods for analysis of a randomized complete block design will be presented. Each of them attempts to measure the same influences. To do this, each observation yij is broken down into the effects of four influences:
$y_{i j}=\mu+\alpha_{j}+\beta_{i}+\varepsilon_{i j}$,
where $\quad y_{i j}$ is the individual observation in block i and group $j$;
$\mu$ is the overall mean or median (over all groups),
$\alpha_{j}$ is the "jth group effect", $\mathrm{j}=1, \mathrm{k}$
$\beta_{i}$ is the "ith block effect", $i=1, n$
$\varepsilon_{i j}$ is the residual or "error" between the individual observation and the combined group and block effects.

Median polish provides resistant estimates of the overall median, of group effects and block effects. It is an exploratory technique, not an hypothesis test procedure. Related graphical tools determine whether the two effects are additive or not, and whether the $\varepsilon_{i j}$ are normal, as assumed by an ANOVA. If not, a transformation should be employed to achieve additivity and normality before an ANOVA is performed. The Friedman and median aligned ranks tests are nonparametric alternatives for testing whether the treatment effect is significant in the presence of blocking.

### 7.3.1 Median Polish

Median polish (Hoaglin et al., 1983) is an iterative process which provides a resistant estimate $m$ of the overall median $\mu$, as well as estimates $a_{j}$ of the group effects $\alpha_{j}$ and $b_{i}$ of the block effects $\beta_{\mathrm{i}}$. Its usefulness lies in its resistance to effects of outliers. The polishing is begun by subtracting the medians of each row from the data table, leaving the residuals. The median of these row medians is then computed as the first estimate of the overall median, and subtracted from the row medians. The row medians are now the first estimates of the row effects. Then the median of each column is subtracted from the residual data table and set aside. The median of the column medians is subtracted from the column medians, and added to the overall median. The column medians now become the first estimates of the column effects. The entire process is repeated a second time, producing an estimated overall median $m$, row and column departures from the overall median (estimates $a_{j}$ and $b_{i}$ ), and a data table of residuals eij estimating the $\varepsilon_{i j}$.

## Example 3

Mercury concentrations were measured in periphyton at six stations along the South River, Virginia, above and below a large mercury contamination site (Walpole and Myers, 1985).
Measurements were made on six different dates. Of interest is whether the six stations differ in mercury concentration. Is this a one-way ANOVA setup? No, because there may be
differences among the six dates -- the periphyton may not take up mercury as quickly during some seasons as others, etc. Differences caused by sampling on six different dates are unwanted noise which should be blocked out, hence date is a blocking effect. The data are presented in table 7.3, and boxplots by station in figure 7.10. There appears to be a strong increase in mercury concentration going downstream from station 1 to station 6 , reflecting an input of mercury along the way.

| Table 7.3 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | Mercury Concentrations in Periphyton (Walpole and Myers, 1985)



Figure 7.10 Periphyton Mercury Upstream (1) to Downstream (6) of Input to River
The first step in median polish is to compute the median of each row (date), and subtract it from that row's data. The residuals remain in the table.

| Table 7.4 Table 7.3 data aligned by subtraction of row medians |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Station: | 1 | 2 | 3 | 4 | 5 | 6 | row med |
| Date |  |  |  |  |  |  | ( $\mathrm{b}_{\mathrm{i}}$ ) |
| 1 | -2.190 | 0.600 | -1.310 | -0.600 | 1.290 | 3.290 | 2.64 |
| 2 | -2.550 | -2.550 | -1.660 | 1.660 | 7.270 | 3.840 | 2.65 |
| 3 | -2.140 | -2.140 | -0.740 | 0.740 | 5.000 | 2.040 | 2.39 |
| 4 | -2.200 | -2.230 | -1.370 | 1.370 | 5.590 | 3.950 | 2.29 |
| 5 | -2.685 | -2.675 | -0.665 | 0.665 | 5.985 | 2.555 | 2.84 |
| 6 | -3.430 | -3.210 | 0.700 | -0.690 | 1.900 | 0.690 | 3.60 |

Next the median of the row medians (2.64) is computed as the first estimate of the overall median m . This is subtracted from each of the row medians:

| Station: |  | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Date |  |  |  |  |  | row med |  |
| 1 | -2.19 | 0.60 | -1.31 | -0.60 | 1.29 | 3.29 | 0.00 |
| 2 | -2.55 | -2.55 | -1.66 | 1.66 | 7.27 | 3.84 | 0.01 |
| 3 | -2.14 | -2.14 | -0.74 | 0.74 | 5.00 | 2.04 | -0.25 |
| 4 | -2.20 | -2.23 | -1.37 | 1.37 | 5.59 | 3.95 | -0.35 |
| 5 | -2.69 | -2.68 | -0.67 | 0.67 | 5.99 | 2.56 | 0.20 |
| 6 | -3.43 | -3.21 | 0.70 | -0.69 | 1.90 | 0.69 | 0.96 |
|  |  |  |  |  |  |  | $\mathrm{~m}=\mathbf{2 . 6 4}$ |

The median of each column (station) is then computed and subtracted from that column's data. The residuals from the subtractions remain in the table.

| Station: |  | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Date row med |  |  |  |  |  |  |  |
| 1 |  |  |  |  |  |  | $\left(b_{i}\right)$ |
| 2 |  |  |  |  |  |  |  |
| 3 | -0.19 | 2.99 | -0.29 | -1.31 | -4.01 | 0.37 | 0.00 |
| 4 | -0.16 | -0.64 | 0.95 | 1.97 | 0.92 | 0.01 |  |
| 5 | 0.24 | 0.25 | 0.28 | 0.03 | -0.30 | -0.88 | -0.25 |
| 6 | 0.18 | 0.16 | -0.35 | 0.66 | 0.29 | 1.03 | -0.35 |
| 6 | -0.31 | -0.29 | 0.35 | -0.04 | 0.69 | -0.36 | 0.20 |
| $\mathrm{a}_{\mathrm{j}}$ col med: | -2.05 | -0.82 | 1.72 | -1.40 | -3.40 | -2.23 | 0.96 |

Then the median of the column medians ( -0.16 ) is subtracted from each of the column medians, and added to the overall median:

| Station: | 1 | 2 | 3 | 4 | 5 | 6 | fow med |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Date |  |  |  |  |  |  | ( $\mathrm{b}_{\mathrm{i}}$ ) |
| 1 | 0.19 | 2.99 | -0.29 | -1.31 | -4.01 | 0.37 | 0.00 |
| 2 | -0.17 | -0.16 | -0.64 | 0.95 | 1.97 | 0.92 | 0.01 |
| 3 | 0.24 | 0.25 | 0.28 | 0.03 | -0.30 | -0.88 | -0.25 |
| 4 | 0.18 | 0.16 | -0.35 | 0.66 | 0.29 | 1.03 | -0.35 |
| 5 | -0.31 | -0.29 | 0.35 | -0.04 | 0.69 | -0.36 | 0.20 |
| 6 | -1.05 | -0.82 | 1.72 | -1.40 | -3.40 | -2.23 | 0.96 |
| aj col med: | -2.22 | -2.23 | -0.86 | 0.87 | 5.46 | 3.08 | $\mathrm{m}=2.48$ |

This table now exhibits the first "polish" of the data. Usually two complete polishes are performed in order to produce more stable estimates of the overall median and row and column effects. For the second polish, the above process is repeated on the table of residuals from the first polish. After a second complete polish, little change in the estimates is expected from further polishing. The table then looks like:

| Station: | 1 | 2 | 3 | 4 | 5 | 6 | row med |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Date |  |  |  |  |  |  | ( $\mathrm{b}_{\mathrm{i}}$ ) |
| 1 | 0.22 | 3.02 | -0.19 | -1.26 | -3.77 | 0.31 | 0.03 |
| 2 | -0.57 | -0.56 | -0.97 | 0.57 | 1.78 | 0.43 | 0.47 |
| 3 | 0.08 | 0.09 | 0.19 | -0.11 | -0.24 | -1.12 | -0.03 |
| 4 | -0.08 | -0.09 | -0.54 | 0.42 | 0.24 | 0.69 | -0.03 |
| 5 | -0.17 | -0.14 | 0.56 | 0.11 | 1.04 | -0.31 | 0.12 |
| 6 | 0.15 | 0.38 | 2.99 | -0.18 | -1.98 | -1.11 | -0.18 |
| aj col med: | -2.18 | -2.19 | -0.89 | 0.89 | 5.29 | 3.20 | $\mathrm{m}=2.38$ |

The above table shows that

1) The station effects are large in comparison to the date effects (the $\mathrm{a}_{\mathrm{j}}$ are much larger in absolute magnitude than the $\mathrm{b}_{\mathrm{i}}$ ).
2) There is a clear progression from smaller to larger values going downstream (aj generally increases from stations 1 to 6 ), with the maximum at station 5 .
3) A large residual occurs for station 5 at date 1 (smaller concentration than expected).
7.3.1.1 Plots related to median polish for checking assumptions

Median polish can be used to check the assumptions behind an analysis of variance. The first assumption is that the residuals $\varepsilon_{i j}$ are normally distributed. Boxplots of the residuals $\mathrm{e}_{\mathrm{ij}}$ in the table provide a look at the distribution of errors after the treatment and block effects have been removed. Figure 7.11 shows that for the periphyton mercury data the residuals are probably not normal due to the large proportion of outliers, but at least are relatively symmetric:


Figure 7.11 Residuals from the median smooth of periphyton mercury data

In addition, the additivity of the table can be checked. An ANOVA assumes that the treatment and block effects are additive. In other words, if being in group 1 adds -2.18 units of concentration to the overall mean or median, and if being at time 1 adds 0.03 units, these add together for treatment group 1 at time 1. If this is not the case, a transformation of the data prior to ANOVA must be performed to produce additivity. To check additivity, the "comparison value" $\mathrm{c}_{\mathrm{ij}}$ (Hoaglin et al., 1983) is computed for each combination ij of block and treatment group, where

$$
\mathrm{c}_{\mathrm{ij}} \quad=\mathrm{a}_{\mathrm{i}} \bullet \mathrm{~b}_{\mathrm{j}} / \mathrm{m}
$$

A residuals plot of the tabled residuals $\mathrm{e}_{\mathrm{ij}}$ versus $\mathrm{c}_{\mathrm{ij}}$ will appear to have a random scatter around 0 if the data are additive. If not, the pattern of residuals will lead to an appropriate transformation to additivity -- for a nonzero slope $s$, the data should be raised to the ( $1-\mathrm{s}$ ) power in the ladder of powers. In figure 7.12, a residuals plot for the mercury median polish indicate no clear nonzero slope (most of the data are clustered in a central cloud), and therefore no transformation is necessary.


Figure 7.12 Median polish residuals plot showing random scatter around $\mathrm{e}_{\mathrm{ij}}=0$

### 7.3.2 The Friedman Test

The Friedman test is the most common nonparametric test used for the randomized complete block design. It computes the ranks of the data only within each block, not making crosscomparisons between blocks. Treatment effects are determined from the within-block ranks each treatment has received. The Friedman test is an extension of the sign test, and reduces to the sign test when comparing only two treatment groups. Its advantages and disadvantages in comparison to the analysis of variance are the same as that of the sign test to the t-test. When the errors $\varepsilon_{\mathrm{ij}}$ can be considered normal, the ANOVA should be preferred. For the many situations where the errors are not normal, the Friedman test will generally have equal or greater power to detect differences between treatment groups, and should be performed. The Friedman test is especially useful when the data can be ranked but differences between observations cannot be computed, such as when comparing a $<1$ to a 5 .
7.3.2.1 Null and alternate hypotheses

The Friedman test is used to determine whether
$\mathrm{H}_{0}$ : the median values for k groups of data are identical, or
$\mathrm{H}_{1}$ : at least one median is significantly different.
As with the Kruskal-Wallis test, the test does not provide information on which medians are significantly different from others. That information must come from a multiple comparison test.

### 7.3.2.2 Computation of the exact test

Rank the data within each block from 1 to k , from smallest to largest. If the null hypothesis is true, the ranks within each block will vary randomly with no consistent pattern. Summing across blocks, the average rank for each treatment group will be similar for all groups, and also be close to the overall average rank. When the alternative hypothesis is true, the ranks in most of the blocks for one or more of the groups will be consistently higher or lower than others. The average group rank for those groups will then differ from the overall average rank. A test statistic Xf is constructed which uses the square of the differences between the average group ranks and the overall rank, to determine if groups differ in magnitude.

The exact test statistic for the Friedman test is a function of both the number of blocks and treatments. Iman and Davenport (1980) state that the exact test should be used for all cases where the number of treatment groups plus the number of blocks $(k+n)$ is $\leq 9$. For larger sample sizes a large sample approximation is sufficiently accurate for use. When the number of blocks $n$ is small, the F approximation should be preferred over the chi-square approximation (see the next section).

Should the exact test be required, compute the exact test statistic Xf as shown for the large sample approximation of the following section. Xf is computed identically for both the exact form and large sample approximation. When ties occur, either a corrected large sample
approximation must be used, or the rank transform (F approximation) calculated. The rank transform may be easier to compute.

### 7.3.2.3 Large sample approximation

For years the Friedman test statistic was approximated using a chi-square distribution with k-1 degrees of freedom. This is the approximation used by statistics packages, and is presented here because of its common use. However, it does not take into account the number of blocks in the data set, and can be in serious error for small $n$ and small $\alpha(\alpha<0.1)$ (Iman and Davenport, 1980). An F approximation which is more accurate for small n is also available. It can be computed from the chi-square approximation, or directly from the data as a rank transform method (an analysis of variance on the within-block ranks $\mathrm{R}_{\mathrm{ij}}$ ).

The box on the next page outlines the computation process for the large sample approximation to the Friedman test statistic.

## Example 3, continued.

The Friedman test is used to determine if the median concentration of periphyton mercury differs for the 6 stations along the South River of Virginia. The boxplots of this data were shown in figure 7.10, and the data given in table 7.3. The within-block ranks are given below. For 6 blocks (date) and 6 stations, sample sizes are large enough to employ an approximation, so the preferred F approximation is computed.


## The Friedman test

Situation Measurements of k treatment groups are performed on the same or related sets of subjects, called blocks. There are $n$ blocks. One observation is made on each group-block combination $(N=k \cdot n)$.

Computation Within each block, observations are ranked from 1 to $k$, smallest to largest. These within-block ranks $\mathrm{R}_{\mathrm{ij}}$ are then used to compute the average group rank $\overline{\mathrm{R}}_{\mathrm{j}}$ for each of the $\mathrm{j}=1, \mathrm{k}$ treatment groups:

$$
\overline{R_{j}}=\frac{\sum_{i=1}^{n} R_{i j}}{n}
$$

Test Statistic The average group rank $\mathrm{R}_{\mathrm{j}}$ is compared to the overall average rank $\mathrm{R}=(\mathrm{k}+1) / 2$ in the test statistic Xf:

$$
\overline{X f}=\frac{12 n}{k(k+1)} \sum_{j=1}^{k}\left[\overline{R_{j}}-\frac{k+1}{2}\right]^{2}
$$

Xf is compared either to an exact table or approximated by a chi-square distribution with $(k-1)$ degrees of freedom. However, a better approximation is available which is compared to an F distribution (Iman and Davenport, 1980). This form is more accurate for small n .

$$
\mathrm{f}=\frac{(\mathrm{n}-1) \mathrm{Xf}}{\mathrm{n}(\mathrm{k}-1)-\mathrm{Xf}}
$$

Tied data When observations are tied within a block, assign the average of their ranks to each. Xf must be corrected when more than a few ties occur.

$$
X f=\frac{12 n}{k(k+1)-\frac{1}{n(k-1)} \sum_{i=1}^{n} \sum_{j=1}^{k}\left(t_{i j}\left(j^{3}-j\right)\right)} \sum_{j=1}^{k}\left[\overline{R_{j}}-\frac{k+1}{2}\right]^{2}
$$

where $t_{i j}$ equals the number of ties of extent $j$ in row $i$. The test statistic $f$ is then computed from this corrected Xf as above. An alternative to computing Xf and then f is the rank transform ANOVA (next section).

Decision Rule To reject $\quad \mathrm{H}_{0}$ : the median of every group is identical, versus
$\mathrm{H}_{1}$ : at least one median differs
Exact test: Reject $\mathrm{H}_{0}$ if $\mathrm{Xf}>\mathrm{x} \boldsymbol{\alpha}$, the (1- $\alpha$ ) th quantile of the Friedman test statistic distribution from table B7 of the Appendix; otherwise do not reject $\mathrm{H}_{0}$.
F-approximation: Reject $\mathrm{H}_{0}$ if $\mathrm{f} \geq \mathrm{F}_{1-\alpha, \mathrm{k}-1,(\mathrm{n}-1)(\mathrm{k}-1)}$ the $1-\alpha$ quantile of an F distribution with $\mathrm{k}-1$ and $(\mathrm{n}-1)(\mathrm{k}-1)$ degrees of freedom; otherwise do not reject $\mathrm{H}_{0}$.

There are only two ties, so ignoring the formula for the tie correction to the variance,

$$
\begin{aligned}
\mathrm{Xf} & =\frac{12(6)}{6(7)} \sum_{j=1}^{6}\left[\bar{R}_{j}-\frac{7}{2}\right]^{2}=\frac{12}{7} \sum(-2.17)^{2}+(-1.5)^{2}+(-0.33)^{2}+(0.17)^{2}+(2.33)^{2}+(1.5)^{2} \\
& =\frac{12}{7} \cdot 14.78 \\
& =25.33 . \text { This can be compared to a chi-square distribution having } \mathrm{k}-1=5 \mathrm{df} .
\end{aligned}
$$

To be more exact, the tie correction will be computed. For rows $\mathrm{i}=1,4,5,6$ there are no ties. So for $\mathrm{j}=1, \mathrm{t}_{\mathrm{ij}}=6$ (there are 6 "ties" of extent 1 ), and for $\mathrm{j}=2$ to $6, \mathrm{t}_{\mathrm{ij}}=0$ (no true ties). For these four rows

$$
\sum_{\mathrm{j}=1}^{\mathrm{k}}\left(\mathrm{t}_{\mathrm{ij}}\left(\mathrm{j}^{3}-\mathrm{j}\right)\right)=6(1-1)+0(8-2)+0(27-3)+0(64-4)+0(125-5)+0(216-6)=0
$$

Rows without ties will always add to zero. Also note that "ties" of extent 1 will always contribute 0 to the sum, as $1^{3}-1=0$. For rows $i=2$ and 3 there is one pair of tied values per row. Thus for $\mathrm{j}=1, \mathrm{t}_{\mathrm{ij}}=4$ (4 single values); for $\mathrm{j}=2$, $\mathrm{t}_{\mathrm{ij}}=1$ ( 1 tie of extent 2 ), and for $\mathrm{j}=3$ to 6 , $\mathrm{t}_{\mathrm{ij}}=0$ (no triplicates, etc.). For each of these two rows

$$
\sum_{\mathrm{j}=1}^{\mathrm{k}}\left(\mathrm{t}_{\mathrm{ij}}\left(\mathrm{j}^{3}-\mathrm{j}\right)\right)=4(1-1)+1(8-2)+0(27-3)+0(64-4)+0(125-5)+0(216-6)=6 .
$$

Therefore $\sum^{\mathrm{n}} \sum^{\mathrm{k}}\left(\mathrm{t}_{\mathrm{ij}}\left(\mathrm{j}^{3}-\mathrm{j}\right)\right)=0+6+6+0+0+0=12$, and

$$
\mathrm{i}=1 \mathrm{j}=1
$$

$$
\mathrm{Xf}=\frac{12 \cdot 6}{6(7)-\frac{1}{6(5)} \cdot 12} \cdot 14.78 \quad=25.58
$$

which can be compared to a chi-square distribution with 5 degrees of freedom.
The better approximation is the F approximation, or

$$
\mathrm{f}=\frac{(5) 25.58}{6(5)-25.58}=28.94, \text { which is compared to } \mathrm{F}_{0.95,5,25}=4.5
$$

Therefore reject $\mathrm{H}_{0}$ that the medians are the same with a p-value of $<0.0001$.
7.3.2.4 Rank transform approximation: analysis of variance: on within-block ranks Again an approximation to the exact test statistic may be computed by performing the parametric two-factor ANOVA on the ranks. For the Friedman test, the appropriate ranks are the within-block ranks of table 7.5. Ties are automatically corrected for by assigning the average rank to all ties within a block. A two-factor ANOVA on the within-block ranks has an ANOVA table as in section 7.3.4. The resulting F statistic, the ratio of the MST for the treatment group over the MSE, is the same as the statistic $f$ derived from the chi-square approximation above. Thus the ANOVA on within-block ranks gives a better approximation
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than does Xf for the cases ( $\alpha<0.1$ and small n ) where the chi-square approximation is inaccurate (Groggel, 1987).

Example 3, continued.
The ANOVA table for the within-block ranks of table 7.5 is:

| Source | df | SS | MS | F | p-value |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Date (block) | 5 | 0.000 | 0.000 |  |  |
| Station | 5 | 88.667 | 17.733 | 28.93 | $<0.0001$ |
| Error | $\underline{25}$ | $\underline{15.333}$ | 0.613 |  |  |
| Total | 35 | 104.000 |  |  |  |

Note that all differences between blocks have been nullified by transforming the data to the identical within-block ranks, 1 to k. As the blocks all have the same values within them, the block sum of squares equals 0 . Also note that the F statistic is identical to that previously calculated from the large-sample approximation after tie correction. Therefore the ANOVA on within-block ranks provides a convenient way to avoid the complicated tie correction to the Friedman statistic.

### 7.3.3 Median Aligned-Ranks ANOVA

The Friedman test is the multi-treatment equivalent of the sign test. In Chapter 6 the signedrank test was presented in addition to the sign test, and was favored over the sign test when the differences between the two treatments were symmetric. In this section a multi-treatment equivalent to the signed-rank test is presented, called the Median Aligned-Ranks ANOVA (MARA). MARA is one of several possible extensions of the signed-rank test; others include Quade's test (Conover, 1980). Groggel (1987) and Fawcett and Salter (1984) have shown that an aligned-rank method has substantial advantages in power over other possible signed-rank extensions.

Friedman's test avoids any comparisons across blocks, just as the sign test avoids comparisons of the magnitudes of paired differences across blocks. This avoids the confusion produced by block-to-block differences, but does not take advantage of the information contained in such comparisons. MARA allows comparisons between blocks by first subtracting the within-block median from all of the data within that block. This "aligns" the data across blocks to a common center. It is equivalent to the ranking of block-to-block differences done in the signed-ranks test. To derive the benefits of cross-block comparisons, a cost is incurred. This is an assumption that the residuals $\varepsilon_{i j}$ are symmetric. Symmetry can be evaluated by estimating the residuals using median polish, and producing a boxplot as in figure 7.11.

Note that just as for the Friedman's test and two-way ANOVA without replication there are $(\mathrm{k}-1)(\mathrm{n}-1)$ error degrees of freedom, $(\mathrm{n}-1)$ less than a one-way ANOVA. MARA is a two-
factor analysis, with alignment contributing the block effect. However, MARA is computed using a one-way ANOVA on the aligned ranks, so the correct F-test will differ from that performed automatically by a computerized analysis. The error degrees of freedom must be $(\mathrm{k}-1)(\mathrm{n}-1)$, not $\mathrm{k}(\mathrm{n}-1)$ as for a one-way ANOVA. MARA is identical to the aligned ranks procedure of Fawcett and Salter (1984), except that the block median is used for alignment rather than the block mean.

7.3.3.1 Null and alternate hypotheses

The null and alternate hypotheses are identical to those of the Friedman test
$\mathrm{H}_{0}$ : the median values for k groups of data are identical, or
$\mathrm{H}_{1}$ : at least one median is significantly different.
Here, however, it is assumed that the residuals $\varepsilon_{i j}$ are symmetric. MARA does not provide information on which medians are significantly different from others. That must come from a multiple comparison test.

### 7.3.3.2 Computation

MARA is a rank transform approximation test; p -values for an exact test have not been computed.

## Example 3, continued

The aligned $\mathrm{o}_{\mathrm{ij}}$ for the periphyton mercury data were computed during the first step of the median polish, and listed in table 7.4. These oij are then ranked from 1 to $\mathrm{N}=36$ to form aligned ranks, which are presented in table 7.6:

| Table 7.6 |  | Aligned Ranks of the Table 7.4 data |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Station: | 1 | 2 | 3 | 4 | 5 | 6 |  |
| 1 |  |  |  |  |  |  |  |
| 2 | 9 | 19 | 14 | 18 | 24 | 30 |  |
| 3 | 5.5 | 5.5 | 12 | 26 | 36 | 31 |  |
| 4 | 10.5 | 10.5 | 15 | 23 | 33 | 28 |  |
| 5 | 8 | 7 | 13 | 25 | 34 | 32 |  |
| 6 | 3 | 4 | 17 | 20 | 35 | 29 |  |

A one-way analysis of variance is conducted on these aligned ranks. However, the computerized F-test is ignored, as the error degrees of freedom used were $n(k-1)=30$, and do not reflect the alignment process. The appropriate ANOVA table and F-test are below, and the p-value shows that $\mathrm{H}_{0}$ is to be rejected. Significant differences are found between treatment group medians:

| Source | df | SS | MS | F | p-value |
| :--- | ---: | ---: | ---: | :---: | :---: |
| Station | 5 | 3290.3 | 658.1 | 27.71 | $<0.0001$ |
| Error | $\underline{25}$ | $\underline{593.7}$ | 23.8 |  |  |
| Total | 30 | 3884.0 |  |  |  |

### 7.3.4 Parametric Two-Factor ANOVA Without Replication

The traditional parametric test for the randomized complete block design is again an analysis of variance -- a two-factor ANOVA without replication. One factor is the contrast between treatment groups while the second is the block effect. There is one observation (no replicates) per treatment-block combination. The block effect is of no interest except to remove its masking of the treatment effect, so no test for its presence is required.
7.3.4.1 Null and alternate hypotheses

The hypotheses are similar to those of the Friedman and MARA tests, except that treatment group means, rather than medians, are being tested.
$\mathrm{H}_{0}$ : the k treatment group means are identical, $\mu_{1}=\mu_{2}=\ldots=\mu_{\mathrm{k}}$, versus
$\mathrm{H}_{1}$ : at least one mean is significantly different.
The ANOVA model is identical to that for all of the tests of this section:

$$
\mathrm{y}_{\mathrm{ij}}=\mu+\alpha_{\mathrm{j}}+\beta_{\mathrm{i}}+\varepsilon_{\mathrm{ij}},
$$

where $\quad y_{i j}$ is the individual observation in block i and group $j$;
$\mu$ is the overall mean,
$\alpha_{j}$ is the " $j$ th group effect", $j=1, k$
$\beta_{i}$ is the "ith block effect", $\mathrm{i}=1, \mathrm{n}$
$\varepsilon_{i j}$ is the residual or "error" between the individual observation and the combined group and block effects.
Here, however, it is assumed that the residuals $\boldsymbol{\varepsilon}_{\mathrm{ij}}$ follow a normal distribution. ANOVA does not provide information on which means differ from others. That must come from a multiple comparison test.

### 7.3.4.2 Computation

As with other analysis of variance procedures, the treatment and error mean squares are computed, and their ratio forms the F statistic to be compared to a table of the F distribution for evaluation of its significance. Again there are k treatment groups and n blocks.

In comparison to a one-way ANOVA without blocking, the error sum of squares SSE is split into two parts, the SSE and the sum of squares for the block effect SSB. The variation due to differences between blocks is thereby removed from the background noise (MSE). If there is an appreciable block effect, removal of the SSB lowers the SSE and MSE in comparison to their values for a one-way ANOVA. This produces a higher F statistic, allowing the treatment effect to be more easily discerned.

## Example 3, continued

An analysis of variance is calculated directly on the periphyton mercury data. The ANOVA table is:

| Source | df | SS | MS | F | p-value |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Date | 5 | 3.26 | 0.65 |  |  |
| Station | 5 | 230.13 | 46.03 | 26.15 | $<0.0001$ |
| Error | $\underline{25}$ | $\underline{44.02}$ | 1.76 |  |  |
| Total | 35 | 277.40 |  |  |  |

The null hypothesis is again soundly rejected. The treatment group means are declared different at any reasonable alpha level. As in all of the tests applied to this data set, the block effect (Date) is minimal.


### 7.4 Multiple Comparison Tests

In most cases the analyst is interested not only in whether group medians or means differ, but which differ from others. This is information not supplied by the tests presented in the previous sections, but by methods called multiple comparison tests (MCTs). MCTs compare all possible pairs of treatment group medians or means, and are performed only after the null hypothesis of
"all medians or means identical" has been rejected. Of interest is the "pattern" of group medians or means:

$$
\text { group } A \cong \text { group } B \ll \operatorname{group} C,
$$

etc. MCT's are not efficient methods for contrasting specific sets of groups known to be of interest before an ANOVA or Kruskal-Wallis test is done, such as a treatment versus a control. Other tests are available for making specific contrasts. Instead, MCTs compare all possible combinations of treatment group centers, ranking the centers in order and indicating which are similar or different from others.

Stoline (1981) reviews the many types of parametric multiple comparison tests. Campbell and Skillings (1985) discuss nonparametric multiple comparisons.

### 7.4.1 Parametric Multiple Comparisons

Parametric MCTs compare treatment group means. They often calculate a "least significant range" or LSR, the distance between any two means which must be exceeded in order for the two groups to be considered significantly different at a significance level $\alpha$.

$$
\text { If }\left|\bar{y}_{1}-\bar{y}_{2}\right|>L S R=R \sqrt{s^{2} / n}, \quad \bar{y}_{1} \text { and } \bar{y}_{2} \text { are significantly different. }
$$

The statistic R is analogous to the t -statistic in a t -test. R depends on the test used (is some function of either a t - or studentized range statistic q , , the error degrees of freedom from the ANOVA, and on $\alpha$. The variance $s^{2}$ is just the MSE from the ANOVA. Parametric MCTs can be classified into four types, based on their method of computation and on whether a pairwise or overall $\alpha$ level is used (figure 7.13).

| $\alpha$ pairwise | $\alpha$ overall |  |
| :---: | :---: | :---: |
| MST <br> (equal n only) | Duncans Multiple Range test | REGWQ * |
| SIM <br> (equal or <br> unequal n) | SNK | REGWF * |
|  | Fisher's t-tests (LSD) | Tukey * <br> Scheffe <br> Bonferroni |
|  |  |  |

Figure 7.13 Types of Parametric Multiple Comparison Tests
Methods with an asterisk * in figure 7.13 have the most power to detect differences between group means of those methods using the overall error rate. The REGW methods are the most powerful (have the smallest LSR) for equal sample sizes, though Tukey's test is close in power. For unequal sample sizes, Tukey's method is the most powerful of those listed. Therefore

Tukey's method is a generally applicable and powerful multiple comparison test for a variety of situations.

Multiple-stage tests, MST, are valid only when group sample sizes are equal. Examples are the Duncan's, Student-Newman-Keuls (SNK), and REGW tests. Their R statistic varies for each pairwise comparison as a function of the number of group means in between the two being compared. A new least significant range $\left(\mathrm{y}_{1}-\mathrm{y}_{2}\right)$ must then be computed for each pairwise comparison of means. If sample sizes were unequal-test results could be non-intuitive, as in: $\mathrm{A}>\mathrm{B}, \mathrm{B}>\mathrm{C}$, but $\mathrm{A}=\mathrm{C}$ where " $\mathrm{A}>\mathrm{B}$ " means that A is larger and significantly different from $B$, and " $A=C$ " means $A$ is not significantly different from $C$. This could arise if $B$ had a large sample size so that comparisons involving it had a lower LSR than those not involving B. Thus MSTs are valid only for equal sample sizes within all groups.

Simultaneous inference methods, SIM, are valid for both equal and unequal group sample sizes. Examples are Tukey's, Sheffe's, and Fisher's t-tests. These tests use one R value to calculate a single least significant range for all pairwise comparisons. The harmonic mean

$$
\text { harmonic mean of } \mathrm{n}_{1} \text { and } \mathrm{n}_{2}=\frac{2 \mathrm{n}_{1} \mathrm{n}_{2}}{\mathrm{n}_{1}+\mathrm{n}_{2}}
$$

is substituted for n in the case of unequal group sample sizes. So for unequal sample sizes a SIM should be used.

The second classification criteria for MCTs is based on the type of error rate $\alpha$ used for comparisons (figure 7.13). One class of tests uses the stated $\alpha$ level for each pairwise comparison ( $\alpha_{p}=$ pairwise error rate). When there are multiple comparisons each having a pairwise error rate of $\alpha$, the overall probability of declaring at least one false difference (the overall error rate $\alpha_{o}$ ) is much greater than $\alpha_{\mathrm{p}}$. This overall error rate is the error rate for the "pattern" of group means, and is more often of interest than a pairwise error rate in water resources applications. For example, when comparing six group means, there are $(6 \cdot 5) / 2=15$ pairwise comparisons. If $\alpha_{p}=0.05$ is used for each test, then there will be an overall error rate $\alpha_{\mathrm{O}}=1-\left(1-\alpha_{\mathrm{P}}\right)^{15}=0.54$ of making at least one error in the overall comparisons of the six group means.

Unfortunately, the distinction between the overall and pairwise error rates is often not understood, and pairwise rates are presented as if they were overall rates. The pairwise rate is much like the probability of being robbed today, while the overall rate is like the probability of ever being robbed in your lifetime. To claim that the (very small) probability of being robbed today is actually the probability of ever being robbed leads to a false sense of security. Similarly, citing that according to a Duncan's multiple range test, $\mathrm{A}>\mathrm{B}=\mathrm{C}=\mathrm{D}>\mathrm{E}=\mathrm{F}$ with an error rate of $\alpha=0.05$ when in fact 0.05 was used for each test, also presents a false sense of security in the results.

Duncan's test is often used in this incorrect fashion. Individual paired differences found at the $\alpha=0.05$ level results in the overall rate of at least one error in the pattern of group means at something higher, such as the 0.54 chance for the 6 groups above. When the primary interest is in the overall pattern and its accuracy, methods which set the error rate equal to the overall $\alpha$, such as Tukey's test, should be performed.

Some authors report only results of a MCT, usually Duncan's multiple range test, skipping the required prior ANOVA F-tests. NEVER DO THIS! The likely reason that this has been done is that ANOVA did not find significant differences at a true (overall) significance level of 0.05 , but the Duncan's test did find differences. Why does this occur? Duncan's test was performed at a pairwise significance level of 0.05 , but at an overall level of something much higher ( 0.54 for the six means above). An overall error level of 0.54 states there a 54 percent chance that two means will be declared significantly different when in fact they are not. An ANOVA at $\alpha=0.54$ would also be "significant" (the p-value is somewhere below 0.54 ), but a test having this large an error rate is essentially useless! ANOVA should always be performed first as the appropriate test for determining whether any differences occur between group means. If they do not, stop there. By performing only a MCT, an $\alpha=0.54$ test is conducted while declaring it to be an $\alpha=$ 0.05 test of whether differences occur. This is quite misleading.

### 7.4.1.1 Assumptions

All MCTs discussed thus far have the same assumptions as does ANOVA -- data within each treatment group are normally distributed, and each treatment group has equal variance.
Violations of these assumptions will result in a loss of power to detect differences which are actually present.

### 7.4.1.2 Computation of Tukey's test

Two group means $\mathrm{y}_{\mathrm{i}}$ and $\mathrm{y}_{\mathrm{j}}$ can be considered different if

$$
\left|\bar{y}_{i}-\bar{y}_{j}\right|>\mathrm{q}_{(1-\alpha), \mathrm{k}, \mathrm{~N}-\mathrm{k}} \cdot \sqrt{\mathrm{MSE} / \mathrm{n}}
$$

where
q is the studentized range statistic from Neter, Wasserman and Kutner (1985),
$\alpha \quad$ is the overall significance level,
$\mathrm{k} \quad$ is the number of treatment group means compared,
$\mathrm{N}-\mathrm{k}$ are the degrees of freedom for the MSE, and
$\mathrm{n} \quad$ is the sample size per group.
For unequal sample sizes

$$
\left|\bar{y}_{i}-\bar{y}_{j}\right|>\mathrm{q}_{(1-\alpha), \mathrm{k}, \mathrm{~N}-\mathrm{k}} \cdot \sqrt{\operatorname{MSE} \cdot \frac{\mathrm{n}_{\mathrm{i}}+\mathrm{n}_{\mathrm{j}}}{2 \mathrm{n}_{\mathrm{i}} \mathrm{n}_{\mathrm{j}}}}
$$

where n has been replaced with the harmonic mean of the unequal sample sizes for the two groups being compared, $n_{i}$ and $n_{j}$. For only two groups, $q$ becomes the student's $t$ statistic, and

Tukey's test is identical to Fisher's all-possible t-tests. Formulas for other MCTs can be found in SAS Institute (1985).

## Example 4

Knopman (1990) tested wells located in the Appalachian mountains of Pennsylvania to see if their specific capacities differed among four rock types -- dolomites, limestones, siliciclastics (sandstones, shales, etc.), and metamorphic plus igneous rocks. To make the data more nearly normal, the natural log of specific capacity was used. A subset of 200 observations across the four rock types were randomly selected from the over 4000 original observations. This subset is presented in Appendix C7. Boxplots are shown in figure 7.14. The ANOVA table below indicates that the log specific capacities differed significantly between the four rock types.

| Source | df | SS | MS | F | p-value |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Rock type | 3 | 54.03 | 18.010 | 4.19 | 0.007 |
| Error | $\underline{196}$ | $\underline{842.15}$ | 4.297 |  |  |
|  | 199 | 896.18 |  |  |  |



Figure 7.14 Natural logs of specific capacity of wells in four rock types, Pennsylvania
Since the null hypothesis is rejected, Tukey's test can be computed. The four group means are :
$\bar{y}$ [dolomite] $=\bar{y}_{\mathrm{d}}=0.408 \quad \bar{y}$ [limestone] $=\bar{y}_{1}=-0.688$
$\bar{y}$ [siliciclastic] $=\bar{y}_{\mathrm{S}}=-0.758 \quad \bar{y}$ [metamorphic] $=\bar{y}_{\mathrm{m}}=-0.894$

The least significant range LSR is computed as:

$$
\begin{aligned}
\mathrm{LSR} & =\mathrm{q}_{(0.95,4,196)} \cdot \sqrt{4.297 / 50} \cong \mathrm{q}_{(0.95,4, \infty)} \cdot \sqrt{4.297 / 50}=3.63 \cdot 0.293 \\
& =1.06
\end{aligned}
$$

Therefore, any group means of log specific capacity which differ by more than 1.06 are significantly different by the Tukey's multiple comparison test. $\mathrm{y}_{\mathrm{d}}$ is then seen to be significantly different and larger than the other three groups, which are not significantly different from each other, or:

$$
\bar{y}_{\mathrm{d}}>\bar{y}_{1}=\bar{y}_{\mathrm{s}}=\bar{y}_{\mathrm{m}}
$$

REGWQ could also be computed because sample sizes in each subset group are equal. The choice of REGWQ versus Tukey's would largely depend on which were available. First the k group means are ordered by magnitude ( $\bar{y}_{\mathrm{d}}, \bar{y}_{1}, \bar{y}_{\mathrm{S}}, \bar{y}_{\mathrm{m}}$ ). The first comparison is made between the extremes, $\bar{y}_{\mathrm{d}}$ versus $\bar{y}_{\mathrm{m}}$. The studentized range is again used, accounting for the number of means between and including the two being compared; $\mathrm{k}=4$ in this first case. If this test proves to be significant, the two possible comparisons with $\mathrm{p}=\mathrm{k}-1$ intervening group means are made -- $\bar{y}_{\mathrm{d}}$ versus $\bar{y}_{\mathrm{S}}$ and $\bar{y}_{1}$ versus $\bar{y}_{\mathrm{m}}$. Continue working inward until an insignificant difference is found. No comparisons of group means contained between means already found to be insignificant need be made.

For REGWQ, two group means differ at an overall significance level $\alpha$ if:

$$
\begin{array}{rlrl}
\bar{y}_{\mathrm{i}}-\bar{y}_{\mathrm{j}}>\mathrm{q} \alpha_{\mathrm{p}, \mathrm{p}, \mathrm{~N}-\mathrm{p}} \cdot \sqrt{\mathrm{MSE} / \mathrm{n}} & & \\
& \text { where } \alpha_{\mathrm{p}} & =1-(1-\alpha) \mathrm{p} / \mathrm{k} & \\
& \text { for } \mathrm{p}<(\mathrm{k}-1) \\
& =\alpha & & \text { for } \mathrm{p} \geq(\mathrm{k}-1) .
\end{array}
$$

Using the log specific capacity data, comparing $\bar{y}_{\mathrm{d} \text { versus }} \bar{y}_{\mathrm{m}}$ using $\alpha_{\mathrm{p}}=\alpha=0.05$ : the least significant range $=q_{0.05,4,196} \cdot \sqrt{4.297 / 50}=1.06$, identical to Tukey's LSR. Therefore $\bar{y}_{\mathrm{d}}>\bar{y}_{\mathrm{m}}$. Next, compare $\bar{y}_{\mathrm{d}}$ versus $\bar{y}_{\mathrm{S}}$ and $\bar{y}_{1}$ versus $\bar{y}_{\mathrm{m}}$. Both of these have $\mathrm{p}=3$ and an $\operatorname{LSR}$ of $\mathrm{q}_{0.05,3,197} \cdot \sqrt{4.297 / 50}=3.31 \cdot 0.293=0.97$. Therefore $\bar{y}_{\mathrm{d}}>\bar{y}_{\mathrm{S}}$ and $\bar{y}_{\mathrm{l}}=\bar{y}_{\mathrm{m}}$. Since the limestone and metamorphic group means are not significantly different there is no reason to test the siliciclastic versus the metamorphic group means. For the final comparison, $\bar{y}_{\mathrm{d}}$ is compared to $\bar{y}_{\mathrm{l}}$. The LSR is based on $\mathrm{p}=2$ and $\alpha_{\mathrm{p}}=1-(0.95)^{2 / 4}=0.025$. Therefore $\operatorname{LSR}=\mathrm{q}_{0.025,2,198} \cdot \sqrt{4.297 / 50}=3.31 \cdot 0.293=$ 0.97. So $\bar{y}_{\mathrm{d}}>\bar{y}_{1}$ and the overall pattern is again:

$$
\bar{y}_{\mathrm{d}}>\bar{y}_{1}=\bar{y}_{\mathrm{s}}=\bar{y}_{\mathrm{m}}
$$

### 7.4.2 Nonparametric Multiple Comparisons

Statisticians are actively working in this area (see Campbell and Skillings, 1985). The simplest procedures for performing nonparametric multiple comparisons are rank transformation tests. Ranks are substituted for the original data, and a multiple comparison test such as Tukey's is
performed on the ranks. These are logical follow-ups to the rank transform approximation approaches to the Kruskal-Wallis, Friedman, and two-way ANOVA tests previously presented.

For the one-way situation, Campbell and Skillings (1985) recommend a multiple-stage test using the Kruskal-Wallis (KW) statistic. The process resembles the REGWQ test above. After a significant KW test occurs for k groups, place the groups in order of ascending average rank. Perform new KW tests for the two possible comparisons between $p=(k-1)$ groups, noting that this involves re-ranking the observations each time. If significant results occur for one or both of these tests, continue attempting to find differences in smaller subsets of $\mathrm{p}<(\mathrm{k}-1)$. In order to control the overall error rate, follow the pattern of REGWQ for the critical alpha values:

$$
\begin{aligned}
\alpha_{\mathrm{p}} & =1-(1-\alpha)^{\mathrm{p} / \mathrm{k}} & & \text { for } \mathrm{p}<(\mathrm{k}-1) \\
& =\alpha & & \text { for } \mathrm{p} \geq(\mathrm{k}-1)
\end{aligned}
$$

## Example 4 continued

First, Tukey's test will be performed on the ranks of the Pennsylvania log specific capacity data. Then a second nonparametric MCT, the multiple-stage Kruskal-Wallis (MSKW) test using REGWQ alpha levels, is performed.

The ANOVA table for testing data ranks shows a strong rejection of $\mathrm{H}_{0}$ :

| Source | df | SS | MS | F | p-value |
| :--- | :---: | ---: | :---: | :---: | :---: |
| Rock type | 3 | 38665 | 12888 | 4.02 | 0.008 |
| Error | $\underline{196}$ | $\underline{627851}$ | 3203 |  |  |
| Total | 199 | 666515 |  |  |  |

The four group mean ranks are :

$$
\begin{array}{llll}
\bar{R} \text { [dolomite] } & =\bar{R} \\
\overline{\mathrm{~d}}=124.11 & & \bar{R} \text { [limestone] } & =\bar{R}_{1}=94.67 \\
\bar{R} \text { [siliciclastic] } & =\bar{R}_{\mathrm{S}}=95.06 & & \bar{R} \text { [metamorphic] } \\
=\bar{R}_{\mathrm{m}}=88.16
\end{array}
$$

The least significant range LSR for a Tukey's test on data ranks is computed as:

$$
\begin{aligned}
\mathrm{LSR} & =\mathrm{q}_{(0.95,4,196)} \cdot \sqrt{3203 / 50} \cong \mathrm{q}_{(0.95,4, \infty)} \cdot \sqrt{3203 / 50}=3.63 \cdot 8.00 \\
& =29.06
\end{aligned}
$$

Pairs of group mean ranks which are at least 29.06 units apart are significantly different. Therefore (within 0.01) $\quad \bar{R}_{\mathrm{d}}>\bar{R}_{\mathrm{S}}=\bar{R}_{1}=\bar{R}_{\mathrm{m}}$.

To compute the MSKW test, the first step is merely the Kruskal-Wallis test on the four groups. The overall mean rank $\bar{R}$ equals 100.5 . Then

$$
\mathrm{K}=11.54 \quad \chi_{0.95,(3)}^{2}=7.815 \mathrm{p}=0.009 \text { so, reject equality of group medians. }
$$

Proceeding, new Kruskal-Wallis tests are performed between the two sets of three contiguous treatment groups: $\quad \bar{R}_{\text {d vs. }} \bar{R}_{1}$ vs. $\bar{R}_{\mathrm{s}}$ and $\quad \bar{R}_{1 \text { vs. }} \bar{R}_{\mathrm{S}}$ vs. $\bar{R}_{\mathrm{m}}$. This requires that the data all be re-ranked each time. Their respective test statistics are denoted $\mathrm{K}_{\mathrm{dls}}$ and $\mathrm{K}_{1 \mathrm{sm}}$. The significance level is as in REGWQ, so for $(k-1)=3$ groups, $\alpha_{p}=\alpha=0.05$.

$$
\begin{array}{lll}
\mathrm{K}_{\mathrm{dls}}=8.95 & \chi_{0.95,(2)}^{2}=5.99 & \mathrm{p}=0.012
\end{array} \quad \text { so, reject equality of group medians. }
$$

Finally, the $\mathrm{k}-2=2$ group comparisons are performed. There is no need to do these for the limestone versus siliciclastic and siliciclastic versus metamorphic comparisons, as the 3-group Kruskal-Wallis test found no differences among those group medians. Therefore the only remaining 2 -group comparison is for dolomite versus limestone. The 2-group Kruskal-Wallis test is performed at a significance level of

$$
\begin{aligned}
& \alpha_{\mathrm{p}}=1-(0.95)^{2 / 4}=0.025 . \\
& \mathrm{K}_{\mathrm{dl}}=5.30 \quad \chi_{0.975,(1)}^{2}=5.02 \quad \mathrm{p}=0.021 \quad \text { so, reject equality of group medians. }
\end{aligned}
$$

The pattern is the same as for the other MCT's, median $_{\mathrm{d}}>$ medianl $_{\mathrm{l}}=$ median $_{\mathrm{S}}=$ median $_{\mathrm{m}}$.

### 7.5 Presentation of Results

Following the execution of the tests in this chapter, results should be protrayed in an easilyunderstandable manner. This is best done with figures. A good figure provides a visual confirmation of the outcome of the hypothesis test. Differences between groups are clearly portrayed. A poor figure gives the impression that the analyst has something to hide, and is hiding it effectively! The following sections provide a quick survey of good and bad figures for illustrating differences between three or more treatment groups.

### 7.5.1 Graphical Comparisons of Several Independent Groups

Perhaps the most common method used to report comparisons between groups is a table, and not a graph. Table 7.7a is the most common type of table in water resources, one which presents only the mean and standard deviations. As has been shown several times, the mean and standard deviation alone do not capture much of the important information necessary to compare groups, especially when the data are skewed. Table 7.7b provides much more information -- important percentiles such as the quartiles are listed as well.

Table 7.7a A simplistic table comparing the four groups of log specific capacity data

|  | Mean | Std.Dev. |
| :--- | ---: | :---: |
| Dolomite | 0.408 | 2.557 |
| Limestone | -0.688 | 2.360 |


| Siliciclastics | -0.758 | 1.407 |
| :--- | :--- | :--- |
| Metamorphic | -0.894 | 1.761 |

Table 7.7b A more complete table for the log specific capacity data

|  | N | Mean | Median | Std.Dev. | Min | Max | P25 | P75 |
| :--- | ---: | ---: | ---: | :---: | :---: | :---: | ---: | ---: |
| Dolomite | 50 | 0.408 | 0.542 | 2.557 | -4.605 | 5.298 | -1.332 | 2.264 |
| Limestone | 50 | -0.688 | -0.805 | 2.360 | -4.605 | 5.649 | -2.231 | 0.728 |
| Siliciclastics | 50 | -0.758 | -0.777 | 1.407 | -3.507 | 1.723 | -1.787 | 0.381 |
| Metamorphic | 50 | -0.894 | -1.222 | 1.761 | -3.912 | 4.317 | -2.060 | 0.178 |

However, neither table provides quick intuitive insight into the data structure. Neither sufficiently illustrates the differences between groups found by the hypothesis tests in example 4, or how they differ.

Histograms are commonly used to display the distribution of one or more data sets, and have been employed to attempt to illustrate differences between three or more groups of data. They are not usually successful. The many crossing lines, coupled with an artificial division of the data into categories, results in a cluttered and confusing graph. Figure 7.15 displays four overlapping histograms, one for each of the data groups. It is impossible to discern anything about the relative characteristics of any of the data groups from this figure. Overlapping histograms should be avoided unless one is purposefully trying to confuse the audience! In figure 7.16, side-by-side bar charts display the same information. This too is confusing and difficult to interpret. From the graph one could not easily say which group had the highest mean or median, much less anything about the groups' variability or skewness. Many business software packages allow speedy production of such useless graphs as these.

Figure 7.17 shows a quantile plot of the same four data groups. The quantile plot far exceeds the histogram and bar chart in clarity and information content. The dolomite group stands apart from the other three throughout most of its distribution, illustrating both the ANOVA and multiple comparison test results. An experienced analyst can look for differences in variability and skewness by looking at the slope and shapes of each group's line. A probability plot of the four groups would have much the same content, with the additional ability to look for departures from a straight line as a visual clue for non-normality.


Figure 7.15 Overlapping histograms fail to differentiate between four groups of data


Figure 7.16 Side-by-side bars fail to clearly differentiate between four groups of data

Compare figures 7.15 to 7.17 with boxplots of the log specific capacity data shown previously in figure 7.14. Boxplots clearly demonstrate the difference between the dolomite and other group medians. Variability is also documented by the box height, and skewness by the heights of the top and bottom box halves. See Chapter 2 for more detail on boxplots. Boxplots illustrate the results of the tests of this chapter more clearly than commonly-used alternate methods such as histograms.


Figure 7.17 Quantile plots differentiate between four groups of data

### 7.5.2 Presentation of Multiple Comparison Tests

Suppose a multiple comparison test resulted in the following:

$$
\begin{array}{lll}
\bar{y}_{1}=\bar{y}_{2} & \bar{y}_{1} \neq \bar{y}_{3} & \bar{y}_{1} \neq \bar{y}_{4} \\
\bar{y}_{2}=\bar{y}_{3} & \bar{y}_{2} \neq \bar{y}_{4} & \\
\bar{y}_{3}=\bar{y}_{4} & & (=: \text { not significantly different }) \\
& &
\end{array}
$$

for four treatment groups having $\bar{y}_{1}>\bar{y}_{2}>\bar{y}_{3}>\bar{y}_{4}$.
The results are often presented in one of the two following formats:

1. Letters

| $\bar{y}_{1}$ | $\bar{y}_{2}$ | $\bar{y}_{3}$ | $\bar{y}_{4}$ |
| :---: | :---: | :---: | :---: |
| A | AB | BC | C |

Treatment group means are ordered, and those having the same letter underneath them are not significantly different. The convenience of this presentation format is that letters can easily be
positioned somewhere within side-by-side boxplots, illustrating the results of a MCT as well as the overall test for equality of all means or medians (see figure 7.18).


MCT results: Boxes with same letter are not significantly different.

Figure 7.18 Boxplots with letters showing the results of a MCT.
2. Lines

| $\bar{y}_{1}$ | $\bar{y}_{2}$ | $\bar{y}_{3}$ | $\bar{y}_{4}$ |
| :--- | :--- | :--- | :--- |

In this presentation format, group means connected by a single unbroken line are not significantly different. This format is suited for inclusion in a table listing group means or medians.

A third method is somewhat more visual:
3. Shaded Boxes


These shaded boxes can be thought of as thick versions of the lines presented above. Group means with boxes shaded along the same row are not significantly different. Shaded boxes allow group means to be ordered by something other than mean or median value. For example, the order of stations going upstream to downstream might be $3,1,2,4$. Boxes put in that order show a significant increase in concentration between 3 and 1 and a significant drop off again between 2 and 4 . So in addition to displaying multiple comparison test results, the shaded boxes below also illustrate the pattern of concentration levels of the data.


Figure 7.19 Shaded boxes for illustration of a multiple comparison test.
Station means not significantly different have boxes shaded within the same row.

## Exercises

7.1 Discharge from pulp liquor waste may have contaminated shallow groundwater with caustic, high pH effluent (Robertson, et al., 1984). Determine whether the pH of samples taken from three sets of piezometers are all identical -- one piezometer group is known to be uncontaminated. If not, which groups are different from others? Which are contaminated?

|  | pH of samples taken from piezometer groups |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| BP-1 | 7.0 | 7.2 | 7.5 | 7.7 | 8.7 | 7.8 |
| BP-2 | 6.3 | 6.9 | 7.0 | 6.4 | 6.8 | 6.7 |
| BP-9 | 8.4 | 7.6 | 7.5 | 7.4 | 9.3 | 9.0 |

7.2 In addition to the waters from granitic terrain given in Exercise 2.3, Feth et al. (1964) measured chloride concentrations of ephemeral springs. These additional data are listed below (use the zero value as is). Test whether concentrations in the three groups are all identical. If not, which differ from others?

Chloride concentration, in $\mathrm{mg} / \mathrm{L}$

| Ephemeral Springs | 0.0 | 0.9 | 0.1 | 0.1 | 0.5 | 0.2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 0.3 | 0.2 | 0.1 | 2.0 | 1.8 | 0.1 |
|  | 0.6 | 0.2 | 0.4 |  |  |  |

7.3 The number of Corbicula (bottom fauna) per square meter for a site on the Tennessee River was presented by Jensen (1973). The data are found in Appendix C8. Perform a median polish for the data of strata 1. Graph the polished estimates of year and seasonal effects. Is any transformation suggested by the residuals?
7.4 Test the Corbicula data of strata 1 to determine whether season and year are significant determinants of the number of organisms.
7.5 Test for significant differences in the density of Corbicula between seasons and strata for the 1969 data.

## Chapter 8

## Correlation

Concentrations of atrazine and nitrate in shallow groundwaters are measured in wells over a several county area. For each sample, the concentration of one is plotted versus the concentration of the other. As atrazine concentrations increase, so do nitrate. How might the strength of this association be measured and summarized?

Streams draining the Sierra Nevada mountains in California usually receive less precipitation in November than in other months. Has the amount of November precipitation significantly changed over the last 70 years, showing a gradual change in the climate of the area? How might this be tested?

The above situations require a measure of the strength of association between two continuous variables, such as between two chemical concentrations, or between amount of precipitation and time. How do they co-vary? One class of measures are called correlation coefficients, three of which are discussed in this chapter. Also discussed is how the significance of that association can be tested for, to determine whether the observed pattern differs from what is expected due entirely to chance. For measurements of correlation between grouped (non-continuous) variables, see Chapter 14.

Whenever a correlation coefficient is calculated, the data should be plotted on a scatterplot. No single numerical measure can substitute for the visual insight gained from a plot. Many different patterns can produce the same correlation coefficient, and similar strengths of relationships can produce differing coefficients, depending on the curvature of the relationship. In Chapter 2, figure 2.1 presented eight plots all with a linear correlation coefficient of 0.70 . Yet the data were radically different! Never compute correlation coefficients and assume the data look like those in h of figure 2.1.

### 8.1 Characteristics of Correlation Coefficients

Correlation coefficients measure of the strength of association between two continuous variables. Of interest is whether one variable generally increases as the second increases, whether it decreases as the second increases, or whether their patterns of variation are totally unrelated. Correlation measures observed co-variation. It does not provide evidence for causal relationship between the two variables. One may cause the other, as precipitation causes runoff. They may also be correlated because both share the same cause, such as two solutes measured at a variety of times or a variety of locations. (Both are caused by variations in the source of the water). Evidence for causation must come from outside the statistical analysis -- from the knowledge of the processes involved.

Measures of correlation (here designated in general as $\rho$ ) have the characteristic of being dimensionless and scaled to lie in the range $-1 \leq \rho \leq 1$. When there is no correlation between two variables, $\rho=0$. When one variable increases as the second increases, $\rho$ is positive. When they vary in opposite directions, $\rho$ is negative. The significance of the correlation is evaluated using a hypothesis test:
$H_{0}: \rho=0$ versus $H_{1}: \rho \neq 0$.
When one variable is a measure of time or location, correlation becomes a test for temporal or spatial trend.

### 8.1.1 Monotonic Versus Linear Correlation

Data may be correlated in either a linear or nonlinear fashion. When y generally increases or decreases as $x$ increases, the two variables are said to possess a monotonic correlation. This correlation may be nonlinear, with exponential patterns, piecewise linear patterns, or patterns similar to power functions when both variables are non-negative. Figure 8.1 illustrates a nonlinear monotonic association between two variables -- as x increases, y generally increases by an ever-increasing rate. This nonlinearity is evidence that a measure of linear correlation would be inappropriate. The strength of a linear measure will be diluted by nonlinearity, resulting in a lower correlation coefficient and less significance than a linear relationship having the same amount of scatter.

Three measures of correlation are in common use -- Kendall's tau, Spearman's rho, and Pearson's $r$. The first two are based on ranks, and measure all monotonic relationships such as that in figure 8.1. They are also resistant to effects of outliers. The more commonly-used Pearson's $r$ is a measure of linear correlation (figure 8.2), one specific type of monotonic correlation. None of the measures will detect nonmonotonic relationships, where the pattern doubles back on itself, like that in figure 8.3.


Figure 8.1 Monotonic (nonlinear) correlation between x and y .


Figure 8.2 Linear correlation between X and Y .


Figure 8.3 Non-monotonic relationship between X and Y .

### 8.2 Kendall's Tau

Tau (Kendall, 1938 and Kendall, 1975) measures the strength of the monotonic relationship between $x$ and $y$. Tau is a rank-based procedure and is therefore resistant to the effect of a small number of unusual values. It is well-suited for variables which exhibit skewness around the general relationship.

Because tau ( $\tau$ ) depends only on the ranks of the data and not the values themselves, it can be implemented even in cases where some of the data are censored, such as concentrations known only as less than the reporting limit. This is an important feature of the test for applications to water resources. See Chapter 13 for more detail on analysis of censored data.

Tau will generally be lower than values of the traditional correlation coefficient $r$ for linear associations of the same strength (figure 8.2). "Strong" linear correlations of 0.9 or above correspond to tau values of about 0.7 or above. These lower values do not mean that tau is less sensitive than $r$, but simply that a different scale of correlation is being used. Tau is easy to compute by hand, resistant to outliers, and measures all monotonic correlations (linear and nonlinear). Its large sample approximation produces p -values very near exact values, even for small sample sizes. As it is a rank correlation method, tau is invariant to monotonic power transformations of one or both variables. For example, $\tau$ for the correlation of $\log (y)$ versus $\log (\mathrm{x})$ will be identical to that of y versus $\log (\mathrm{x})$, and of y versus x .

### 8.2.1 Computation

Tau is most easily computed by first ordering all data pairs by increasing x . If a positive correlation exists, the y's will increase more often than decrease as x increases. For a negative correlation, the y's will decrease more often than increase. If no correlation exists, the y's will increase and decrease about the same number of times.

A two-sided test for correlation will evaluate the following equivalent statements for the null hypothesis $\mathrm{H}_{0}$, as compared to the alternate hypothesis $\mathrm{H}_{1}$ :
$\mathrm{H}_{0}$ : a) no correlation exists between x and $\mathrm{y}(\tau=0)$, or
b) x and y are independent, or
c) the distribution of $y$ does not depend on $x$, or
d) $\operatorname{Prob}\left(y_{i}<y_{j}\right.$ for $\left.i<j\right)=1 / 2$.
$H_{1}: \quad$ a) $\quad x$ and $y$ are correlated $(\tau \neq 0)$, or
b) x and y are dependent, or
c) the distribution of $y$ (percentiles, etc.) depends on $x$, or
d) $\operatorname{Prob}\left(y_{i}<y_{j}\right.$ for $\left.i<j\right) \neq 1 / 2$.

The test statistic $S$ measures the monotonic dependence of y on x . Kendall's S is calculated by subtracting the number of "discordant pairs" M, the number of ( $x, y$ ) pairs where $y$ decreases as $x$ increases, from the number of "concordant pairs" $P$, the number of ( $x, y$ ) pairs where $y$ increases with increasing x :

$$
\begin{equation*}
\mathrm{S}=\mathrm{P}-\mathrm{M} \tag{8.1}
\end{equation*}
$$

where $\mathrm{P}=$ "number of pluses", the number of times the y 's increase as the x 's increase, or the number of $y_{i}<y_{j}$ for all $i<j$,
$\mathrm{M}=$ "number of minuses," the number of times the y 's decrease as the x's increase, or the number of $y_{i}>y_{j}$ for $i<j$.
for all $i=1, \ldots .(n-1)$ and $j=(i+1), \ldots . . n$.
Note that there are $n(n-1) / 2$ possible comparisons to be made among the $n$ data pairs. If all $y$ values increased along with the x values, $\mathrm{S}=\mathrm{n}(\mathrm{n}-1) / 2$. In this situation, the correlation coefficient $\tau$ should equal +1 . When all $y$ values decrease with increasing $\mathrm{x}, \mathrm{S}=-\mathrm{n}(\mathrm{n}-1) / 2$ and $\tau$ should equal -1 . Therefore dividing $S$ by $n(n-1) / 2$ will give a value always falling between -1 and +1 . This then is the definition of $\tau$, measuring the strength of the monotonic association between two variables:

Kendall's tau correlation coefficient

$$
\begin{equation*}
\tau=\frac{S}{n(n-1) / 2} \tag{8.2}
\end{equation*}
$$

To test for significance of $\tau, \mathrm{S}$ is compared to what would be expected when the null hypothesis is true. If it is further from 0 than expected, $\mathrm{H}_{0}$ is rejected. For $\mathrm{n} \leq 10$ an exact test should be computed. The table of exact critical values is found in table B8 of the Appendix.

### 8.2.2 Large Sample Approximation

For $\mathrm{n}>10$ the test statistic can be modified to be closely approximated by a normal distribution. This large sample approximation $\mathrm{Z}_{\mathrm{S}}$ is the same form of approximation as used in Chapter 5 for the rank-sum test, where now

$$
\begin{aligned}
\mathrm{d} & =2 \quad(\mathrm{~S} \text { can vary only in jumps of } 2), \\
\mu_{\mathrm{S}} & =0, \text { and } \\
\sigma_{\mathrm{S}} & =\sqrt{(\mathrm{n} / 18) \cdot(\mathrm{n}-1) \cdot(2 \mathrm{n}+5)}
\end{aligned}
$$

$$
\mathrm{Z}_{\mathrm{S}}=\left\{\begin{array}{cc}
\frac{S-1}{\sigma_{S}} & \text { if } S>0  \tag{8.3}\\
0 & \text { if } S=0 \\
\frac{S+1}{\sigma_{S}} & \text { if } S<0
\end{array}\right.
$$

The null hypothesis is rejected at significance level $\alpha$ if $\left|Z_{S}\right|>Z_{\text {crit }}$ where $Z_{\text {crit }}$ is the value of the standard normal distribution with a probability of exceedance of $\alpha / 2$. In the case where some of the x and/or y values are tied the formula for $\sigma_{\mathrm{S}}$ must be modified, as discussed in the next section.

Example 1: 10 pairs of x and y are given below, ordered by increasing x :


Figure 8.4 Example 1 data showing one outlier present.
To compute S , first compare $\mathrm{y}_{1}=1.22$ with all subsequent $\mathrm{y}^{\prime} \mathrm{s}\left(y_{j}, \mathrm{j}>1\right)$.

$$
\begin{array}{lr}
2.20>1.22, & \text { so score a }+ \\
4.80>1.22, & \text { score a }+ \\
1.28>1.22, & \text { score a }+ \\
1.97>1.22, & \text { score a }+ \text { etc. }
\end{array}
$$

All subsequent y's are larger, so there are $9+$ 's for $\mathrm{i}=1$.
Move on to $\mathrm{i}=2$, and compare $\mathrm{y} 2=2.20$ to all subsequent y 's.

$$
\begin{array}{lr}
4.80>2.20, & \text { so score } a+ \\
1.28<2.20, & \text { score } a- \\
1.97<2.20, & \text { score } a- \\
1.46<2.20, & \text { score } a-\text { etc. }
\end{array}
$$

There are $5+$ 's and $3-$ 's for $\mathrm{i}=2$. Continue in this way, until the final comparison of $\mathrm{y}_{\mathrm{n}}-1=$ 4.84 to $\mathrm{y}_{\mathrm{n}}$. It is convenient to write all +'s and -'s below their respective $\mathrm{y}_{\mathrm{i}}$, as below:

| $\mathrm{y}_{\mathrm{i}}$ | 1.22 | 2.20 | 4.80 | 1.28 | 1.97 | 1.46 | 2.64 | 2.34 | 4.84 | 2.96 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | + | + | - | + | - | + | - | + | - |  |
|  | + | - | - | + | + | + | + | + |  |  |
|  | + | - | - | + | + | + | + |  |  |  |
|  | + | - | - | + | + | + |  |  |  |  |
|  | + | + | - | + | + |  |  |  |  |  |
|  | + | + | + | + |  |  |  |  |  |  |
|  | + | + | - |  |  |  |  |  |  |  |
|  | + | + |  |  |  |  |  |  |  |  |
|  | + |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |

In total there are $33+$ 's $(\mathrm{P}=33)$ and 12 -'s $(\mathrm{M}=12)$. Therefore $\mathrm{S}=33-12=21$.
There are $10 \cdot 9 / 2=45$ possible comparisons, so $\tau=21 / 45=0.47$.
Turning to table B8, for $\mathrm{n}=10$ and $\mathrm{S}=21$, the exact p -value is $2 \bullet 0.036=0.072$.
The large sample approximation is

$$
\begin{aligned}
\mathrm{Z}_{\mathrm{S}} & =(21-1) / \sqrt{(10 / 18) \cdot(10-1) \cdot(20+5)} \\
& =20 /(11.18)=1.79 .
\end{aligned}
$$

From a table of the normal distribution, the 1 -sided quantile for $1.79=0.963$
so that $\mathrm{p} \cong 2 \cdot(1-.963)=0.074$

### 8.2.3 Correction for Ties

To compute $\tau$ when ties are present, tied values of either $\mathbf{x}$ or $\mathbf{y}$ produce a 0 rather than + or - . Ties do not contribute to either P or M . S and $\tau$ are computed exactly as before. An adjustment is required for the large sample approximation $\mathrm{Z}_{\mathrm{S}}$, however, by correcting the $\sigma_{\mathrm{S}}$ formula.

In order to compute $\sigma_{S}$ in the presence of ties, both the number of ties and the number of values involved in each tie must be counted. Consider for example a water quality data set (in units of $\mu \mathrm{g} / \mathrm{L}$ ) of 17 values ( $\mathrm{n}=17$ ) shown here in ascending order.

$$
<1,<1,<1,<1,<1,2,2,2,3,5,5,7,9,10,10,14,18
$$

There are a total of 4 tied groups in the data set. The largest tied group in the data set is of 5 values (tied at $<1 \mu \mathrm{~g} / \mathrm{L}$ ), there are no tied groups of 4, there is 1 tied group of 3 (at $2 \mu \mathrm{~g} / \mathrm{L}$ ), and there are 2 tied groups of 2 (at 5 and $10 \mu \mathrm{~g} / \mathrm{L}$ ). For completeness note that there are 5 "ties" of extent 1 (untied values at $3,7,9,14$, and $18 \mu \mathrm{~g} / \mathrm{L}$ ). These appropriately never add to the
correction because ( $\mathrm{i}-1$ ) always equals zero. Kendall (1975) defined the variable $\mathrm{t}_{\mathrm{i}}$ as the number of ties of extent i. For this data set $t_{5}=1$ ( 1 tie of extent 5 ), $\mathrm{t}_{4}=0$ (no ties of extent 4 ), $t_{3}=1(1$ tie of extent 3$), t_{2}=2(2$ ties of extent 2$)$ and $t_{1}=5(5$ "ties" of extent 1$)$. For $\mathrm{i}>5, \mathrm{t}_{\mathrm{i}}$ $=0$. Kendall's correction to $\sigma_{\mathrm{S}}$ in the presence of ties is:

$$
\begin{equation*}
\sigma_{S}=\sqrt{\frac{\left[n(n-1)(2 n+5)-\sum_{i=1}^{n} t_{i}(i)(i-1)(2 i+5)\right]}{18}} \tag{8.4}
\end{equation*}
$$

So for the example water quality data:

$$
\sigma_{\mathrm{S}}=\sqrt{[17 \cdot 16 \cdot 39-5 \cdot 1 \cdot 0 \cdot 7-2 \cdot 2 \cdot 1 \cdot 9-1 \cdot 3 \cdot 2 \cdot 11-1 \cdot 5 \cdot 4 \cdot 15] / 18}
$$

or $\sigma_{\mathrm{S}}=\sqrt{567}=23.81$. Notice that if the data set could have been measured with sufficient precision (including a lower detection limit) so that no ties existed, then $\sigma_{\mathrm{S}}=\sqrt{589.333}=24.28$. Thus the ties here represent a rather small loss of information.

## Example 2:

The example 1 data are modified to include ties, as follows:

| y | 1.22 | 2.20 | 4.80 | 1.28 | 1.97 | 1.97 | 2.64 | 2.34 | 4.84 | 2.96 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| x | 2 | 24 | 99 | 99 | 377 | 544 | 632 | 3452 | 6587 | 53,170 |

Using a 0 to denote a tie, the comparisons used to compute $\mathrm{P}, \mathrm{M}$, and S are:

| + | + | $0_{\mathrm{x}}$ | + | $0_{\mathrm{y}}$ | + | - | + | - |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| + | - | - | + | + | + | + | + |  |
| + | - | - | + | + | + | + |  |  |
| + | - | - | + | + | + |  |  |  |
| + | + | - | + | + |  |  |  | $0_{\mathrm{x}}:$ tie in x |
| + | + | + | + |  |  |  |  | $0_{\mathrm{y}}:$ tie in y |
| + | + | - |  |  |  |  |  |  |
| + | + |  |  |  |  |  |  |  |

In total there are $33+$ 's $(\mathrm{P}=33)$ and $10-\mathrm{s}(\mathrm{M}=10)$. Therefore $\mathrm{S}=33-10=23$, and $\tau=23 / 45=0.51$. The exact two-sided p-value from table B8 is $2 \bullet 0.023=0.046$. For the large sample approximation, there are 2 ties of extent 2 , so that

$$
\sigma_{\mathrm{S}}=\sqrt{[10 \cdot \bullet \cdot 25-2 \cdot 2 \cdot 1 \cdot 9] / 18}=\sqrt{123}=11.09
$$

whereas without the tie $\sigma_{\mathrm{S}}$ was 11.18. Computing Zs ,

$$
\begin{aligned}
\mathrm{Z}_{\mathrm{S}} & =(23-1) / \sqrt{123} \\
& =22 /(11.09)=1.98
\end{aligned}
$$

From a table of the normal distribution, the 1 -sided quantile for $1.98=0.976$ so that $\mathrm{p} \cong 2 \cdot(1-.976)=0.048$.

### 8.3 Spearman's Rho

Spearman's rho is an alternative rank correlation coefficient to Kendall's tau. Kendall's tau is related to the sign test -- all positive differences between data pairs are assigned a +1 without regard to the magnitude of those differences. With Spearman's rho, differences between data values ranked further apart are given more weight, similar to the signed-rank test. Rho is perhaps easiest to understand as the linear correlation coefficient computed on the ranks of the data. Thus rho can be computed as a rank transform method. Rho and tau use different scales to measure the same correlation, much like Centigrade and Fahrenheit measures of temperature. Though tau is generally lower than rho in magnitude, their p-values for significance should be quite similar when computed on the same data.

To compute rho, the data for the two variables are ranked independently among themselves. For the ranks of $\mathrm{x}\left(\mathrm{Rx}_{\mathrm{i}}\right)$ and ranks of $\mathrm{y}\left(\mathrm{Ryi}_{\mathrm{i}}\right)$, rho can be computed from the equation:

$$
\begin{equation*}
\text { rho }=\frac{\sum_{\mathrm{i}=1}^{\mathrm{n}}\left(R x_{\mathrm{i}} R y_{\mathrm{i}}\right)-n\left(\frac{n+1}{2}\right)^{2}}{n\left(n^{2}-1\right) / 12} \tag{8.5}
\end{equation*}
$$

where $(\mathrm{n}+1) / 2$ is the mean rank of both x and y . Ties in x or y are assigned average ranks. This equation can be derived from substituting $R x_{i}$ and $R y_{i}$ for $x_{i}$ and $y_{i}$ in equation 8.6 for Pearson's r , and simplifying. If there is a positive correlation, the higher ranks of x will be paired with the higher ranks of $y$, and their product will be large. For a negative correlation the higher ranks of x will be related to lower ranks of y , and their product will be small. When there is no correlation, there will be nothing other than a random pattern in the association between x and y ranks, and their product will be similar to the product of their average rank, the second term in the numerator of equation 8.5. Thus rho will be close to zero.

Bhattacharyya and Johnson (1977) present the exact and large sample approximation versions of the hypothesis test for Spearman's rho. However, it is easiest to rank the two variables and compute the hypothesis test for Pearson's $r$-- the rank transform method. It is important to note that the large sample and rank approximations for tho do not fit the distribution of the test statistic well for small sample sizes ( $\mathrm{n}<20$ ), in contrast to Kendall's tau. This is one reason tau is often preferred over rho.

## Example 1, continued

For the example 1 data, the data ranks are

| Ry | 1 | 5 | 9 | 2 | 4 | 3 | 7 | 6 | 10 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rx | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |

Solving for rho, multiplying the ranks above gives,

$$
\begin{aligned}
& \left(\mathrm{Rx}_{\mathrm{i}} \cdot \mathrm{Ryi}_{\mathrm{i}}\right) \left\lvert\, \begin{array}{lllllllllll}
1 & 10 & 27 & 8 & 20 & 18 & 49 & 48 & 90 & 80, & \Sigma=351
\end{array}\right. \\
& \text { Rho }=\frac{351-10(5.5)^{2}}{1099 / 12}=\frac{48.5}{82.5} \\
& =0.588 \text {, exact } \mathrm{p} \text {-value }=0.04 \text { from table } 13 \text { of Bhattacharyya and Johnson (1977). }
\end{aligned}
$$

The approximate significance test for Pearson's $r$ on the data ranks (as described in the next section) has a p-value $=0.074$, not too close to the exact value. Whenever using Spearman's rho for sample sizes less than 20 , exact p -values should be used.

### 8.4 Pearson's r

The most commonly-used measure of correlation is Pearson's r. It is also called the linear correlation coefficient because r measures the linear association between two variables. If the data lie exactly along a straight line with positive slope, then $r=1$. This assumption of linearity makes inspection of a plot even more important for $r$ than for tho or tau because a nonsignificant value of r may be due to curvature or outliers as well as to independence. As in figure 8.1, x and y may be strongly related in a nonlinear fashion, while the resulting r may be small and insignificantly different from zero.

Pearson's $r$ is not as resistant to outliers as was tau and rho because it is computed using nonresistant measures -- means and standard deviations. It assumes that the data follow a bivariate normal distribution. With this distribution, not only do the individual variables x and y follow a normal distribution, but their joint variation also follows a specified pattern. This assumption rules out the use of r when the data have increasing variance, as in figure 8.1. Skewed variables often demonstrate outliers and increasing variance. Thus $r$ is often not useful for describing the correlation between untransformed hydrologic variables.

Pearson's $r$ is invariant to scale changes, as in converting streamflows in cubic feet per second into cubic meters per second, etc. This dimensionless property is obtained by standardizing, dividing the distance from the mean by the sample standard deviation, as shown in the formula for r , below.

$$
\begin{equation*}
\mathrm{r}=\frac{1}{n-1} \sum_{\mathrm{i}=1}^{\mathrm{n}}\left(\frac{x_{\mathrm{i}}-\bar{x}}{s_{\mathrm{x}}}\right)\left(\frac{y_{\mathrm{i}}-\bar{y}}{s_{\mathrm{y}}}\right) \tag{8.6}
\end{equation*}
$$

The significance of r can be tested by determining whether r differs from zero. The test statistic $\mathrm{t}_{\mathrm{r}}$ is computed by equation 8.7, and compared to a table of the t distribution with $\mathrm{n}-2$ degrees of freedom.

$$
\begin{equation*}
\mathrm{t}_{\mathrm{r}}=\frac{r \sqrt{n-2}}{\sqrt{1-r^{2}}} \tag{8.7}
\end{equation*}
$$

## Example 1, continued

For the example 1 data, means and standard deviations are:

|  | $\frac{\mathrm{x}}{}$ |  |
| :---: | ---: | :---: |
| mean | 6508.6 |  |
| s | 16531.6 | 1.31 |

Then $\quad \mathrm{r}=\frac{1}{9} \sum_{\mathrm{i}=1}^{9}\left(\frac{x_{\mathrm{i}}-6508.6}{16531.6}\right)\left(\frac{y_{i}-2.57}{1.31}\right)=0.174$

To test for whether r is significantly different from zero, and therefore y is linearly dependent on x ,

$$
\mathrm{t}_{\mathrm{r}}=\frac{0.174 \sqrt{8}}{\sqrt{1-(0.174)^{2}}}=0.508
$$

with a p-value of 0.63 from a table of the $t$-distribution. Therefore $\mathrm{H}_{0}: r=0$ is not rejected, and $y$ is not linearly dependent (or related) to x as measured by r . This differs from the results using rho and tau, whose p-values of 0.04 and 0.07 respectively did indicate an association between y and x . Figure 8.4 provides an intuitive explanation of why r differs from tho and $\mathrm{tau}-\mathrm{r}$ is strongly affected by the one outlying observation, even though the overall trend is a linear one.

## Exercises

8.1 Are uranium concentrations correlated with total dissolved solids in the following groundwater samples? If so, describe the strength of the relationship.

| Uranium conc. $\qquad$ in ppb | TDS, in mg/L | Uranium conc. $\qquad$ in ppb | TDS, in mg/L |
| :---: | :---: | :---: | :---: |
| 682.65 | 0.9315 | 1240.81 | 6.8559 |
| 819.12 | 1.9380 | 538.35 | 0.4806 |
| 303.76 | 0.2919 | 607.75 | 1.1452 |
| 1151.40 | 11.9042 | 705.89 | 6.0876 |
| 582.42 | 1.5674 | 1290.57 | 10.8823 |
| 1043.39 | 2.0623 | 526.09 | 0.1473 |
| 634.84 | 3.8858 | 784.68 | 2.6741 |
| 1087.25 | 0.9772 | 953.14 | 3.0918 |
| 1123.51 | 1.9354 | 1149.31 | 0.7592 |
| 688.09 | 0.4367 | 1074.22 | 3.7101 |
| 1174.54 | 10.1142 | 1116.59 | 7.2446 |
| 599.50 | 0.7551 |  |  |

8.2 Compute the other two correlation coefficients not chosen in Exercise 8.1. Are all coefficients equally appropriate?
8.3 For the data on Corbicula densities in the Tennesse River found in Appendix C8, compute Kendall's tau for all pairs of data in the same strata and season, but one year apart. Is this correlation significant? How should this result be interpreted?

## Chapter 9

## Simple Linear Regression

The relationship between two continuous variables, sediment concentration and stream discharge, is to be investigated. Of interest is the quantification of this relation into a model form for use as a predictive tool during days in which discharge was measured but sediment concentration was not. Some measure of the significance of the relationship is desired so that the analyst can be assured that it is in fact composed of more than just background noise. A measure of the quality of the fit is also desired.

Sediment concentrations in an urban river are investigated to determine if installation of detention ponds throughout the city have decreased instream concentrations. Linear regression is first performed between sediment concentration and river discharge to remove the variation in concentrations which are due to flow variations. After subtracting this linear relation from the data, the residual variation before versus after the installation of ponds can be compared to determine their effect.

Regression of sediment concentration versus stream discharge is performed to obtain the slope coefficient for the relationship. This coefficient is tested to see if it is significantly different than a value obtained 5 years before using a rainfall-runoff model of the basin.

The above examples all perform a linear regression between the same two variables, sediment concentration and water discharge, but for three different objectives. Regression is commonly used for at least these three objectives. This chapter will present the assumptions, computation and applications of linear regression, as well as its limitations and common misapplications by the water resources community.

Ordinary Least Squares (OLS), commonly referred to as linear regression, is a very important tool for the statistical analysis of water resources data. It is used to describe the covariation between some variable of interest and one or more other variables. Regression is performed to

1) learn something about the relationship between the two variables, or
2) remove a portion of the variation in one variable (a portion that is not of interest) in order to gain a better understanding of some other, more interesting, portion of the variation, or
3) estimate or predict values of one variable based on knowledge of another variable, for which more data are available.

This chapter deals with the relationship between one continuous variable of interest, called the response variable, and one other variable -- the explanatory variable. The name "simple linear regression" is applied because one explanatory variable is the simplest case of regression models. The case of multiple explanatory variables is dealt with in Chapter 11 -- multiple regression.

### 9.1 The Linear Regression Model

The model for simple linear regression is:

$$
y_{i}=\beta_{0}+\beta_{1} x_{i}+\varepsilon_{i} \quad i=1,2, \ldots, n
$$

where
$y_{i} \quad$ is the ith observation of the response (or dependent) variable
$\mathrm{x}_{\mathrm{i}} \quad$ is the ith observation of the explanatory (or independent) variable
$\beta_{0} \quad$ is the intercept
$\beta_{1} \quad$ is the slope
$\varepsilon_{i} \quad$ is the random error or residual for the ith observation, and
$n \quad$ is the sample size.

The error around the linear model $\varepsilon_{i}$ is a random variable. That is, its magnitude is not controlled by the analyst, but arises from the natural variability inherent in the system. $\varepsilon_{i}$ has a mean of zero, and a constant variance $\sigma^{2}$ which does not depend on x. Due to the latter, $\varepsilon_{i}$ is independent of $\mathrm{x}_{\mathrm{i}}$.

Regression is performed by estimating the unknown true intercept and slope $\beta_{0}$ and $\beta_{1}$ with $b_{0}$ and $b_{1}$, estimates derived from the data. As an example, in figure 9.1 the true linear relationship between an explanatory variable x and the response variable y is represented by a solid line. Around the line are 10 observed data points which result from that relationship plus the random error $\varepsilon_{i}$ inherent in the natural system and the process of measurement. In practice the true line
is never known -- instead the analyst measures the 10 data points and estimates a linear relationship from those points. The OLS estimate developed from the 10 measurements is shown as the dashed line in figure 9.2.


Figure 9.1 True linear relation between x and y , and 10 resultant measurements.


Figure 9.2 True and estimated linear relation between x and y .

If 10 new data points resulting from the same true (solid line) relationship are measured and their OLS line computed, slightly different estimates of $b_{0}$ and $b_{1}$ result. If the process is repeated several times, the results will look like figure 9.3. Some of the line estimates will fall closer to the true linear relationship than others. Therefore a regression line should always be considered as a sample estimate of the true, unknown linear relationship.


Figure 9.3 True and several estimated linear relations between x and y .
Another way of describing the linear regression model is as an estimate of the mean of $y$, given some particular value for x . This is called a conditional distribution. If x takes on the value $\mathrm{x}_{0}$, then $y$ has a conditional mean of $\beta_{0}+\beta_{1} x_{0}$ and conditional variance $\sigma^{2}$. The mean is "conditioned", or depends on, that particular value of $x$. It is the value expected for $y$ given that x equals $\mathrm{x}_{0}$. Therefore:
$\begin{array}{lll}\text { the "expected value" of } y \text { given } x_{0} & E\left[y \mid x_{0}\right] & =\beta_{0}+\beta_{1} x_{0} \\ \text { the variance of } y \text { given } x_{0} & \text { Var }\left[y \mid x_{0}\right] & =\sigma^{2}\end{array}$

$$
\operatorname{Var}\left[y \mid x_{0}\right]=\sigma^{2}
$$

### 9.1.1 Assumptions of Linear Regression

There are five assumptions associated with linear regression. These are listed in table 9.1. The necessity of satisfying them is determined by the purpose to be made of the regression equation. Table 9.1 indicates for which purposes each is needed.

| Purpose |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Assumption | Predict y given x | Predict y and a variance for the prediction | Obtain best linear unbiased estimator of y | Test hypotheses, estimate confidence or prediction intervals |
| (1) <br> Model form is correct: y is linearly related to $x$ | + | + | + | + |
| (2) <br> Data used to fit the model are representative of data of interest. | + | + | + | + |
| (3) <br> Variance of the residuals is constant (is homoscedastic). It does not depend on x or on anything else (e.g. time). |  | + | + | + |
| (4) <br> The residuals are independent. |  |  | + | + |
| (5) <br> The residuals are normally distributed. |  |  |  | + |

Table 9.1 Assumptions necessary for the purposes to which OLS is put. + : the assumption is required for that purpose.

The assumption of a normal distribution is involved only when testing hypotheses, requiring the residuals from the regression equation to be normally distributed. In this sense OLS is a parametric procedure. No assumptions are made concerning the distributions of either the explanatory or response variables. The most important hypothesis test in regression is whether the slope coefficient is significantly different from zero. Normality of residuals is required for this test, and should be checked by a boxplot or probability plot. The regression line, as a conditional mean, is sensitive to the presence of outliers in much the same way as a sample mean is sensitive to outliers.

### 9.2 Computations

Linear regression estimation is nothing more than a minimization problem. It can be stated as follows: find two numbers $b_{0}$ and $b_{1}$ such that
$\sum_{i=1}^{n}\left(y_{i}-y_{i}\right)^{2}$ is minimized, where $\hat{y}_{1}$ is the OLS estimate of y :

$$
\hat{y}_{i}=b_{0}+b_{1} x_{i} .
$$

This can be solved for $b_{0}$ and $b_{1}$ using calculus. The solution is referred to as the normal equations. From these come an extensive list of expressions used in regression:

Formula

$$
\bar{x}=\sum_{i=1}^{n} \frac{x_{i}}{n}
$$

$$
\bar{y}=\sum_{i=1}^{n} \frac{y i}{n}
$$

$$
\mathrm{SS}_{\mathrm{y}}=\sum_{i=1}^{n}\left(y_{i}-\bar{y}\right)^{2}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{yi}^{2}-\mathrm{n}(\bar{y})^{2}
$$

$$
\mathrm{SS}_{\mathrm{x}}=\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{x}_{\mathrm{i}}^{2}-\mathrm{n}(\bar{x})^{2}
$$

$$
\mathrm{S}_{\mathrm{xy}}=\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)=\sum_{\mathrm{i}=1}^{\mathrm{n}}\left(\mathrm{x}_{\mathrm{i}} \mathrm{y}_{\mathrm{i}}\right)-\mathrm{n} \bar{x} \bar{y}
$$

$$
\mathrm{b}_{1}=\mathrm{S}_{\mathrm{xy}} / \mathrm{SS}_{\mathrm{x}}
$$

$$
\mathrm{b}_{0}=\bar{y}-\mathrm{b}_{1} \bar{x}
$$

$$
\hat{\mathrm{y}}_{\mathrm{i}}=\mathrm{b}_{0}+\mathrm{b}_{1} \mathrm{x}_{\mathrm{i}}
$$

Name
mean x mean y
sums of squares $y=$ Total SS
sums of squares x sums of x y cross products the estimate of $\beta_{1}$ (slope) the estimate of $\beta_{0}$ (intercept) the estimate of $y$ given $x_{i}$

## Formula

$$
e_{i}=y i-\hat{y}_{i}
$$

$$
\operatorname{SSE}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{e}_{\mathrm{i}}^{2}
$$

$$
\mathrm{s}^{2}=\left(\mathrm{SS}_{\mathrm{y}}-\mathrm{b}_{1} \mathrm{~S}_{\mathrm{xy}}\right) /(\mathrm{n}-2)
$$

$$
=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{e}_{\mathrm{i}}^{2} /(\mathrm{n}-2)
$$

$$
\mathrm{s}=\sqrt{\mathrm{s}^{2}}
$$

$$
\mathrm{SE}\left(\beta_{1}\right)=\mathrm{s} / \sqrt{\mathrm{SS}_{\mathrm{x}}}
$$

$$
\mathrm{SE}\left(\beta_{0}\right)=\mathrm{s} \sqrt{\frac{1}{n}+\frac{\bar{x}^{2}}{S S_{x}}}
$$

$$
\mathrm{r}=\mathrm{S}_{\mathrm{xy}} / \sqrt{S S_{x} S S_{y}}
$$

$$
=\mathrm{b}_{1} \sqrt{\mathrm{SS}_{\mathrm{x}} / \mathrm{SS}_{\mathrm{y}}}
$$

$$
\begin{aligned}
\mathrm{R}^{2} & =\left[\mathrm{SS}_{\mathrm{y}}-\mathrm{s}^{2}(\mathrm{n}-2)\right] / \mathrm{SS}_{\mathrm{y}} \\
& =1-\left(\mathrm{SSE} / \mathrm{SS}_{\mathrm{y}}\right) \\
& =\mathrm{r}^{2}
\end{aligned}
$$

## Name

the estimated residual for obs. i
error sum of squares

The estimate of $\sigma^{2}$, also called mean square error (MSE).
standard error of the regression or standard deviation of residuals
standard error of $\beta_{1}$
standard error of $\beta_{0}$
the correlation coefficient
coefficient of determination, or fraction of the variance explained by regression

### 9.2.1 Properties of Least Squares Solutions

1) If assumptions 1 through 4 are all met, then the estimators $b_{0}$ and $b_{1}$ are the minimum variance unbiased estimators of $\beta_{0}$ and $\beta_{1}$.
2) The mean of the residuals ( $\mathrm{e}_{\mathrm{i}}$ 's) is exactly zero.
3) The mean of the predictions ( $\hat{y}_{i}$ 's) equals the mean of the observed responses ( $y_{i}$ 's).
4) The regression line passes through the centroid of the data $(\bar{x}, \bar{y})$.
5) The variance of the predictions ( $\hat{y}_{i}^{\prime}$ 's) is less than the variance of the observed responses ( $y_{i}$ 's) unless $\mathrm{R}^{2}=1.0$.

### 9.3 Building a Good Regression Model

A common first step in performing regression is to plug the data into a statistics software package and evaluate the results using $R^{2}$. Values of $\mathrm{R}^{2}$ close to 1 are often incorrectly deemed an indicator of a good model. This is a dangerous, blind reliance on the computer software. An $R^{2}$ near 1 can result from a poor regression model; lower $R^{2}$ models may often be preferable. Instead of the above, performing the following steps in order will generally lead to a good regression model.

The following sections will use the total dissolved solids (TDS) concentrations from the Cuyahoga River at Independence, Ohio, 1974-1985 as an example data set. The data are found in Appendix C9. These concentrations will be related to stream discharge (Q).

1) First step -- PLOT THE DATA!

Plot y versus x and check for two things
1a) does the relationship look non-linear?
1b) does the variability of $y$ look markedly different for different levels of $x$ ?


Figure 9.4 Scatterplot of the Cuyahoga R. TDS data
If the problem is curvature only (1a), then try to identify a new x which is a better linear predictor (a transform of the original x or another variable altogether). When possible, use the
best physically-based argument in choosing the right x . It may be appropriate to resort to empirically selecting the x which works best (highest $\mathrm{R}^{2}$ ) from among a set of reasonable explanatory variables.

If the problem is non-constant variance, (also called heteroscedasticity, 1 b above) or both curvature and heteroscedasticity, then transforming $y$, or $x$ and $y$, may be called for. Mosteller and Tukey (1977) provided a guide to selecting power transformations using plots of $y$ versus $x$ called the "bulging rule". Going "up" the ladder of powers means $\theta>1$ ( $\mathrm{x}^{2}$, etc.) and "down" the ladder of powers means $\theta<1(\log x, 1 / x, \sqrt{x}$, etc.).


Figure 9.5 The bulging rule for transforming curvature to linearity.
(after Mosteller and Tukey, 1977).

The non-linearity of the TDS data is obvious from figure 9.4, and some type of transformation of the x variable (discharge, denoted Q ) is necessary. The base $10 \log$ of Q is chosen, as the plot has the shape of the lower left quadrant of the bulging rule, and so $\theta<1$. Figure 9.6 presents the TDS data versus the $\log$ of Q . Linearity is achieved. There is some hint of greater variance around the line at the lower Q's, but notice that there are also far more data at lower discharges. The range of values can be expected to be greater where there is more data, so non-constant variance is not proven. Therefore this transformation appears acceptable based on the first set of plots.
2) Having selected an appropriate $x$ and $y$, compute the least squares regression statistics, saving the values of the residuals for further examination. In the regression results, focus on these things:
2a) The coefficients, $\mathrm{b}_{0}$ and $\mathrm{b}_{1}$ : Are they reasonable in sign and magnitude? Do they lead to predictions of unreasonable values of $y$ for reasonable values of $x$ (e.g., negative flows or concentrations)?


Figure 9.6 Scatterplot with regression line after transformation of $x$

The Cuyahoga TDS data have the following regression results:

| TDS $=1125-242 \log 10$ | Q |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |
| $\mathrm{n}=80$ | $\mathrm{~s}=75.55$ | $\mathrm{R}^{2}=0.57$ | $\mathrm{SS}_{\mathrm{x}}=10.23$ |  |
| Parameter | $\underline{\text { Estimate }}$ | $\underline{\text { Std.Err }(\beta)}$ | $\frac{\mathrm{t} \text {-ratio }}{16.8}$ | $\frac{\mathrm{p}}{0.000}$ |
| $\underline{\text { Intercept } \beta_{0}}$ | 1125.5 | 66.9 | 16.8 | 0.000 |
| Slope $\beta_{1}$ | -241.6 | 23.6 | -10.2 | 0.0 |

Table 9.2 Regression statistics for the Cuyahoga TDS data

It appears reasonable that TDS concentrations should be diluted with increasing stream discharge, producing a negative slope. No negative concentrations result from reasonable values for Q at this site.

2b) The $R^{2}$ : Does the regression explain much variance? Is the amount of variance explained substantial enough to make it worthwhile to use the regression, given the risk that the form of the model is likely to be imperfect? There is no general rule for what is too low an $\mathrm{R}^{2}$ for a useful regression equation.

For the Cuyahoga data, $57 \%$ of the variance of total dissolved solids is explained by the effect of $\log \mathrm{Q}$.

2c) Look at the t-ratio (or t-statistics) on the two coefficients. These are the test statistics needed for testing the null hypothesis that the coefficient is equal to zero. In particular, look at the $t$-ratio on $\beta_{1}$. If $|t|>2$, reject $\beta_{1}=0$ at $\alpha=0.05$ for reasonably large sample sizes and therefore assert there is a statistically significant linear relationship between x and $y$. If the $t$-ratio is between -2 and +2 , the observed relationship is no stronger than what is likely to arise by chance alone in the absence of any real linear relationship. If this is the case one should go back to step 1 or give up on the use of regression with this data set. (The formalities of these hypothesis tests are given in a later section).
Both the intercept and slope of the TDS regression are significant at any reasonable $\alpha$, as shown by the large t -statistics and small p -values of table 9.2.
3) Examine adherence to the assumptions of regression using residuals plots. Three types of residuals plots will clearly present whether or not the regression model adheres sufficiently to the assumptions to be used.

3a) Residuals versus predicted (e vs. $\hat{y}$ ). Look for two possible problems: curvature and heteroscedasticity. These are exactly the same problems described in step 1. However, plotting residuals enhances the opportunity to see these problems as compared to plotting the original data. The solutions to the problems are the same. Figure 9.7 presents an example of a good residuals plot, one where the residuals show no curvature or changing variance. Figure 9.8, on the other hand, is a residuals plot which shows both curvature and changing variance, producing the typical "horn" pattern which is often correctable by taking the logarithms of $y$.

It is possible to read too much into these plots, however. Beware of "curvature" produced by a couple of odd points or of error variance seeming to both grow and shrink one or more times over the range of $\hat{y}$. Probably neither of these can or should be fixed by transformation but may indicate the need for the robust procedures of Chapter 10.

In figure 9.9, the residuals from the Cuyahoga TDS regression are plotted versus its predicted values. There is an indication of heteroscedasticity, though again there are more data for the larger predicted values. There also appears to be a bow in the data, from + to - and back to + residuals. Perhaps a transformation of the TDS concentrations are warranted, or the incorporation of additional variables into the regression equation.


Figure 9.7 Example of a residuals plot for a good regression model


Figure 9.8 Residuals plot showing curvature and changing variance.

## RESIDUALS PLOT FOR C vs $1 /\left(0.001^{*} \mathrm{Q}\right)$



Figure 9.9 Residuals plot of the Cuyahoga data.
3b) Residuals versus time (e vs. t). If there is any time or space order to the observations (relating to time of collection, time of measurement, or map location), plot the residuals versus time or season or time of day, or versus the appropriate 1- or 2-dimensional space coordinate to see if there is a pattern in the residuals. A good residuals pattern, one with no relation between residuals and time, will look similar to figure 9.7 -- random noise. If on the other hand structure in the pattern over time is evident, seasonality, long-term trend, or correlation in the residuals may be the cause. Trend or seasonality suggest adding a new term to the regression equation (see Chapter 12). Correlation between residuals over time or space require one of the remedies listed in section 9.5.4.

Correlation between residuals over time or space may not be evident from the $e_{i}$ versus $\hat{y}$ residuals plot (figure 9.10a), but will stand out on a plot of $e_{i}$ versus time (9.10b). The nonrandomness is evident in that positive residuals clump together, as do negative -- a positive correlation. Plotting the ith versus the (i-1)th residual shows this pattern more strongly ( 9.10 c ). If time or space are measured as categorical variables (month, etc.), plot boxplots of residuals by category and look for patterns of regularity. Where no differences occur between boxes, the time or space variable has no effect on the response variable.


Figure 9.10 a) Residual $e_{i}$ vs $\hat{y}$ plot shows no hint of correlation over time
b) Time series of residuals shows $e_{i}$ related to time
c) Correlation of $e_{i}$ vs. $e(i-1)$

In figure 9.11, boxplots of TDS residuals by month show a definite seasonality, with generally high residuals occurring in the winter months, low residuals in the summer, and unusually high values in September. Thus the regression equation will underpredict concentrations in the
winter and overpredict in the summer. This pattern may be due to washoff of road de-icing salts in the winter. The unknown cause of the September anomalies should be investigated further. To better mimic the seasonal variation, other explanatory variables must be added. This will be discussed in Chapter 12.


Figure 9.11 Residual of TDS concentrations by month. Note the seasonality.

3c) Normality of residuals. Examine the distribution of residuals using a boxplot, stem and leaf, histogram, or normal probability plot. If they depart very much from a normal distribution, then the various confidence intervals, prediction intervals, and tests described below will be inappropriate. Specifically,
(i) hypothesis tests will have low power (slopes or explanatory variables will falsely be declared insignificant), and
(ii) confidence or prediction intervals will be too wide, as well as giving a false impression of symmetry.

A boxplot of residuals from the TDS-logQ regression shown in figure 9.12 is mildly right-skewed, with several outliers present. A probability plot of the residuals (figure 9.13) shows a slight departure from normality. If these were the only problems, transformation of the $y$ variable might not be warranted. But combined with the
problems already noted above of curvature and heteroscedasticity, further work is required.


Figure 9.12 Boxplot of the TDS regression residuals
For further attempts to find an appropriate transformation of the Cuyahoga data, see problem 9.1 at the end of this chapter.


Figure 9.13 Probability plot of the TDS regression residuals

3d) Residuals versus other explanatory variables. To determine whether other explanatory variables should be included into a multiple regression model, boxplots of residuals by categorical explanatory variables or scatterplots versus continuous variables should be plotted. If something other than a random pattern occurs, that variable or one like it may be appropriate for adding to the regression equation. Figure 9.14 for example might result from plotting residuals from a regression of radon concentrations in water versus uranium content of rocks. using different symbols for wells and springs. The residuals for wells tend to be larger than those for springs, as also shown by the boxplots at the side. Incorporating an additional explanatory variable for "water source" into the
regression equation using the techniques of Chapter 11 explains more of the noise in the data, improving the model.


Figure 9.14 Residuals plotted by an additional explanatory variable.
4) Use the regression diagnostics of section 9.5 to ensure that one or two observations are not strongly influencing the values of the coefficients, and to determine the quality of predicted values. These diagnostics duplicate much of what can be seen with plots for a single explanatory variable, but become much more important when performing multiple regression.

### 9.4 Hypothesis Testing in Regression

### 9.4.1 Test for Whether the Slope Differs from Zero

The hypothesis test of greatest interest in regression is the test for a significant slope $\left(\beta_{1}\right)$.
Typically, the null hypothesis is

$$
\mathrm{H}_{0}: \beta_{1}=0
$$

versus the alternative hypothesis

$$
\mathrm{H}_{1}: \beta_{1} \neq 0 .
$$

The null hypothesis also states that the value of $y$ does not vary as a linear function of $x$. Thus for the case of a single explanatory variable this also tests for whether the regression model has statistical significance. A third interpretation is as a test for whether the linear correlation coefficient significantly differs from zero. The latter two interpretations are not applicable for
multiple explanatory variables. The test statistic computed is the $t$-ratio (the fitted coefficient divided by its standard error):

$$
\mathrm{t}=\frac{\mathrm{b}_{1}}{\mathrm{~s} / \sqrt{\mathrm{SS}_{\mathrm{x}}}}=\frac{\mathrm{r} \sqrt{\mathrm{n}-2}}{\sqrt{1-\mathrm{r}^{2}}}
$$

$H_{0}$ is rejected if $|t|>t_{\text {crit }}$, where $t_{\text {crit }}$ is the point on the Student's $t$ distribution with $n-2$ degrees of freedom, and with probability of exceedance of $\alpha / 2$.
Note that when $\quad \alpha=0.05$ and $\mathrm{n}>30 \quad \mathrm{t}_{\text {crit }} \cong 2.0$
and when $\quad \alpha=0.01$ and $n>30 \quad t_{\text {crit }} \cong 2.6$.

For the Cuyahoga TDS example the t -statistic for $\beta_{1}$ was much greater than 2 , and indeed was significant at the $\alpha=0.0001$ level. Therefore a strong linear correlation exists between TDS and $\log 10$ of Q .

This test for nonzero slope can also be generalized to testing the null hypothesis that $\beta_{1}=\beta_{1}{ }^{*}$ where $\beta_{1}{ }^{*}$ is some pre-specified value. For this test the statistic is defined as

$$
\mathrm{t}=\frac{\mathrm{b}_{1}-\mathrm{b}_{1}^{*}}{\mathrm{~s} / \sqrt{\mathrm{SS}_{\mathrm{x}}}}
$$

9.4.2 Test for Whether the Intercept Differs from Zero

Tests on the intercept $\mathrm{b}_{0}$ can also be computed. The test for

$$
\mathrm{H}_{0}: \mathrm{b}_{0}=0
$$

is usually the one of interest. The test statistic is

$$
\mathrm{t}=\frac{\mathrm{b}_{0}}{\mathrm{~s} \sqrt{\frac{1}{\mathrm{n}}+\frac{\mathrm{x}^{2}}{\mathrm{SS}_{\bar{x}}}}}
$$

$H_{0}$ is rejected if $|t|>t_{\text {crit }}$ where $t_{\text {crit }}$ is defined as in the previous test. From table 9.2 the intercept for the TDS data is seen to be highly significantly different from 0 .

It can be dangerous to delete the intercept term from a regression model. Even when the intercept is not significantly different from zero, there is little benefit to forcing it to equal zero, and potentially great harm in doing so. Regression statistics such as $R^{2}$ and the $t$-ratio for $\beta_{1}$ lose their usual meaning when the intercept term is dropped (set equal to zero). Recognition of a physical reason why y must be zero when x is zero is not a sufficient argument for setting $\mathrm{b}_{0}=$ 0 . Probably the only appropriate situation for fitting a no-intercept model is when all of the following conditions are met:

1) the $x$ data cover several orders of magnitude,
2) the relationship clearly looks linear from zero to the most extreme $x$ values,
3) the null hypothesis that $\beta_{0}=0$ is not rejected, and
4) there is some economic or scientific benefit to dropping the intercept.

### 9.4.3 Confidence Intervals on Parameters

Confidence intervals for the individual parameters $\beta_{0}, \beta_{1}$, and $\sigma^{2}$ indicate how well these can be estimated. The meaning of the $(1-\alpha) \bullet 100 \%$ confidence interval is that, in repeated collection of new data and subsequent regressions, the frequency with which the true parameter value would fall outside the confidence interval is $\alpha$. For example, $\alpha=0.05$ confidence intervals around the estimated slopes of the regression lines in figure 9.3 would include the true slope $95 \%$ of the time.

For the slope $\beta_{1}$ the confidence interval (C.I.) is

$$
\left(\mathrm{b}_{1}-\frac{\mathrm{ts}}{\sqrt{\mathrm{SS}_{\mathrm{x}}}}, \mathrm{~b}_{1}+\frac{\mathrm{ts}}{\sqrt{\mathrm{SS}_{\mathrm{x}}}}\right)
$$

where t is the point on the student's t -distribution having $\mathrm{n}-2$ degrees of freedom with a probability of exceedance of $\alpha / 2$.

For the intercept $\beta_{0}$ the C.I. is

$$
\left(b_{0}-t s \sqrt{\frac{1}{n}+\frac{\bar{x}^{2}}{S S_{x}}}, b_{0}+t s \sqrt{\frac{1}{n}+\frac{\bar{x}^{2}}{S S_{x}}}\right)
$$

where t is defined as above.

For the variance $\sigma^{2}$ (also called the mean square error MSE), the C.I. is

$$
\left(\frac{(n-2) s^{2}}{\chi_{1-a / 2}^{2}}, \frac{(n-2) s^{2}}{\chi_{a / 2}^{2}}\right)
$$

where $\chi^{2}{ }_{p}$ is the quantile of the chi-square distribution having $n-2$ degrees of freedom with exceedance probability of p .

As an example, the $95 \%$ confidence intervals for the Cuyahoga TDS data are:

$$
\begin{aligned}
& \text { For } \beta_{1}:\left(-241.6-\frac{1.99 \cdot 75.6}{\sqrt{10.23}},-241.6+\frac{1.99 \bullet 75.6}{\sqrt{10.23}}\right)=(-288.6,-194.6) \\
& \text { For } \beta_{0}:\left(1125.5-1.99 \bullet 75.6 \sqrt{\frac{1}{80}+\frac{2.81^{2}}{10.23}}, 1125.5+1.99 \bullet 75.6 \sqrt{\frac{1}{80}+\frac{2.81^{2}}{10.23}}\right) \\
& \quad=(991.8,1258.7)
\end{aligned}
$$

For $\sigma^{2}:\left(\frac{(78) 5708}{104.3}, \frac{(78) 5708}{55.5}\right)=(4269,8022)$

### 9.4.4 Confidence Intervals for the Mean Response

There is also a confidence interval for the conditional mean of $y$ given any value of $x$. If $x_{0}$ is a specified value of $x$, then the estimate of the expected value of $y$ at $x_{0}$ is
$\hat{y}=b_{0}+b_{1} x_{0}$, the value predicted from the regression equation. But there is some uncertainty to this, associated with the uncertainty for the true parameters $\beta_{0}$ and $\beta_{1}$. The ( $1-\alpha$ ) $\cdot 100 \%$ confidence interval for the mean y is then

$$
\left(\hat{y}-t s \sqrt{\frac{1}{n}+\frac{\left(x_{0}-\bar{x}\right)^{2}}{S S_{x}}}, \hat{y}+t s \sqrt{\frac{1}{n}+\frac{\left(x_{0}-\bar{x}\right)^{2}}{S S_{x}}}\right)
$$

where t is the quantile of the students' t -distribution having $\mathrm{n}-2$ degrees of freedom with probability of exceedance of $\alpha / 2$. Note that the confidence interval is two-sided, requiring a t -statistic of $\alpha / 2$ for either side. Also note from the formula that the farther $\mathrm{x}_{0}$ is from $\bar{x}$ the wider the interval becomes. That is, the model is always "better" near the middle of the x values than at the extremes.

To continue the Cuyahoga TDS example, the confidence interval for the mean y is calculated for two values of $\mathrm{x}_{0}, 3.0$ (near $\bar{x}$ ) and 3.8 (far from $\bar{x}$ ):

$$
\begin{aligned}
\text { for } x_{0}=3.0: & \left(399-1.99 \cdot 75.6 \sqrt{\frac{1}{80}+\frac{(3.0-2.81)^{2}}{10.23}}, 399+1.99 \cdot 75.6 \sqrt{\frac{1}{80}+\frac{(3.0-2.81)^{2}}{10.23}}\right) \\
& =(380,418) \\
\text { for } x_{0}=3.8: & \left(205.4-1.99 \cdot 75.6 \sqrt{\frac{1}{80}+\frac{(3.8-2.81)^{2}}{10.23}}, 205.4+1.99 \cdot 75.6 \sqrt{\frac{1}{80}+\frac{(3.8-2.81)^{2}}{10.23}}\right) \\
& =(155.9,254.9)
\end{aligned}
$$

a confidence interval of width 38 at $\mathrm{x}_{0}=3.0$, and a width of 99 at $\mathrm{x}_{0}=3.8$.

When the confidence interval for each $\log \mathrm{Q}$ value is connected together, the characteristic "bow" shape of regression confidence intervals can be seen (figure 9.15). Note that this shape agrees with the pattern seen in figure 9.3 for randomly generated regression lines, where the positions of the line estimates are more tightly controlled near the center than near the ends.


Figure 9.15 Confidence intervals for mean TDS for the Cuyahoga River data.

### 9.4.5 Prediction Intervals for Individual Estimates of y

The prediction interval, the confidence interval for prediction of an estimate of an individual $y$, is often confused with the confidence interval for the mean. This is not surprising, as the best estimate for both the mean of $y$ given $x_{0}$ and for an individual $y$ given $x_{0}$ are the same -- $\hat{y}$. However, their confidence intervals differ. The formulas are identical except for one very important term. The prediction interval incorporates the unexplained variability of $y\left(\sigma^{2}\right)$ in addition to uncertainties in the parameter estimates $\beta_{1}$ and $\beta_{2}$. The ( $\left.1-\alpha\right) \cdot 100 \%$ prediction interval for a single response is

$$
\left(\hat{y}-t s \sqrt{1+\frac{1}{n}+\frac{\left(x_{0}-\bar{x}\right)^{2}}{S S_{x}}}, \quad \hat{y}+t s \sqrt{1+\frac{1}{n}+\frac{\left(x_{0}-\bar{x}\right)^{2}}{S S_{x}}}\right)
$$

where all of the terms are as defined previously. Note that these intervals widen as $\mathrm{x}_{0}$ departs from $x$, but not nearly as markedly as the confidence intervals do. In fact, a simple rough approximation to the prediction interval is just ( $\hat{y}-t s, \hat{y}+t s$ ), two parallel straight lines. This is because the second and third terms inside the square root are negligible in comparison to the first, provided the sample size is large. These prediction intervals should contain approximately $1-\alpha \cdot(100) \%$ of the data within them, with $\alpha / 2 \cdot(100) \%$ of the data beyond each side of the intervals. They will do so if the residuals are approximately normal.

The prediction intervals for the Cuyahoga TDS data are plotted in figure 9.16. They are computed below for $\mathrm{x}_{0}=3.0$ and 3.8.
for $\mathrm{x}_{0}=3.0$ :

$$
\begin{gathered}
\left(399-1.99 \cdot 75.6 \sqrt{1+\frac{1}{80}+\frac{(3.0-2.81)^{2}}{10.23}}, 399+1.99 \cdot 75.6 \sqrt{1+\frac{1}{80}+\frac{(3.0-2.81)^{2}}{10.23}}\right) \\
=(247.4,550.6)
\end{gathered}
$$

for $x_{0}=3.8$ :
$\left(205.4-1.99 \cdot 75.6 \sqrt{1+\frac{1}{80}+\frac{(3.8-2.81)^{2}}{10.23}}, 205.4+1.99 \cdot 75.6 \sqrt{1+\frac{1}{80}+\frac{(3.8-2.81)^{2}}{10.23}}\right)$

$$
=(47.0,363.8)
$$

a prediction interval of width $=303$ at $\mathrm{x}_{0}=3.0$, and a width of 317 at $\mathrm{x}_{0}=3.8$. Note that the prediction intervals are much wider than the confidence intervals, and that there is only a small difference in width between the two prediction intervals as $x_{0}$ changes. Also note from figure 9.16 that the data appear skewed, with all of the values found beyond the prediction intervals falling above the upper interval.


Figure 9.16 Prediction intervals for an individual TDS estimate -- Cuyahoga River.

### 9.4.5.1 Nonparametric prediction interval

There is also a nonparametric version of the prediction interval. This might be used when the $x, y$ data display a linear relationship and residuals have constant variance (homoscedastic), but the distribution of the residuals appears non-normal. Typically, such departures from normality take the form of skewness or an excessive number of outside or far outside values (as seen in a boxplot). The nonparametric prediction interval is

$$
\left(\hat{\mathrm{y}}+\mathrm{e}_{(\mathrm{L})}, \hat{\mathrm{y}}+\mathrm{e}_{(\mathrm{U})}\right)
$$

where $\mathrm{e}_{(\mathrm{L})}$ and $\mathrm{e}_{(\mathrm{U})}$ are the $1-\alpha / 2$ and $\alpha / 2$ th quantiles of the residuals.

In other words, $\mathrm{e}_{(\mathrm{L})}$ is the Lth ranked residual and $\mathrm{e}_{(\mathrm{U})}$ is the Uth ranked residual, where $L=(n+1) \cdot \alpha / 2$ and $U=(n+1) \cdot(1-\alpha / 2)$. When $L$ and $U$ are not integers either the integer closest to L and U can be chosen, or $\mathrm{e}_{(\mathrm{L})}$ and $\mathrm{e}_{(\mathrm{U})}$ can be interpolated between adjacent residuals.

For the Cuyahoga TDS data, $\mathrm{L}=81 \cdot .025=2.025$ and $\mathrm{U}=81 \cdot .975=78.975$. Either the 2nd and 79th ranked residual can be selected, or values interpolated between the 2 nd and 3 rd , and the 78th and 79th residual. These are then added to the regression line ( $\hat{y}$ ). In figure 9.17 the nonparametric prediction interval is compared to the one previously developed assuming normality of residuals. Note that the nonparametric interval is asymmetric around the central regression line, reflecting the asymmetry of the data.


Figure 9.17 Nonparametric and parametric prediction intervals for the TDS data.

### 9.5 Regression Diagnostics

One common mistake in regression analysis is to base decisions about model adequacy solely on the regression summary statistics--principally $\mathrm{R}^{2}$, s and the F - or t-test results. $\mathrm{R}^{2}$ is a measure of the percent of the variation in the response (y) variable that is accounted for by the variation in the explanatory variables. The s (standard error of the regression or standard deviation of the residuals) is a measure of the dispersion of the data around the regression line. Most regression programs also perform an overall F-test to determine if the regression relationship is statistically significant, ie. that the apparent relationship between $y$ and $x$ is not likely to arise due to chance alone. Some programs also do a t-test for each explanatory variable to determine if the coefficient for that variable is significantly different from zero.

These statistics provide substantial information about regression results. An equation that accounts for a large amount of the variation in the response variable and has coefficients that are statistically significant is highly desirable. However, decisions about model adequacy cannot be made on the basis of these criteria alone. A large $\mathrm{R}^{2}$ or significant F -statistic does not guarantee that the data have been fitted well. Figure 9.18 (Anscombe, 1973) illustrates this point.

The data in the four graphs have exactly the same summary statistics and regression line (same $\mathrm{b}_{0}, \mathrm{~b}_{1}, \mathrm{~s}, \mathrm{R}^{2}$ ). In 9.18 a is a perfectly reasonable regression model, an evidently linear relationship having an even distribution of data around the least-squares line. The strong curvature in 9.18 b suggests that a linear model is highly inadequate and that some transformation of x would be a better explanatory variable, or that an additional explanatory variable is required. With these improvements perhaps all of the variance could be explained. Figure 9.18 c illustrates the effect of a single outlier on regression. The line mis-fits the data, and is drawn towards the outlier. Such an outlier must be recognized and carefully examined to verify its accuracy if possible. If it is impossible to demonstrate that the point is erroneous, a more robust procedure than regression should be utilized (see Chapter 10). The regression slope in 9.18 d is strongly affected by a single point (the high x value), with the regression simply connecting two "points", a single point plus a small cluster of points. Such situations often produce $R^{2}$ values close to 1 , yet may have little if any predictive power. Had the outlying point been in a different location, the resulting slope would be totally different. For example, the only difference between the data of figure 9.19 a and 9.19 b is the rightmost data point. Yet the slopes are entirely different! Regression should not be used in this case because there is no possible way to evaluate the assumptions of linearity or homoscedasticity without collecting more data in the gap between the point and cluster. In addition, the slope and $R^{2}$ are totally controlled by the position of one point, an unstable situation.


Figure 9.18 Three key pathologies in regression (after Anscombe, 1973).
© American Statistical Association. Used with permission.

The three key pathologies can be referred to by simple names: curvature (9.18b), outlier or large residual ( 9.18 c ), and high influence and leverage ( 9.18 d ). They are generally easy to identify from plots ( y vs. x , or e vs. $\hat{\mathrm{y}}$ ) in a linear regression with one explanatory variable. However, in multiple linear regression they are much more difficult to visualize or identify, requiring plots in multi-dimensional space. Thus numerical measures of their occurrence, called "regression diagnostics", have been developed.

Equations for diagnostics useful in identifying points of leverage, influence, or outliers are given here in terms of the two dimensions ( $\mathrm{x}, \mathrm{y}$ ) applicable to simple linear regression (SLR). Each can be generalized using matrix notation to a larger number of dimensions for multiple linear regression (MLR). Further references on regression diagnostics are Belsley, Kuh, and Welsch (1980), Draper and Smith (1981), and Montgomery and Peck (1982).

### 9.5.1 Measures of Outliers in the x Direction

### 9.5.1.1 Leverage

Leverage is a measure of an "outlier" in the $x$ direction, as in graph 9.18a. It is a function of the distance from the ith x value to the middle (mean) of the x values used in the regression.
Leverage is usually denoted as $h_{i}$, the ith diagonal term of the "hat" matrix $\mathrm{X}\left(\mathrm{X}^{\prime} \mathrm{X}\right)^{-1} \mathrm{X}^{\prime}$, or for SLR

$$
\mathrm{h}_{\mathrm{i}}=\frac{1}{\mathrm{n}}+\frac{\left(x_{i}-\bar{x}\right)^{2}}{S S_{x}}
$$


a) outlier with high leverage, but low influence

b) outlier with high leverage and high influence

Figure 9.19 Influence of location of a single point on the regression slope.

A high leverage point is one where $h_{i}>3 \mathrm{p} / \mathrm{n}$ where p is the number of coefficients in the model ( $\mathrm{p}=2$ in SLR, $\mathrm{b}_{0}$ and $\mathrm{b}_{1}$ ). Though leverage is concerned only with the x direction, a high leverage point has the potential for exerting a strong influence on the regression slope. If the high leverage point falls far from the regression line that would be predicted if it were absent from the data set, then it is a point with high influence as well as high leverage (figure 9.19b).

### 9.5.2 Measures of Outliers in the $y$ Direction

### 9.5.2.1 Standardized residual

One measure of outliers in the $y$ direction is the standardized residual $\mathrm{e}_{\text {si }}$. It is the actual residual $e_{i}=y_{i}-\hat{y}_{i}$ standardized by its standard error.

$$
\mathrm{e}_{\mathrm{si}}=\frac{\mathrm{e}_{\mathrm{i}}}{\mathrm{~s} \sqrt{1-\mathrm{h}_{\mathrm{i}}}}
$$

An extreme outlier is one for which $\left|\mathrm{e}_{\mathrm{si}}\right|>3$. There should be only an average of 3 of these in 1,000 observations if the residuals are normally distributed. $\left|\mathrm{e}_{\mathrm{si}}\right|>2$ should occur about 5 times in 100 observations if normally distributed. More than this number indicates that the residuals do not have a normal distribution.
9.5.2.2 Prediction residuals and the PRESS statistic

A very useful form of residual computation is the prediction residual $\mathrm{e}_{(\mathrm{i})}$. These are computed as $e(i)=y i-\hat{y}(i)$ where $\hat{y}(i)$ is the regression estimate of $y_{i}$ based on a regression equation computed leaving out the ith observation. The (i) symbolizes that the ith observation is left out of the computation. These are easily calculated using leverage statistics without having to perform n separate regressions:

$$
\mathrm{e}_{(\mathrm{i})}=\mathrm{e}_{\mathrm{i}} /\left(1-\mathrm{h}_{\mathrm{i}}\right)
$$

One of the best measures of the quality of a regression equation is the "PRESS" statistic, the "PRediction Error Sum of Squares."

$$
\operatorname{PRESS}=\sum_{i=1}^{n} e_{(i)^{2}}^{2}
$$

PRESS is a validation-type estimator of error. Instead of splitting the data set in half, one-half to develop the equation and the second to validate it, PRESS uses $n-1$ observations to develop the equation, then estimates the value of the one left out. It then changes the observation left out, and repeats the process for each observation. The prediction errors are squared and summed. Minimizing PRESS means that the equation produces the least error when making new predictions. In multiple regression it is a very useful estimate of the quality of possible regression models.

### 9.5.2.3 Studentized residuals

Studentized residuals (TRESIDs) are used as an alternate measure of outliers by some texts and computer software. They are often confused with standardized residuals.

$$
\operatorname{TRESID}_{\mathrm{i}}=\frac{\mathrm{e}_{\mathrm{i}}}{\mathrm{~s}(\mathrm{i}) \sqrt{1-\mathrm{h}_{\mathrm{i}}}}=\frac{\mathrm{e}(\mathrm{i}) \sqrt{1-\mathrm{h}_{\mathrm{i}}}}{\mathrm{~s}(\mathrm{i})}
$$

where

$$
\mathrm{s}^{2}{ }_{(\mathrm{i})}=\frac{(\mathrm{n}-\mathrm{p}) \mathrm{s}^{2}-\left[\mathrm{e}(\mathrm{i})^{2} /\left(1-\mathrm{h}_{\mathrm{i}}\right)\right]}{\mathrm{n}-\mathrm{p}-1}
$$

TRESIDs are often similar to the standardized residuals $\mathrm{e}_{\mathrm{s}}$, but are computed using a variance $s^{2}{ }_{(i)}$ which does not include their own observation. Therefore an unusually large observation does not inflate the estimate of variance used to determine whether that observation is unusual, and outliers are more easily detected. Under a correct model with normal residuals, TRESIDs have the theoretical advantage that they should follow a t -distribution with $\mathrm{n}-\mathrm{p}-1$ degrees of freedom.

### 9.5.3 Measures of Influence

Observations with high influence are those which have both high leverage and large outliers (figure 9.19b). These exert a stronger influence on the position of the regression line than other observations.

### 9.5.3.1 Cook's D

One of the most widely used measures of influence is "Cook's D" (Belsley et al., 1980).

$$
\mathrm{D}_{\mathrm{i}}=\frac{\mathrm{e}_{\mathrm{i}}^{2} \mathrm{~h}_{\mathrm{i}}}{\mathrm{ps}^{2}\left(1-\mathrm{h}_{\mathrm{i}}\right)^{2}}=\frac{\left.\mathrm{e}_{(\mathrm{i}}\right)^{2} \mathrm{~h}_{\mathrm{i}}}{\mathrm{ps}^{2}}
$$

The ith observation is considered to have high influence if $\mathrm{D}_{\mathrm{i}}>\mathrm{F}(\mathrm{p}+1, \mathrm{n}-\mathrm{p})$ at $\alpha=0.1$ where p is again the number of coefficients. Note that, for SLR with more than about 30 observations, the critical value for $\mathrm{D}_{\mathrm{i}}$ would be about 2.4 , and for MLR with several explanatory variables the critical value would be in the range of 1.6 to 2.0. Finding an observation with high Cook's D should lead to a very careful examination of the data value for possible errors or special conditions which might have prevailed at the time it occurred. If it can be shown that an error occurred, the point should be corrected if possible, or deleted if the error can't be corrected. If no error can be proven, two options can be considered. A more complex model which fits the point better is one option. The second option is to use a more robust procedure such as that based on Kendall's $\tau$ (for one x variable) or weighted least squares (for more than one x variable). These methods for "robust regression" are discussed in Chapter 10.

### 9.5.3.2 DFFITS

The second influence diagnostic, related to TRESIDs, is the DFFITS:

$$
\text { DFFITS }_{i}=\frac{e_{i} \sqrt{h_{i}}}{s_{(i)}\left(1-h_{i}\right)}=\frac{e_{(i)} \sqrt{h_{i}}}{s_{(i)}}
$$

An observation is considered to have high influence if $\mid$ DFFITS $_{i} \mid \geq 2 \sqrt{\mathrm{p} / \mathrm{n}}$.
The identification of outliers can be done with either standardized or studentized residuals, and the identification of highly influential points can be done with either DFFITS or Cook's D. The leverage statistic identifies observations unusual in x. PRESS residuals are rarely used except to sum into the PRESS statistic, in order to compare competing multiple regression models.

## Example 1

The data of figure 9.19a were analyzed by regression, and the above diagnostics calculated. These data exhibit high leverage but low influence, as removal of the one outlier in the x direction will not appreciably alter the slope of the regression line. The regression results are given in Table 9.3. The only unusual value is the leverage statistic $h_{i}$ for the last point, the one which plots to the right on the graph. A value of
$3 \mathrm{p} / \mathrm{n}=0.6$, so the 0.919 for this point shows it to be one of high leverage.

| $y=2.83+0.60 x$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{n}=10 \mathrm{~s}$ | $\mathrm{s}=0.43$ | $\mathrm{R}^{2}=0.94$ |  |  | $\underline{\text { t-ratio }}$ | p | $\mathrm{D}_{\mathrm{i}}$ |
| Parameter |  | Estimate | $\underline{\text { Std.Err( } \beta \text { ) }}$ |  |  |  |  |
| Intercept $\beta_{0}$ |  | 2.828 | 0.195 |  | 14.51 | 0.000 |  |
| Slope $\beta_{1}$ |  | 0.596 | 0.054 |  | 10.98 | 0.000 |  |
| OBS\# | $\mathrm{e}_{\mathrm{i}}$ | $\mathrm{hi}_{i}$ | $\mathrm{e}_{(\mathrm{i})}$ | e std | e stud | DFFITS |  |
| 1 | -0.377 | 0.188 | -0.465 | -0.974 | -0.970 | -0.467 | 0.110 |
| 2 | 0.085 | 0.131 | 0.098 | 0.213 | 0.200 | 0.077 | 0.003 |
| 3 | 0.804 | 0.126 | 0.920 | 1.997 | 2.640 | 1.005 | 0.289 |
| 4 | -0.219 | 0.122 | -0.249 | -0.543 | -0.518 | -0.193 | 0.020 |
| 5 | -0.484 | 0.104 | -0.541 | -1.189 | -1.226 | -0.419 | 0.082 |
| 6 | 0.204 | 0.104 | 0.228 | 0.501 | 0.476 | 0.162 | 0.014 |
| 7 | 0.380 | 0.101 | 0.423 | 0.931 | 0.922 | 0.309 | 0.048 |
| 8 | 0.059 | 0.100 | 0.066 | 0.146 | 0.136 | 0.045 | 0.001 |
| 9 | -0.462 | 0.101 | -0.514 | -1.132 | -1.156 | -0.388 | 0.072 |
| 10 | 0.010 | 0.919 | 0.132 | 0.087 | 0.081 | 0.276 | 0.043 |
|  | Table 9.3 | Regressi | statistics | for the da | ata of Figur | 9.19a |  |

Table 9.4 presents the analysis of the data for figure 9.19 b . Note that the equation and ensuing $\mathrm{R}^{2}$ are quite different. Only y for the 10th observation was changed from its previous value. Note also that the influence statistics DFFITS and $\mathrm{D}_{\mathrm{i}}$ are large. The 10th observation is one of high influence, showing that the line computed with this point deleted is quite different than the one with it included. This is also demonstrated by the prediction residual $\mathrm{e}_{(\mathrm{i})}$, whose absolute value is also large. The leverage statistic is unchanged from 9.19a, as the x position has not changed.

It is also quite important to note the values for the 10th observation which are not large -- the residual itself $\left(\mathrm{e}_{\mathrm{i}}\right)$ and the standardized residual (e std). These statistics do not indicate the magnitude of the problem. Therefore residuals plots which use $e_{i}$ or
e std may not display influential observations as such, because the line has been so drawn near to the outlier that its residual does not appear unusual.

### 9.5.4 Measures of Serial Correlation

One of the assumptions of regression is that the residuals $\mathrm{e}_{\mathrm{i}}$ are independent. Many hydrologic data sets on which regression is performed are actually pairs of time series -- precipitation and flow, flow and concentration, concentration of one constituent versus concentration of another. These series often exhibit serial correlation, the dependence or correlation in time sequence between residuals, violating the assumption of independence (figure 9.10). If the sampling frequency is high enough, serial correlation of the residuals is virtually certain to exist. If serial correlation occurs, the following two problems ensue:

1) The estimates of the regression coefficients are no longer the most efficient estimates possible, though they remain unbiased, and
2) The value of $s^{2}$ may seriously underestimate the true $\sigma^{2}$.

This means that all of the hypothesis tests are wrong ( $\mathrm{H}_{0}$ is rejected too easily) and that confidence and prediction intervals are too narrow.

| $y^{*}=3.65+0.11 x^{*}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{n}=10 \mathrm{~s}$ | $s=0.60$ | $\mathrm{R}^{2}=0.21$ |  |  | t-ratio | p |  |
| Parameter |  | Estimate | Std.Err( |  |  |  |  |
| Intercept $\beta_{0}$ |  | 3.648 | 0.270 |  | 13.53 | 0.000 |  |
| Slope $\beta_{1}$ |  | 0.111 | 0.075 |  | 1.48 | 0.000 |  |
| OBS\# | $\mathrm{e}_{i}$ | $\mathrm{h}_{\mathrm{i}}$ | $\mathrm{e}_{(1)}$ | e std | e stud | DFFITS | $\mathrm{D}_{\mathrm{i}}$ |
| 1 | -1.096 | 0.188 | -1.350 | -2.042 | -2.761 | -1.330 | 0.483 |
| 2 | -0.166 | 0.131 | -0.192 | -0.300 | -0.282 | -0.109 | 0.006 |
| 3 | 0.599 | 0.126 | 0.687 | 1.077 | 1.090 | 0.415 | 0.084 |
| 4 | -0.370 | 0.122 | -0.421 | -0.663 | -0.638 | -0.238 | 0.030 |
| 5 | -0.325 | 0.104 | -0.363 | -0.576 | -0.551 | -0.188 | 0.019 |
| 6 | 0.373 | 0.104 | 0.417 | 0.662 | 0.637 | 0.217 | 0.025 |
| 7 | 0.680 | 0.101 | 0.757 | 1.204 | 1.245 | 0.417 | 0.081 |
| 8 | 0.534 | 0.100 | 0.594 | 0.945 | 0.938 | 0.313 | 0.049 |
| 9 | 0.099 | 0.101 | 0.110 | 0.176 | 0.165 | 0.055 | 0.001 |
| 10 | -0.329 | 0.919 | -4.117 | -1.955 | -2.531 | -8.579 | 21.961 |

Table 9.4 Regression statistics for the data of Figure 9.19b

One can search for the presence of serial correlation in two ways. The first is graphical: plotting $e_{i}$ versus $i$ or a measure of time (figure 9.10b). If there is a tendency for the data to "clump,"
positives follow positives, negatives follow negatives, this may mean there is dependence. The clumping could arise for four different reasons: long-term trend, seasonality, dependence on some other serially correlated variable which was not used in the model, serial dependence of residuals, or some combination of these. Examination of a graph of $e_{i}$ versus time should help to reveal trend or seasonality if they exist. If there is reason to believe it is trend or seasonality (or both), then steps should be taken to remove these features from the residuals by adding additional explanatory variables. Similarly, if there is an important variable missing from the model, plots of $\mathrm{e}_{\mathrm{i}}$ versus this variable should show it, and incorporating this new variable may remove the clumpiness of the residuals. This is particularly likely if this new explanatory variable exhibits serial dependence, seasonality, or trend. The residuals from these new regressions can be plotted again to see what effect this had.

### 9.5.4.1 Durbin-Watson statistic

There are also statistics for evaluating the dependence of residuals. The standard one is the Durbin Watson statistic (Durbin and Watson, 1951). It is very closely related to a serial correlation coefficient. The statistic is

$$
d=\frac{\sum_{i=2}^{n}\left[e_{i}-e(i-1)\right]^{2}}{\sum_{i=1}^{n} e_{i}^{2}}
$$

A small value of $d$ is an indication of serial dependence. The $H_{0}$ that the $e_{i}$ are independent is rejected in favor of serial correlation when $\mathrm{d}<\mathrm{d}_{\mathrm{L}}$ which is tabled in time-series texts. The value of $\mathrm{d}_{\mathrm{L}}$ depends on the size of the data set, the number of explanatory variables, and $\alpha$. However, a low value of d will not give any clue as to its cause. Thus, the graphical approach is vital, and the test is only a check. The Durbin Watson statistic requires data to be evenly spaced in time and with few missing values.

### 9.5.4.2 Serial correlation coefficient

Serial correlation can also be measured by the correlation coefficient between a data point and its adjacent point. As a linear relationship between pairs of points cannot be assumed, the Kendall's or Spearman's coefficients will provide robust measures of serial dependence. To compute whether this serial dependence is in fact significant,

1) Compute the regression between $y$ and $x$.
2) Order the resulting residuals by the relevant time or space variable $t_{1}$ to $t_{n}$.
3) Offset or "lag" the vector of residuals to form a second vector, the lagged residuals. The residuals pairs then consist of $\left(e_{i}, e_{i-1}\right)$ for all $i$ from $t_{2}$ to $t_{n}$. Figure $9.10 c$ plots one such set of data pairs, illustrating their correlation.
4) Compute Kendall's tau (or Spearman's rho) between the pairs ( $\mathrm{e}_{\mathrm{i}}, \mathrm{e}_{\mathrm{i}-1}$ ). If the correlation is significant, the residuals are serially correlated.

### 9.5.4.3 What to do if serial correlation is present

If serial dependence cannot be removed by adding new variables, and one wants to make inferences about parameters, then these three options are available.

1) Sample from the data set. For example, if the data set is quite large and the data are closely spaced in time (say less than a few days apart), then simply discard some of the data in a regular pattern. The dependence that exists is an indication of considerable redundancy in the information, so not a great deal is lost in doing this.
2) Group the data into time periods (e.g., weeks, months) and compute a summary statistic for the period such as a time-weighted mean or median, a volume-weighted mean or median, and then use these summary statistics in the regression. This should only be done when the sampling frequency has remained unchanged over the entire period of analysis.
3) Use much more sophisticated estimation methods, specifically Box and Jenkins (1976) transfer function models, or regression with autoregressive errors Johnston (1984).

### 9.6 Transformations of the Response (y) Variable

The primary reason to transform the response variable is because the data are heteroscedastic -the variance of the residuals is a function of x . This situation is very common in hydrology. For example, suppose a rating curve between stage ( $x$ ) and discharge ( $y$ ) at a stream gage has a standard error of 10 percent. This means that whatever the estimated discharge, the standard error is 10 percent of that value. The absolute magnitude of the variance around the regression line between discharge and stage therefore increases as estimated discharge increases. The ideal variance stabilizing transformation in these cases is the logarithm because a multiplicative relationship, such as standard error $=0.10 \bullet$ estimate, becomes a constant additive relationship after log transformation. This satisfies the regression assumptions. The two topics that require careful attention when transforming y are:

1) deciding if the transformation is appropriate, and
2) interpreting resulting estimates.

### 9.6.1 To Transform or Not to Transform?

The decision to transform y should generally be based on graphs. First develop the best possible non-transformed model. This should entail considering all sorts of transformations of x (or
multiple x variables) to get a good and reasonable fit. Then plot $\mathrm{e}_{\mathrm{i}}$ vs. $\hat{\mathrm{y}}_{\mathrm{i}}$ to check for heteroscedasticity, do a probability plot for $\mathrm{e}_{\mathrm{i}}$ to check for normality, and examine the function for unreasonable results (i.e., predictions of negative values for variables that can't go negative). If serious problems arise for any of these reasons, transform $y$ and repeat the process. If both the transformed and untransformed scales have problems, then either look for a different transformation or accept the lesser of two evils.

Two methods are available to numerically judge whether or not to transform $y$. The first is to perform a series of transformations, perform regressions, and choose the transformation which maximizes the probability plot correlation coefficient (PPCC) for the regression residuals. This optimizes the normality of residuals. The second method is similar, optimizing for linearity. It searches for the minimum sum of squared errors SSE from a series of regressions using transformed and scaled y variables (Montgomery and Peck, 1982, p.94). The transformations used are scaled versions of the ladder of powers called "Box-Cox transformations". Scaling is required in order to compare the errors among models with differing units of y. Either numerical method can be a useful guide to selecting several candidate transformations from which to choose. However, the final choice should be made only after looking at residuals plots.

The key thing to note here is that comparisons of $\mathbf{R}^{\mathbf{2}}, \mathbf{s}$, or $\mathbf{F}$ statistics between transformed and untransformed models cannot easily be used to choose among them. Each model is attempting to predict a different variable $(y, \log (y), 1 / y$, etc.). The above statistics therefore measure how well different variables are predicted, and so cannot be directly compared.
Instead, the appropriate response variable is one which fits the assumptions of regression well -linear and homoscedastic, having a good residuals plot. Once a hydrologist has developed some experience with certain kinds of data sets, it is quite reasonable to go directly to the appropriate transformation without a lot of investigation. One helpful generalization is that any y variable that covers more than an order of magnitude of values in the data set, as sediment discharge or bacterial densities typically do, probably needs to be transformed.

### 9.6.2 Consequences of Transformation of y

Let's take a particular, but rather common, case of a transformed regression problem. The model is

$$
\ln (\mathrm{L})=\beta_{0}+\beta_{1} \ln Q+\varepsilon
$$

where $\ln$ is the natural $\log$, L is constituent load (tons/day), and Q is discharge (cubic feet per second). Let us further assume that the $\varepsilon$ values are normal with mean zero and variance $\sigma^{2}$.

Figure 9.20 illustrates a data set typical of such L vs. Q data, shown here as a $\log -\log$ plot. The lines results from a SLR done in log units. The middle line is the regression line and the $50 \%$ and $95 \%$ prediction intervals are shown. Note that, because of the normality assumption, the
prediction intervals are symmetric about the regression line. For any given Q value the five lines on the graph represent five different percentage points on the conditional distribution of $\ln (\mathrm{L})$. They are the $2.5,25,50$ (median), 75 , and 97.5 percentage points. The median also happens to be the conditional mean for $\ln (\mathrm{L})$ because when normality is assumed the median $=$ mean. So the regression line falls on both the conditional median and mean value for $\ln (\mathrm{L})$.

Figure 9.21 takes each of these data points and lines and replots them in the original units ( L versus Q). The five curves remain the $2.5,25,50,75$, and 97.5 percentage points on the conditional distribution. Now however this distribution of L conditional on Q is $\log$ normal, not a normal distribution. Note the asymmetry of the curves around the regression line. For a lognormal distribution the mean is not equal to the median. While the central line remains the conditional median following transformation, the conditional mean of L will always lie somewhere above the regression line.


Figure 9.20 Prediction intervals and log-log regression in $\log$ units.


Figure 9.21 Prediction intervals and log-log regression re-expressed in original units.

### 9.6.3 Computing Predictions of Mass (Load)

### 9.6.3.1 Median or "rating curve" estimate of mass

When the objective is estimating the mass of sediment (or nutrient or contaminant) entering a lake, reservoir, or estuary, the mean for each of many short time periods can be estimated by regression and summed to estimate the total (or mean) mass over a longer time period. This is appropriate because the sum of the means equals the mean of the sum. However, simply transforming estimates from a log-regression equation back into the original units for y provides a median estimate of L, not a mean. Unfortuantely, this has been the traditionally-used method since Miller (1951). The sum of these medians provides an estimate of the mean of L which is biased low. As the sum of the medians is not the median of the sum, it is difficult to state what the sum of these median values represents, except that it underestimates the long-term mean load.

Ferguson (1986) points out for some very realistic cases that using the median or rating curve estimate for loads:

$$
\hat{\mathrm{L}}_{\mathrm{m}}=\exp \left[\mathrm{b}_{0}+\mathrm{b}_{1} \ln (\mathrm{Q} 0)\right]
$$

will result in underestimates of the mean by as much as $50 \%$. The question then is how to compensate for this bias. The following two methods, one assuming a normal distribution of the logs and the other a nonparametric method, attempt to correct for this bias of the median estimate.

### 9.6.3.2 Parametric or "MLE" estimate of mass

If the residuals in natural log units were known to be normal and the parameters of the model $\left(\beta_{0}, \beta_{1}, \sigma^{2}\right)$ were known without error, the theory of the lognormal distribution (Aitchison and Brown, 1981) provides the following results:

$$
\begin{aligned}
\text { Median of } L \text { given } Q_{0} & =\exp \left[\beta_{0}+\beta_{1} \ln \left(\mathrm{Q}_{0}\right)\right]=\mathrm{L}_{\mathrm{m}} \\
& =\exp \left[\beta_{0}\right] \cdot \mathrm{Q}_{0} \beta_{1} \\
& =\mathrm{E}\left[\mathrm{~L} \mid \mathrm{Q}_{0}\right]=\exp \left[\beta_{0}+\beta_{1} \ln \left(\mathrm{Q}_{0}\right)+0.5 \sigma^{2}\right] \\
& =\mathrm{L}_{\mathrm{m}} \cdot \exp \left[0.5 \sigma^{2}\right] \\
\text { Mean of } \mathrm{L} \text { given } \mathrm{Q}_{0} & \\
\text { Variance of } \mathrm{L} \text { given } \mathrm{Q}_{0} & =\mathrm{V}\left[\mathrm{~L} \mid \mathrm{Q}_{0}\right]=\left[\mathrm{L}_{\mathrm{m}} \cdot \exp \left(0.5 \sigma^{2}\right)\right]^{2} \cdot\left[\exp \left(\sigma^{2}\right)-1\right]
\end{aligned}
$$

These equations would differ if base 10 logarithms were used (Ferguson, 1986).
Unfortunately the true population values $\beta_{0}, \beta_{1}$, and $\sigma^{2}$ are never known in practice. All that is available are the estimates $\mathrm{b}_{0}, \mathrm{~b}_{1}$, and $\mathrm{s}^{2}$. Ferguson (1986) assumed these estimates were the true values for the parameters. His estimate of the mean is then

$$
\hat{\mathrm{L}}_{\text {MLE }} \quad=\exp \left[\mathrm{b}_{0}+\mathrm{b}_{1} \ln \left(\mathrm{Q}_{0}\right)+0.5 \mathrm{~s}^{2}\right]
$$

When n is large $(>30)$ and $\sigma$ is small ( $<0.5$ ), $\hat{\mathrm{L}}_{\text {MLE }}$ is a very good approximation. However, when n is small or $\sigma$ is large, it can overestimate the true mean -- it overcompensates for the bias. There is an exact unbiased solution to this problem which was developed by Bradu and Mundlak (1970). It is not given here due to the complexity of the formula. Its properties are discussed in Cohn (1988). Even so, the validity of Bradu and Mundlak's solution depends on the normality of the residuals which can never be assured in practice.
9.6.3.3 Nonparametric or "smearing" estimate of mass

There is an alternative approach which only requires the assumption that the residuals are independent and homoscedastic. They may follow any distribution. This is the "smearing" estimate of Duan (1983). In the case of the log transform it is

$$
\hat{\mathrm{L}}_{\mathrm{D}} \quad=\exp \left[\mathrm{b}_{0}+\mathrm{b}_{1} \ln \left(\mathrm{Q}_{0}\right)\right] \cdot \frac{\sum_{\mathrm{i}=1}^{\mathrm{n}} \exp \left[\mathrm{e}_{\mathrm{i}}\right]}{\mathrm{n}}
$$

The smearing estimator is based on each of the residuals being equally likely, and "smears" their magnitudes in the original units across the range of x . This is done by re-expressing the residuals from the log-log equation into the original units, and computing their mean. This mean is the "bias-correction factor" to be multiplied by the median estimate for all $\mathrm{x}_{0}$. Even when the residuals in $\log$ units are normal, the smearing estimate performs very nearly as well as Bradu and Mundlak's unbiased estimator. It avoids the overcompensation of Ferguson's approach. As it is robust to the distribution of residuals, it is the most generally-applicable approach.
The smearing estimator can also be generalized to any transformation. If $Y=f(y)$ where $y$ is the response variable in its original units and $f$ is the transformation function (e.g., square root, inverse, or $\log$ ), then

$$
\hat{y}_{\mathrm{D}} \quad=\frac{\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{f}^{-1}\left(\mathrm{~b}_{0}+\mathrm{b}_{1} \mathrm{X}_{0}+\mathrm{e}_{\mathrm{i}}\right)}{\mathrm{n}}
$$

where $b_{0}$ and $b_{1}$ are the coefficients of the fitted regression and $e_{i}$ are the residuals $\left(\mathrm{Y}_{\mathrm{i}}=\mathrm{b}_{0}+\mathrm{b}_{1} \mathrm{X}_{0}+\mathrm{e}_{\mathrm{i}}\right.$ ), $\mathrm{f}^{-1}$ is the inverse of the selected transformation (e.g., square, inverse, or exponential, respectively) and $\mathrm{X}_{0}$ is the specific value of X for which we want to estimate y .

### 9.6.4 An Example

Total phosphorus loads are to be estimated for the Illinois River at Marseilles, Illinois, drainage area 8259 square miles, for the period 1972-1985. The data are contained in Appendix C10. The 96 measurements of load are plotted in figure 9.22 as a function of discharge. As loads were not sampled for each day during this time period, estimates of load for unsampled days are to be obtained from a regression equation as a function of discharge.


Figure 9.22 Total phosphorous load and stream discharge for the Illinois River

The first question is whether a log transform of load is necessary to develop a good prediction equation. From figure 9.22 , the variance appears to greatly increase as discharge increases. Therefore a log transformation of phosphorus is attempted. This results in a curvilinear pattern, so the $\log$ of discharge is computed and used as the explanatory variable. As seen in figure 9.23, the transformation of both load and discharge results in a linear, homoscedastic relationship. A residuals plot in figure 9.24 shows little evidence of structure, indicating that the units are appropriate. Therefore these units are used for the regression. Table 9.5 gives the relevant regression statistics.

| $\ln (\mathrm{L})=0.80+0.76 \ln (\mathrm{Q})$ |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |
| $\mathrm{n}=96$ | $\mathrm{~s}=0.339$ | $\mathrm{R}^{2}=0.68$ |  |  |
| Parameter |  | Estimate | $\underline{\text { Std.Err }(\beta)}$ | $\frac{\mathrm{t} \text {-ratio }}{7.03}$ |
| Intercept $\beta_{0}$ | 0.799 | 0.114 | $\frac{\mathrm{p}}{0.000}$ |  |
| Slope $\beta_{1}$ | 0.761 | 0.054 | 14.10 | 0.000 |

Table 9.5 Regression statistics for the Illinois River phosphorus data


Figure 9.23 Log-log relation between phosphorous and discharge for the Illinois River


Figure 9.24 Residuals plot for $\ln$ (phosphorous) versus $\ln$ (discharge)

To illustrate the bias in phosphorus loads for the rating curve method, and the bias correction capabilities of the other two methods, estimates of all three will be computed here for the 96
days for which data exist. These values can then be compared to the "true" loads computed from the observed data.

The results from this regression are these
true
median estimate
MLE estimate
smearing estimate

$$
\begin{array}{ccc}
\text { Mean Load } & & \text { Error } \\
=12.64 & & -- \\
=11.72 & & -7.3 \% \\
=12.41 & & -1.8 \% \\
=12.44 & & -1.6 \%
\end{array}
$$

The median estimate is biased low, while the MLE and smearing estimates are close to each other and to the true value (figure 9.25). The MLE and smearing estimates should be expected to be similar here, as the residuals are fairly symmetric, n is large and s is small. These are the conditions under which the MLE works well. Had s been large $(>1)$ or n small $(<30)$ the MLE would probably have had a positive bias, and only the smearing estimate would have come close to the true value.


Figure 9.25 Load estimate curves with and without bias correction for Illinois R. data

### 9.7 Summary Guide to a Good SLR Model

1) "Should $x$ be transformed, and if so, how?" Considerable help can come from a statistic such as $\mathrm{R}^{2}$ (maximize it), or s (minimize it), but these numbers alone do not insure a good model. Many transformations can be rapidly checked with such statistics, but always look at a residual versus predicted plot before making a final decision. Transform $x$ if the residuals plot appears non-linear but constant in variance, always striving for a linear relation between y and x .
2) "Should y be transformed, and if so, how?" Visually compare the transformed-y model to the untransformed-y model using their residuals plots (residual versus predicted). The better model will be more:
3) linear,
4) homoscedastic, and
5) normal in its residuals.

The statistics $\mathrm{R}^{2}, \mathrm{~s}$, t -statistics on $\beta 1$, etc. will not provide correct information for deciding if a transformation of y is required.

Should estimates of mass (loads) be developed using an equation having transformed-y units, the transformation bias inherent in the process must be compensated for by use of the smearing estimate, or MLE estimate when appropriate.

When there are multiple explanatory variables, more guidelines are required to choose between the many possible combinations of adding, deleting and transforming the various x variables. These are discussed in Chapter 11.

## Exercises

9.1 Bedinger (1961) graphically related median grain size of alluvial aquifer materials in the Arkansas River Valley to their yield, in gallons per day per square foot. This enabled estimates of yield to be made at other locations based on measured grain-size analyses. Compute a regression equation to predict yield, based on the data in Appendix C11.
9.2 Estimate the mean yield in gallons per day per square foot available from four wells which together compose the public supply of a small town in the Arkansas River Valley. The wells have screens with identical cross-sectional areas. Median grain sizes for the units they draw from are: $0.1,0.2,0.4$ and 0.6 millimeters.
9.3 Find a transformation of discharge for the Cuyahoga River TDS example which might improve on the $\log _{10}$ transformation used throughout the chapter. The data are found in Appendix C9. Obvious candidates include the ladder of power transformations. Another class of transformations that has been shown to work well for surface-water chemistry is the hyperbolic transformations (see Johnson, et al., 1969). The form of this transformation is $\mathrm{x}=1 /(1+\mathrm{kQ})$ where k is some constant supplied by the hydrologist. Some general advice about selecting k is that it's not worth the effort to try and get it "right" to a precision better than
about half an order of magnitude. A good range to work in is

$$
1 /(100(\mathrm{Q})<\mathrm{k}<100 /(\mathrm{Q})
$$

where $(\mathrm{Q})$ is the mean discharge. -

The questions you should answer are:
a) What is a good transformation of Q to use in estimating TDS? (There is no "best" transformation, but there are several good ones.)
b) Describe your preferred model and indicate some reasons you might be concerned about it and might want to take steps to "fix" it in some fashion. (You will get a chance to later.)
c) What does it tell you about TDS behavior in the Cuyahoga River?
d) A question for the mathematically inclined. If k is set to some very large value (say around $100 / \mathrm{Q}$ ), what other model does the hyperbolic approximate? If $b$ is set to some very smatt value (say around $1 / 100 \mathrm{Q}$ ), what other model does it approximate?
9.4 Objections have been raised to regressions such as load ( L ) versus stream discharge (Q) because Q is used to calculate L . This "spurious correlation" between Q and L can be avoided by using concentration (C) instead of load as the dependent variable. Loads would then be predicted from the estimated C. What do you think? How will the results using C compare to those using L as the regression's response variable? To answer this, perform the regression for the Illinois phosphorus data of section 9.6.4 and produce the 96 load estimates using $\ln (\mathrm{C}$ in $\mathrm{mg} / \mathrm{L})$ instead of $\ln (\mathrm{L}$ in tons per day $)$. The data are found in Appendix C10. Note that the units of Q (thousands of cfs) mean that $\mathrm{L}=2.7 \mathrm{Q} \cdot \mathrm{C}$. What happens to the regression coefficients and the associated statistics such as $\mathrm{R}^{2}, \mathrm{~s}, \mathrm{t}$-ratios, etc., when $\ln (\mathrm{C})$ rather than $\ln (\mathrm{L})$ is used? What is the appropriate conclusion to this controversy?

## Chapter 10

## Alternative Methods for Regression

Concentrations appear linearly related to distance down-dip in an aquifer. OLS regression shows the residuals to be of generally constant variance. However, several outliers in the data set inflate the standard error, and what appears graphically as a strong linear relationship tests as being insignificant due to the outliers' influence. How can a more robust linear fit be obtained which is not overly sensitive to a few outliers, and describes the linear relation between concentration and distance?

A water supply intake is to be located in a stream so that water elevation (stage) is below the intake only 5 percent of the time. Monitoring at the station is relatively recent, so OLS relating this and a nearby site having a 50 year record is used to generate a pseudo 50 -year stage record for the intake station. The 5th percentile of the pseudo record is used as the intake elevation. Given that OLS estimates are reduced in variance compared to actual data, this elevation estimate will not be as extreme as it should be. What alternatives to OLS would provide better estimates?

The mass of a radionuclide present within the aquifer of one county was computed by performing a regression of concentration versus log of the hydraulic conductivity measured at 20 wells. This equation was used to generate estimates at 100 locations of known hydraulic conductivity, which are then multiplied by the volumes of water, and summed. However, the regression equation shows a marked increase in variance of concentration with increasing conductivity, even though the relationship is linear. Transformations may produce a nonlinear relationship, with probable transformation bias. An alternative to OLS is therefore required to account for heteroscedasticity without employing a transformation.

Situations such as the above frequently arise where the assumptions of constant variance and normality of residuals required by OLS regression are not satisfied, and transformations to remedy this are either not possible, or not desirable. In addition, the inherent reduction in variance of OLS estimates is not appropriate when extending records. In these situations, alternative methods are better for fitting lines to data. These include nonparametric rank-based methods, lines which minimize other than the squared residuals, and smooths.

### 10.1 Kendall-Theil Robust Line

The significance of a linear dependence between two continuous variables Y and X or their transforms may be tested by determining whether the regression slope coefficient for the explanatory variable is significantly different from zero. This is equivalent to the test for significance of the linear correlation coefficient $r$ between $Y$ and $X$. In a similar fashion, Kendall's rank correlation coefficient tau (see Chapter 8) may be used to test for any monotonic, not just linear, dependence of Y on X. Related to tau is a robust nonparametric line applicable when Y is linearly related to X . This line will not depend on the normality of residuals for validity of significance tests, and will not be strongly affected by outliers, in contrast to OLS regression.

The robust estimate of slope for this nonparametric fitted line was first described by Theil (1950). An estimate of intercept is also available (Conover, 1980, p. 267). Together these define an estimate of a complete linear equation of the form:

$$
\hat{\mathrm{Y}}=\hat{\mathrm{b}}_{0}+\hat{\mathrm{b}}_{1} \cdot \mathrm{X}
$$

This line is closely related to Kendall's tau, in that the significance of the test for $\mathrm{H}_{0}$ : slope $\beta_{1}=0$ is identical to the test for $\mathrm{H}_{0}$ : tau=0.

### 10.1.1 Computation of the Line

The Theil slope estimate $\hat{b}_{1}$ is computed by comparing each data pair to all others in a pairwise fashion. A data set of $n(X, Y)$ pairs will result in $n(n-1) / 2$ pairwise comparisons. For each of these comparisons a slope $\Delta \mathrm{Y} / \Delta \mathrm{X}$ is computed (figure 10.1). The median of all possible pairwise slopes is taken as the nonparametric slope estimate $\hat{b}_{1}$.


Figure 10.1
A. All possible pairwise slopes between six data points.
B. All possible slopes rearranged to meet at a common origin The thick line is the median of the 15 slopes.

$$
\begin{equation*}
\hat{\mathrm{b}}_{1}=\operatorname{median} \frac{\left(\mathrm{Y}_{\mathrm{j}}-\mathrm{Y}_{\mathrm{i}}\right)}{\left(\mathrm{X}_{\mathfrak{j}}-\mathrm{X}_{\mathrm{i}}\right)} \quad \text { for all } \mathrm{i}<\mathfrak{j} \text { and } \mathrm{i}=1,2, \ldots(\mathrm{n}-1) \quad \mathfrak{j}=2,3, \ldots n . \tag{10.1}
\end{equation*}
$$

## Example 1

For example, given the following seven ( $\mathrm{X}, \mathrm{Y}$ ) data pairs:


For points 4 and 5 vs 1 , slopes $=+1$. Comparing points 6 and 1 , slope $=(15 / 5)=+3$, etc.
After computing all possible slopes, they are put into ascending order:

$$
\begin{array}{lllllllllll}
-9, & +1, & +1, & +1 & +1 & +1 & +1 & +1 & +1 & +1 & +1 \\
+1 & +1 & +1 & +1 & +1 & +3 & +3.5 & +4.3 & +6 & +11 &
\end{array}
$$

The median of these 21 values is the 11 th smallest, or +1 , so that $\mathrm{b}_{1}=+1$.

The intercept is defined as follows

$$
\begin{equation*}
\hat{\mathrm{b}}_{0}=\mathrm{Y}_{\mathrm{med}}-\hat{\mathrm{b}}_{1} \cdot \mathrm{X}_{\mathrm{med}} \tag{10.2}
\end{equation*}
$$

where $\mathrm{X}_{\text {med }}$ and $\mathrm{Y}_{\text {med }}$ are the medians of X and Y respectively. This formula assures that the fitted line goes through the point $\left(\mathrm{X}_{\mathrm{med}}, \mathrm{Y}_{\mathrm{med}}\right)$. This is analogous to OLS, where the fitted line always goes through the point $(\bar{x}, \bar{y})$. For the Example 1 data above, $\mathrm{X}_{\text {med }}=4$ and $\mathrm{Y}_{\text {med }}=4$, so that $\mathrm{b}_{0}=4-1 \cdot 4=0$.

Other estimates of intercept have been suggested. One is the median of all possible intercepts computed by solving the Kendall line using $\hat{b}_{1}$ and each data point (Dietz, 1989). However, the estimate of intercept produced by placing the line through the data medians was found by Dietz to be efficient in the presence of outliers and non-normal residuals, while also being simple to compute. It is the estimate recommended here, due to its robustness and efficiency, simplicity, and analogy to OLS.

### 10.1.2 Properties of the Estimator

OLS regression for the example 1 data would produce a slope $\mathrm{b}_{1}$ of 1.71 . This differs substantially from the Theil estimate $\hat{b}_{1}$ of 1 , due to the strong effect on the regression slope of the one outlying Y value of 16 . This effect can be seen by changing the 6 th Y value from 16 to 6. The regression slope would change from 1.71 to 1 , but $\hat{b}_{1}$ would be unchanged. Similarly, if
the data value were changed from 16 to $200, b_{1}$ would be greatly inflated while $\hat{b}_{1}$ would again remain at 1 . The estimator $\hat{\mathrm{b}}_{1}$ is clearly resistant to outliers. It responds to the bulk of the data.
$\hat{b}_{1}$ is an unbiased estimator of the slope of a linear relationship, and $b_{1}$ from OLS is also an unbiased estimator. However, the variance of the estimators differ. When the departures from the true linear relationship (true residuals) are normally distributed, OLS is slightly more efficient (has lower variance) than the Kendall-based line. When residuals depart from normality (are skewed or prone to outliers), then $\hat{\mathrm{b}}_{1}$ can be much more efficient than the OLS slope. The efficiency of the Theil estimate to the OLS slope is the same as that for the Hodges-Lehmann estimator in comparison to the mean (Sen, 1968), as the Theil estimate is one of the class of Hodges-Lehmann estimators. The Kendall-Theil line has the desirable properties of a nonparametric estimator: almost as "good" (efficient) as the parametric estimator when all assumptions of normality are met, and much better when those assumptions are not met.

One commonly-asked question is "how much of a departure from a normal distribution is necessary before a nonparametric test has an advantage over its parametric counterpart?". In the case of the Theil and OLS slope estimates, how non-normal must residuals be before the Theil estimate should be used? Are there advantages even in cases where the departure from normality is so small that visual inspection of the data distribution, or formal tests of normality, are unlikely to provide evidence for the lack of normality? Hirsch et al. (1991) tested the two slope estimators under one type of departure from normality, a mixture of two normal distributions. The predominant distribution had a mean of 10 and a standard deviation of 1 ; the second distribution had a mean of 11 and a standard deviation of 3 . Figure 10.2 displays the two individual distributions and figure 10.3 displays a mixture of 95 percent from the first distribution and 5 percent from the second. Visual examination of figure 10.3 reveals only the slightest departure from symmetry. Given sampling variability that would exist in an actual data set it would be exceedingly unlikely that samples from this distribution would be identified as non-normal. Figure 10.4 displays a more substantial departure from normality, a mixture of 80 percent of the first distribution and 20 percent of the second. There is a difference in the shape of the two tails of the distribution, but again the non-normality is not highly noticeable.

Random samples were generated from each of several different mixture distributions containing between 0 and 20 percent of the second distribution. Data from each mixture were treated as a separate response variable in a regression versus a random order $x$. The true population slope is therefore zero. Both OLS and the Theil slope estimators were computed, and their standard deviations around zero recorded as root mean square error (RMSE). The results are given in figure 10.5 as the ratio of RMSE for the Theil estimator to the RMSE of the regression estimator (Hirsch et al., 1991). A value larger than 1 shows an advantage to OLS; smaller than 1 indicates the Theil estimate to be superior. For the larger sample size ( $\mathrm{n}=36$ ) the OLS estimator was more efficient (by less than 10 percent) when the data are not mixed and
therefore normal. With even small amounts of mixtures the Theil estimator quickly becomes more efficient. At a 20 percent mixture the Theil estimator was almost 20 percent more efficient. When the sample size was very small ( $\mathrm{n}=6$, smaller than typically used in a case study), efficiencies of the two methods were virtually identical.

These results reinforce that when the data or their transforms exhibit a linear pattern, constant variance and near-normality of residuals, the two methods will give nearly identical results. The advantages of familiarity and availability of diagnostics, etc. favor using OLS regression.
However, when residuals are not normally distributed, and especially when they contain outliers, the Kendall method will produce a line with greater efficiency (lower variability and bias) than does OLS. Only small departures from normality (not always sufficient to detect with a test or histogram of residuals) favor using a robust approach. Certainly one should check all outliers for error, as discussed in Chapter 1. Do these represent a condition different from the rest of the data? If so, they may be the most important points in the data set. Perhaps another transformation will make the data more linear and residuals near-normal. But outliers cannot automatically be deleted, and often no error can be found. Robust methods like Kendalls or weighted least squares (discussed in sections 10.3 and 10.4) provide protection against disproportionate influence by these distinctive, but perhaps perfectly valid, data points.

For analysis of a small number of data sets, detailed searches for transformations to meet the assumptions of OLS are feasible. OLS is particularly informative in more complex applications requiring incorporation of exogenous effects using multiple regression (see Chapter 11). Cases aren't unusual, however, where no power transformations can produce near-normality due to heavy tails of the distribution. Perhaps the two greatest uses for Kendall's robust fit are 1) in a large study where multiple variables are tested for linear fits at multiple locations without the capability for exhaustive checking of distributional assumptions or evaluations of the sensitivity of results to outliers, and 2) by practitioners not trained in residuals plots and use of transformations to stabilize skewness and heteroscedasticity. A third use is for fitting lines to data which one does not wish to transform.


Figure 10.2. Two normal distributions, the first with mean $=10$ and standard deviation $=1$; the second with mean $=11$ and standard deviation $=3$
(from Hirsch et al., 1991).


Figure 10.3. A mixture of data from distribution 1 ( 95 percent) and distribution 2 ( 5 percent) shown in figure 10.2 (from Hirsch et al., 1991).


Figure 10.4. A mixture of data from distribution 1 ( 80 percent) and from distribution 2 (20 percent) shown in figure 10.2 (from Hirsch et al., 1991).


Figure 10.5. Relative efficiency of the Theil slope estimator as compared with the OLS slope. Efficiency is the ratio of the Theil RMSE to the OLS RMSE, expressed as a function of population mixture and record length (from Hirsch et al., 1991).

## Example 2

Figure 10.6 shows an OLS and Kendall-Theil fit to trends in total phosphorus concentrations from 1975 to 1989 in the St. Louis R. at Scanlon, MN. The outliers are accurate values from floods, and therefore cannot be ignored or deleted. The question is whether there is a significant linear trend in concentration over this 14 year period. Here linear fits of concentration versus time are used to test for trend (see Chapter 12 for more on trend tests). The OLS slope is affected by the outliers present. Although the magnitude of the OLS estimate is similar to the Theil slope, the OLS slope does not test as significantly different from zero ( $\mathrm{p}=0.43$ ). This is due to inflation of the standard error by outliers in violation of the assumed normality of residuals. The Theil slope is highly significantly different from zero ( $\mathrm{p}<0.0001$ ). The KendallTheil line is not dependent on assumptions of normality which the data strongly violate.

### 10.1.3 Test of Significance

The test for significance of the Kendall-Theil linear relationship is the test for $\mathrm{H}_{0}: \tau=0$. This involves computation of Kendall's $S$ statistic (equation 8.1 of Chapter 8). For $n>10$, the large sample approximation (equation 8.3 of Chapter 8) may be used. The Theil slope estimator $\hat{\mathrm{b}}_{1}$ is closely related to Kendall's $S$ and $\tau$ in the following ways.

1. $S$ is the sum of the algebraic signs of the possible pairwise slopes.
2. If the amount $\left(\hat{b}_{1} \mathrm{X}\right)$ is subtracted from every Y value, the new Y values will have an S and $\tau$ very close to zero, indicating no correlation.

If X is a measure of time, as it is for a trend test, subtracting $\left(\hat{b}_{1} \mathrm{X}\right)$ yields a trend-free version of the Y data set.


Figure 10.6. Total phosphorus concentrations with OLS and Kendall-Theil fitted lines for the St. Louis River at Scanlon, MN, 1975-1989.

## Example 1, cont.

For the example 1 data set, the test of significance is computed as follows. $S$ equals the sum of the signs of pairwise slopes already computed. There are $n(n-1) / 2=21$ slopes, 20 of which are positive and 1 negative, so that $S=20-1=19$. Tau $=19 / 21=0.90$. Using table B8 of the Appendix due to the small sample size, the exact two-sided p -value for an S of 19 and $\mathrm{n}=7$ is $2 \bullet 0.0014=0.003$. (Inappropriately using the large sample approximation for such a small data set, the approximate p -value is 0.007 .) Thus Y is significantly related to X in a linear fashion.

### 10.1.4 Confidence Interval for Theil Slope

Confidence intervals may be computed for the Theil slope $\hat{b}_{1}$ with procedures parallel to those used for other Hodges-Lehmann type estimators of earlier chapters. As before, the tabled distribution of the test statistic, in this case table B8 for the exact Kendall's test statistic or a table of standard normal quantiles for the large-sample approximation, is entered to find upper and lower limits corresponding to critical values at one-half the desired alpha level. These critical values are transformed into the ranks corresponding to data points at the ends of the confidence interval.

For small sample sizes, table B 8 is entered to find the critical value $\mathrm{X}_{\mathrm{u}}$ having a p-value nearest to $\alpha / 2$. This critical value is then used to compute the ranks $\mathrm{R}_{\mathrm{u}}$ and $\mathrm{R}_{1}$ corresponding to the slope values at the upper and lower confidence limits for $\hat{b}_{1}$. These limits are the $R_{1}$ th ranked data points going in from either end of the sorted list of $\mathrm{N}=\mathrm{n} \bullet(\mathrm{n}-1) / 2$ pairwise slopes. The resulting confidence interval will reflect the shape (skewed or symmetric) of the original data.

$$
\begin{align*}
& \mathrm{R}_{\mathrm{u}}=\frac{\left(\mathrm{N}+\mathrm{X}_{\mathrm{u}}\right)}{2}  \tag{10.3}\\
& \mathrm{R}_{\mathrm{l}}=\frac{\left(\mathrm{N}-\mathrm{X}_{\mathrm{u}}\right)}{2}+1 \tag{10.4}
\end{align*}
$$

## Example 1, cont.

The $\mathrm{N}=21$ possible pairwise slopes between the $\mathrm{n}=7$ data pairs for example 1 were:

$$
\begin{array}{lllllllllll}
-9, & +1, & +1, & +1 & +1 & +1 & +1 & +1 & +1 & +1 & +1 \\
+1 & +1 & +1 & +1 & +1 & +3 & +3.5 & +4.3 & +6 & +11 &
\end{array}
$$

$\hat{\mathrm{b}}_{1}$ was the median or 11th largest slope. To determine a confidence interval for $\hat{\mathrm{b}}_{1}$ with $\alpha \cong 0.05$, the tabled critical value $X_{u}$ nearest to $\alpha / 2=0.025$ is found to be $15(p=0.015)$. The rank $\mathrm{R}_{\mathrm{u}}$ of the pairwise slope corresponding to the upper confidence limit is therefore

$$
\mathrm{R}_{\mathrm{u}}=\frac{(21+15)}{2}=18 \quad \text { for } \mathrm{N}=21 \text { and } \mathrm{X}_{\mathrm{u}}=15
$$

The rank $\mathrm{R}_{1}$ of the pairwise slope corresponding to the lower confidence limit is

$$
\mathrm{R}_{1}=\frac{(21-15)}{2}+1=4
$$

So an $\alpha=2 \bullet 0.015=0.03$ confidence limit for $\hat{b}_{1}$ is the interval between the 4th and 18th ranked pairwise slope (the 4th slope in from either end), or

$$
+1 \leq \hat{\mathrm{b}}_{1} \leq+3.5
$$

The asymmetry around the estimate $\hat{b}_{1}=1$ reflects the low probability that the slope is less than 1 , based on the data.

When the large-sample approximation is used, the critical value $z_{\alpha / 2}$ from a table of standard normal quantiles determines the upper and lower ranks of the pairwise slopes corresponding to the ends of the confidence interval. Those ranks are

$$
\begin{align*}
& \mathrm{R}_{\mathrm{u}}=\frac{N+z_{\alpha / 2} \sqrt{\frac{n(n-1)(2 n+5)}{18}}}{2}+1  \tag{10.5}\\
& \mathrm{R}_{\mathrm{l}}=\frac{N-z_{\alpha / 2} \sqrt{\frac{n(n-1)(2 n+5)}{18}}}{2} \tag{10.6}
\end{align*}
$$

As an example, for $\mathrm{n}=20$ pairs of data there would be $\mathrm{N}=(20)(19) / 2=190$ possible pairwise slopes. $\hat{b}_{1}$ is the average of the 95 th and 96 th ranked slopes. For a 95 percent confidence interval on $\hat{b}_{1}, z_{\alpha} / 2=1.96$ and

$$
\begin{array}{ll}
\mathrm{R}_{\mathrm{u}}=\frac{190+1.96 \cdot \sqrt{950}}{2}+1 & =126.2 \\
\mathrm{R}_{\mathrm{l}}=\frac{190-1.96 \cdot \sqrt{950}}{2} & =64.8
\end{array}
$$

the 64.8th ranked slope from either end. Rounding to the nearest integer, the 126th and 65th ranked slopes are used as the ends of the $\alpha=0.05$ confidence limit on $\hat{b}_{1}$.

Further discussion of these equations is in Hollander and Wolfe (1973), pp. 207-208.

### 10.2 Alternative Parametric Linear Equations

Hirsch and Gilroy (1984) described additional methods for fitting straight lines to data whose slopes and intercepts are computed using moment statistics. These lines differ from the OLS line of Chapter 9, and are more appropriate than that line for certain situations. For example, when X is to be predicted from Y using OLS, the resulting line differs from the OLS line predicting Y from X . This has implications for calibration. When many predictions are to be made and the distribution of those predictions is important (percentiles or spreads are of interest, as well as the mean), the Line of Organic Correlation (LOC) should be used instead of OLS. When describing a functional relationship between two variables without trying to predict
one from the other, LOC is again more appropriate than OLS. When some geographic trajectory is to be computed, the Least Normal Squares (LNS) line should be used.

### 10.2.1 OLS of X On Y

The OLS regression of Chapter 9 considered the situation where a response variable Y was to be modeled, enabling estimates of Y to be predicted from values of an explanatory variable X . Estimates of slope and intercept for the equation were obtained by minimizing the sum of squares of residuals in units of Y . Thus its purpose was to minimize errors in the Y direction only, without regard to errors in the X direction. The equation may be written as:

$$
\begin{equation*}
\mathrm{Y}_{\mathrm{i}}=\bar{Y}+r \frac{s_{y}}{s_{x}}\left(X_{i}-\bar{X}\right) \tag{10.7}
\end{equation*}
$$

where $r$ is Pearson's linear correlation coefficient, $s_{y}$ and $s_{\mathrm{X}}$ are the standard deviations of the Y and X variables, and $\left(\mathrm{r} \mathrm{s}_{\mathrm{y}} / \mathrm{s}_{\mathrm{x}}\right)=\left(\mathrm{r} \sqrt{\mathrm{SS}_{\mathrm{y}}} / \sqrt{\mathrm{SS}_{\mathrm{x}}}\right)=\mathrm{b}_{1}$, the OLS estimate of slope (see Chapter 9). Assuming the linear form of the model is correct and that X and Y are measured without error, OLS will lead to estimates of $\mathrm{Y}_{\mathrm{i}}$ for any given $\mathrm{X}_{\mathrm{i}}$ which are unbiased and have minimum variance. This means that OLS is the preferred method of estimating a single value of Y given a value of X , where X is measured without error.

In contrast, situations occur where it is just as likely that X should be predicted from Y , or that the two variables are equivalent in function. One classic example is in geomorphology, where relations between the depth and width of a stream channel are to be related. It is as reasonable to perform a regression of depth on width as it is of width on depth. A second example is the relation between dissolved solids concentration and "residue on evaporation" or ROE, an alternate measure of the amount of dissolved material in a water sample. Either could be chosen to model as a function of the other, and usually a description of their relationship is what is of most interest.

It is easy to show, however, that the two possible OLS lines ( Y on X and X on Y ) differ in slope and intercept. Following equation [10.7], reversing the usual order and setting X as the response variable, the resulting OLS equation will be

$$
\begin{equation*}
\mathrm{X}_{\mathrm{i}}=\bar{X}+r \frac{s_{x}}{s_{y}}\left(Y_{i}-\bar{Y}\right) \tag{10.8}
\end{equation*}
$$

which when solved for Y becomes

$$
\begin{equation*}
\mathrm{Y}_{\mathrm{i}}=\bar{Y}+\frac{1}{r} \frac{s_{y}}{s_{x}}\left(X_{i}-\bar{X}\right) \tag{10.9}
\end{equation*}
$$

Let $\mathrm{b}_{1}{ }^{\prime}=\left(1 / \mathrm{r} \cdot \mathrm{s}_{\mathrm{y}} / \mathrm{s}_{\mathrm{X}}\right)$, the slope of X on Y re-expressed to compare with slope $\mathrm{b}_{1}$. Contrasting [10.7] and [10.9], the slope coefficients $\mathrm{b}_{1} \neq \mathrm{b}_{1}{ }^{\prime}$. Thus the two regression lines will differ unless
the correlation coefficient r equals 1.0. In figure 10.7, these two regression lines are plotted for the dissolved solids and ROE data of Appendix C12.

The choice of which, if either, of the OLS lines to use follows a basic guideline. If one is to be predicted from the other, the predicted variable should be assigned as the response variable Y. Errors in this variable are being minimized by OLS. However, when only a single line describing the functional relationship between the two variables is of interest, neither OLS line is the appropriate approach. Neither OLS line uniquely or adequately describes that relationship. A different linear model having a unique solution should be used instead -- the line of organic correlation.

### 10.2.2 Line of Organic Correlation

The line of organic correlation (LOC) was proposed as a linear fitting procedure in hydrology by Kritskiy and Menkel (1968) and applied to geomorphology by Doornkamp and King (1971). Its theoretical properties were discussed by Kruskal (1953). The line also has been called the "geometric mean functional regression" (Halfon, 1985), the "reduced major axis" (Kermack and Haldane, 1950), the "allometric relation" (Teisser, 1948) and "Maintenance of Variance Extension" or MOVE (Hirsch, 1982). It possesses three characteristics preferable to OLS in specific situations:
a) LOC minimizes errors in both X and Y directions.
b) It provides a unique line identical regardless of which variable, X or Y , is used as the response variable, and
c) The cumulative distribution function of the predictions, including the variance and probabilities of extreme events such as floods and droughts, estimates those of the actual records they are generated to represent.


Figure 10.7 Three straight lines fit to the same data.

The LOC minimizes the sum of the areas of right triangles formed by horizontal and vertical lines extending from observations to the fitted line (figure 10.8). By minimizing errors in both directions it lies between the two OLS lines on a plot of $Y$ versus $X$ (see figure 10.7). The slope of the LOC line equals the geometric mean of the Y on X and X on Y OLS slopes:

$$
\mathrm{b}_{1}^{\prime \prime}=\sqrt{\mathrm{b}_{1} \mathrm{~b}_{1}^{\prime}}=\operatorname{sign}[\mathrm{r}] \cdot \frac{\mathrm{s}_{\mathrm{y}}}{\mathrm{~s}_{\mathrm{x}}}
$$

where $b_{1}$ " is the slope of the LOC line

$$
\begin{equation*}
\mathrm{Y}_{\mathrm{i}}=\mathrm{b}_{0}{ }^{\prime \prime}+\operatorname{sign}[\mathrm{r}] \cdot \frac{\mathrm{s}_{\mathrm{y}}}{\mathrm{~s}_{\mathrm{x}}} \cdot \mathrm{X}_{\mathrm{i}} \tag{10.10}
\end{equation*}
$$

So the correlation coefficient in the equation for OLS slope is replaced by the algebraic sign ( + or - ) of the correlation coefficient with LOC. The magnitude of the LOC slope $b_{1} "$ is determined solely by the ratio of standard deviations $s_{y} / s_{x}$. Performing LOC of X on Y will give the identical line as does the LOC of Y on X .

LOC is therefore used for two purposes, corresponding to the three above attributes:
$\mathrm{a}, \mathrm{b})$ to model the correct functional relationship between two variables, both of which are measured with error.
c) to produce a series of estimates $\hat{\mathrm{Y}}_{\mathrm{i}}$ from observed $\mathrm{X}_{\mathrm{i}}$ whose distributional properties are similar to those expected had the $\mathrm{Y}_{i}$ been measured. Such estimates are important when the probability distribution (variance or percentiles) of the estimates, and not just the mean or an individual estimate, are to be interpreted and used.

Examples of the first use for LOC include the geomorphic relationships cited above, describing the relation between bioaccumulation and octanol-water partition coefficients (Halfon, 1985), or other applications where the slope is to take on physical meaning rather than interest in prediction of values of one variable.

One example of the second use for LOC is the extension or fill-in of missing observations. This use for record extension has been the major application of LOC to water resources thus far. As an example, suppose two nearby sites overlap in their gaged record. The streamflow for the site with the shorter record is related to that at the longer (the "base") site during the overlap period. Using this relationship, a series of streamflow data at the shorter site is estimated during an ungaged period based on flows at the base site. If the OLS equation were used to estimate streamflows, the variance of the resulting estimates would be smaller by a factor of $\mathrm{R}^{2}$ than it should be. OLS reduces the variance of estimates because the OLS slope is a function not only of the ratio of the standard deviations $s_{y} / s_{X}$, but also of the magnitude of the correlation coefficient $r$. Only when $|r|=1$ do OLS estimates posses the same variance as would be expected based on the ratio of variances for the original data. To see this more clearly, take the extreme case where $r=0$, and there is no relationship between

Y and X . The slope then equals 0 , and all OLS estimates would be identical and equal to $\bar{Y}$. The variance of the estimates is also zero. As $\mathrm{R}^{2}$ decreases from 1 to 0 , the variance of OLS estimates is proportionately reduced. This variance reduction is eliminated from LOC by eliminating the correlation coefficient from the equation for slope. The estimates resulting from the LOC have a variance in proportion to the ratio of the variances $s_{y} 2 / s_{x} 2$ from the original data.

When multiple estimates are to be generated and statements made about probabilities of exceedance, such as flood-flow probabilities, probabilities of low-flows below a water supply intake, or probabilities of exceeding some water-quality standard, inferences are made which depend on the probability distribution of the estimated data. In these cases LOC, rather than OLS, should be used to generate data. OLS estimates would substantially underestimate the variance because they do not include the variability of individual values around the regression line (Hirsch, 1982). As a consequence, the frequency of extreme events such as floods, droughts, or exceedance of standards would be underestimated by OLS.

Variations on using LOC for hydrologic record extension have been published by Vogel and Stedinger (1985) and Grygier et al. (1989).

All three of the lines discussed thus far have two identical characteristics. They are invariant to scale changes, so that changing the Y or X scale (from English to metric units, for example) will not change the estimates of slope or intercept after re-expressing them back into their original scales. However, if the X and Y axes are rotated and lines re-computed, the second set of estimates will differ from the first following re-expression into the original orientation. This second property is not desirable when the original axes are of arbitrary orientation, such as for latitude and longitude. The line discussed in the next section can be fit when invariance to spatial orientation is desired.

### 10.2.3 Least Normal Squares

Least normal squares is the line which minimizes the squared distances between observed points and the line, where distances are measured perpendicular (normal) to the line. The slope can be expressed as in figure 10.8

$$
\begin{equation*}
\mathrm{b}=-A+\frac{\sqrt{r^{2}+A^{2}}}{r} \quad \text { where } \mathrm{A}=\frac{1}{2}\left(\frac{s_{x}}{s_{y}}-\frac{s_{y}}{s_{x}}\right) \tag{10.11}
\end{equation*}
$$

Method $\quad$ Slope $\quad$ scale Change $\quad$ Rotation

Figure 10.8 Characteristics of four parametric methods to fit straight lines to data

An appealing property of LNS is its invariance to rotation of axes. This is desirable when the coordinate system in which the data are measured is arbitrary. The most common example of this is where X and Y are physical locations, such as latitude and longitude. If the axes are rotated, the X and Y coordinates of the data recomputed, and the LNS line recomputed, it will coincide exactly with the LNS line for the data prior to rotation. This is not so with OLS or LOC. However, the LNS line is not invariant to scale changes. The LNS line expressed in any scale will differ depending on the scale in which the calculations were made. For example, the LNS line relating concentration in $\mathrm{mg} / \mathrm{L}$ to streamflow in cubic feet per second will differ from the LNS line for the same data using streamflow in cubic meters per second. This attribute makes LNS poorly suited to describe the relation between most common water resources variables. Where LNS is appropriate is in computing trajectories minimizing distances between observed points in space. Kirby (1974) thus used LNS to compute the straight line traverse of a ship from a set of coordinate locations taken along its trip.
10.2.4 Summary of the Applicability of OLS, LOC and LNS

To summarize the application of each of the above parametric procedures:

1. To estimate individual values of one variable from another variable, use OLS (assuming the data are linear and homoscedastic). This holds regardless of causality, and regardless of whether there are errors in measurement of the explanatory variable.
2. To estimate multiple values of one variable from another variable in order to make statements about the probability distribution, use LOC. This preserves the characteristics of the entire distribution, avoiding the downward bias in variance of the OLS estimates.
3. To describe the functional relationship between two variables with the primary interest in the slope coefficient, use LOC.
4. To determine the geographic trajectory which minimizes the differences from observed data, use LNS.

### 10.3 Weighted Least Squares

Data may exhibit a linear pattern yet have nonconstant variance (heteroscedasticity -- see figure 10.9). Corrections for non-constant variance involving a power transformation will often alter the linear pattern to one which is curved. Also, transformation into differing units may not be desirable, due to retransformation bias of the estimates (see Chapter 9). Finally, the data may have known inherent differences in their variances, such as when means or other summary statistics based on unequal-sized data sets are used as the explanatory variable. When the constant


Figure 10.9 Heteroscedastic data. variance assumption of OLS is violated, an alternate method called weighted least squares (WLS) should instead be employed.

With WLS, each squared residual $\left(Y_{i}-\hat{Y}_{\mathrm{i}}\right)^{2}$ is weighted by some weight factor $\mathrm{w}_{\mathrm{i}}$ in such a way that observations with greater variance have lesser weight. Thus "less reliable" observations have less influence on the resulting linear equation than "more reliable" observations. The fitted WLS equation minimizes the squares of the weighted residuals. To evaluate whether this weighting has corrected for heteroscedasticity, a weighted residuals plot should be drawn. In this plot the weighted residuals, $e_{i} \sqrt{w_{i}}$ are plotted versus $\hat{Y}_{i} \sqrt{w_{i}}$. The pattern of weighted residuals can be interpreted as with any other residuals plot.

One common use of WLS in water resources arises when basin characteristics are used to estimate flood percentiles (Tasker, 1980). For example, estimates of the 100-year flood at ungaged sites can be made from a log-log regression of sample estimates of 100-year floods for gaged sites within a region versus drainage area. The flood flows used to construct the regression will have differing variances for different sites, depending on their record lengths $n$. Sample estimates based on longer records are more reliable, and will have lower variance, than for stations with less data. Therefore estimates from longer records should be given a stronger effect on the regression line. If all original observations are assumed to have constant variance $\sigma^{2}$, then the weights $w_{i}$ for the weighted regression will be proportional to the record lengths $n_{i}$ at each station.

Further weighting could reflect any spatial correlation between the sites. This is called generalized least squares, and is applied to hydrology by Stedinger and Tasker (1985). An example of weighting in response to differential sampling within a stratified sampling design is given by DuMouchel and Duncan (1983).

A more empirical method of weighting occurs by setting weights inversely proportional to the sample variance of the response variable at that location. This variance is rarely known ahead of time, so that weights are computed based on residuals from an ordinary least squares regression (OLS) in the following manner:

1) OLS regression is computed for $Y$ versus $X$. Residuals are plotted against $\hat{Y}$, and nonconstant variance is seen.
2) Observations with similar X's are grouped, and the variance of the observations in each group $s_{y}{ }^{2}$ is calculated. These variances are plotted versus $X_{i}$ for each group.
3) Assign $\mathrm{s}_{\mathrm{y}}{ }^{2}$ to each observation in group i. Weights $\mathrm{w}_{\mathrm{i}}=1 / \mathrm{s}_{\mathrm{y}}{ }^{2}$.

Weighted least squares can be computed using software for unweighted multiple regression by employing a data transformation $\mathrm{Y}_{\mathrm{i}}^{\prime}=\mathrm{c}_{\mathrm{i}} \mathrm{Y}_{\mathrm{i}}$, where each observation $\mathrm{Y}_{\mathrm{i}}$ is multiplied by the square root of the weight for that point $\left(c_{i}=\sqrt{w_{i}}=1 / s_{y}\right)$. The $X_{i}$ must also be weighted as $X_{i}^{\prime}=c_{i} X_{i}$. A weighted intercept term must also be included as a new "variable" $I_{i}^{\prime}$, consisting of a vector of $\mathrm{c}_{\mathrm{i}}$ 's, one per observation. The transformed $\mathrm{Y}_{\mathrm{i}}^{\prime}$ are then related by multiple regression to $X_{i}^{\prime}$ and $I_{i}^{\prime}$ using the "no intercept" option (the $I^{\prime}$ column is the weighted intercept). The resulting coefficients are the coefficients of the weighted least squares line.

## Example 3

Total dissolved solids (TDS) from Appendix C12 are plotted versus time, and an increasing variance is seen (figure 10.10). Regression of TDS versus time produces:

$$
\text { TDS }=-1627+0.844 \bullet \text { Time, }, \text { t-statistic }=4.62 \quad \mathrm{p}=<0.001
$$

where Time is in years. A residuals plot would also show increasing variance.

However, this equation puts undue emphasis on the more recent data, which have the largest variability. The variability seems to increase after 1985, therefore the data are split into two periods, and the variance of TDS is computed separately for each period.


Figure 10.10 TDS data with non-constant variance (heteroscedasticity).

The variance for the pre-1985 period is 24.18 , while after 1985 it is 71.80 . The reciprocal of these values is assigned as the weight function for each observation in the respective groups, and a weighted least squares regression is performed. This results in:

$$
\text { TDS }=-1496+0.778 \cdot \text { Time. t-statistic }=4.10 \quad \mathrm{p}=<0.001
$$



Figure 10.11 Weighted residuals plot of the TDS data.
A plot of the weighted residuals versus predicted values is shown in figure 10.11. The weighted residuals have constant variance. Thus the weighted least squares line should be preferred to the unweighted line, because it more closely conforms to one of the assumptions of least squares regression -- constant variance of residuals.

### 10.4 Iteratively Weighted Least Squares

OLS regression can be thought of as a "linear mean", with both desirable and undesirable properties similar to a mean. One undesirable property is that outliers can "pull" the location of the line (estimates of slope and intercept) in their direction, much in the same fashion as the sample mean is affected by an outlier. The resulting residuals corresponding to the outlying point may be small, making that point difficult to discern as unusual. Such outliers must be detected using influence statistics (see Chapter 9). In addition to detecting outliers, it may be desirable to limit their influence on the regression line, similar in objective to the Kendall-Theil method given in section 10.1. A second method for doing so, somewhat analogous to a trimmed mean, is a robust regression method called iteratively weighted least squares (IWLS). Unlike Kendall-Theil, IWLS is applicable in the multiple regression context.

The goal of any robust regression is to fit a line not strongly influenced by outliers. This leaves large residuals for the outliers, but a better fit to most other points. IWLS produces models similar to OLS when the underlying residuals distribution is normal, where OLS would have been reasonable to use. Alternate methods of robust regression to IWLS include "least median of squares" and "least absolute value" (Rousseeuw and Leroy, 1987), both of which minimize a more robust measure of error than least squares.

With IWLS, weights are derived from the data. An OLS is first computed -- all weights are initially set equal to one. Points nearest the OLS line are then given weights near one, while points further away have lesser weight. A weighted least squares is computed, and the process repeated. After about two iterations the weights become stabilized, and the final iteratively weighted least squares line results.

There are several weight functions which have been used to compute weights. A common and useful one is the bisquare weight function (Mosteller and Tukey, 1977):
$w_{i}=\left\{\begin{array}{cc}\left(1-u_{i}^{2}\right)^{2} & \text { for }\left|u_{i}\right| \leq 1 \\ 0 & \text { for }\left|u_{i}\right|>1\end{array}\right.$


Figure 10.12 Bisquare Weight Function
where

$$
\begin{aligned}
\mathrm{u}_{\mathrm{i}}= & \frac{\mathrm{Y}_{\mathrm{i}}-\hat{\mathrm{Y}}_{\mathrm{i}}}{\mathrm{c}^{\bullet} \mathrm{S}} \\
\mathrm{c}= & 0 \\
\mathrm{~S}= & \text { constant, and } \\
& \text { of spread of the residuals }\left(\mathrm{Y}_{\mathrm{i}}-\hat{\mathrm{Y}}_{\mathrm{i}}\right) .
\end{aligned}
$$

The purpose of the divisor $c \cdot S$ is to make $u_{i}$ invariant to scale changes.

Common choices for c and S are
a. $c=3$ and $S=$ the $I Q R$ of the residuals. For a normal distribution $I Q R \cong 4 / 3 \sigma$, so that when $c=3, c^{\bullet} S \cong 4 \sigma$. This is a margin sufficiently wide to include most or all observations when the distribution is near-normal, and yet protect against outliers when the distribution is markedly non-normal.
b. $\mathrm{c}=6$ and $\mathrm{S}=$ the MAD, the median absolute deviation from the previous line, or median $\mid$ residuals $\mid$. Again $c \cdot S \cong 4 \sigma$ (MAD $\cong 2 / 3 \sigma$ for a normal distribution).

Note that since the sample standard deviation is strongly distorted by outliers, it would be a poor choice as the measure of spread $S$. This highlights the failing of all parametric tests for outliers: if the criteria for declaring a value as an outlier is strongly influenced by those same outliers, it will be inflated to the point of declaring too few data as outliers. Either the MAD or IQR are more appropriate than the standard deviation for this purpose.

After calculating the IQR or MAD of residuals from an OLS, the first set of weights are produced. These weights are used in the first weighted least squares, from which new residuals are used to compute new weights. The process is repeated until the weights stabilize -- in most cases only two iterations are required.

## Example 3

TCE concentrations were measured in wells from the Upper Glacial Aquifer, Long Island, NY., and related to population density (Eckhardt et al., 1989). Below are listed the percent of wells with TCE concentrations above the detection limit ( $\% \mathrm{DET}$ ), by population density of the surrounding land (POPDEN). Compute the robust regression equation (2 iterations) to predict detection percentage from population density.

| \%DET | 0.64 | 4.80 | 10.20 | 22.50 | 25.00 | 25.00 | 67.00 | 38.00 | 31.30 |
| ---: | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: | :--- |
| POPDEN | 1 | 2 | 3 | 5 | 6 | 8 | 9 | 11 | 13 |



Figure 10.13 TCE concentrations on Long Island (Eckhardt, 1989)

The OLS (unweighted) regression equation is $\%$ DET $=2.00+3.56 \cdot$ POPDEN
with a $t$-statistic of 2.86 . This line is pulled up by the one outlier at a population density of 9 which doesn't fit the rest of the data very well (figure 10.13). The residuals $e_{i}$ from this OLS line are used to establish bisquare weights for the first WLS line.

| $\mathrm{e}_{\mathrm{i}}:$ | -0.414 | -0.345 | -0.191 | 0.199 | 0.120 | -0.404 | 2.478 | -0.253 | -1.545 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathrm{w}_{\mathrm{i}}:$ | 0.929 | 0.945 | 0.982 | 0.978 | 0.992 | 0.913 | 0.000 | 0.971 | 0.326 |

The outlying point is sufficiently far from the line that it receives a weight of zero. The first weighted regression equation is then $\% \mathrm{DET}=0.93+3.23 \cdot$ POPDEN, with a t -statistic of 6.93. This is shown as "1st WLS" in figure 10.13. Again, residuals are computed from this equation, and a new set of weights computed:
wi: $\begin{array}{lllllllll}0.945 & 0.970 & 0.999 & 0.872 & 0.903 & 0.986 & 0.000 & 0.989 & 0.489\end{array}$

The 2nd iteration weighted regression equation is then $\%$ DET $=1.24+3.10 \bullet$ POPDEN, similar to the previous iteration, with a t-statistic of 6.63. Figure 10.13 shows this line as "2nd WLS". The residual for the outlying point remains large, while the line fits the majority of the data quite well. This is the objective of a robust regression.

### 10.5 Smoothing

Smoothing differs in purpose and form from the previous methods. It is an exploratory technique, having no simple equation or significance tests associated with it. The most common smooths estimate the center of the data -- the conditional mean or median of Y as X changes. The lack of an equation is a strength in the sense that a smooth is not constrained by some prior assumption as to the mathematical function of the relationship. Rarely are there theoretical grounds for choosing one function over another in modeling Y versus X. For large data sets it is common to visually identify departures from a simple function which could only be modelled by incorporating several high order terms. This can cause instability near or beyond the range of the data. The shape of a smooth is not specified a priori, but is determined solely by the data.

Middle smooths allow the data to dictate the location of a smooth curve which goes through the middle of the data. They are used to highlight trends or patterns in the data on a scatterplot. These patterns are often difficult to see. The human eye only poorly follows the central tendency of a scatterplot; the range of data dominates visual impression. Adding a line through the middle draws attention to the center of the plot, aiding judgement of whether the pattern is linear, indicating where breaks in slope occur, etc.

### 10.5.1 Moving Median Smooths

The simplest smooths are moving averages or medians. Data are smoothed by calculating the mean or median of a portion of the total data within some 'window' of influence around a given
$\mathrm{X}_{0}$. This is repeated while setting $\mathrm{X}_{0}$ equal to nearly every X value in the data set. As before, outliers will influence moving averages (means) more strongly than medians, so that moving averages are more erratic than medians in the vicinity of outliers. Moving medians therefore are more resistant to outliers than are moving averages.

Suppose a 5-point moving median is to be computed. A 'window' of width equal to 5 data points is begun at the left of the $\mathrm{X}-\mathrm{Y}$ plot. The median of the 5 Y values within the window is computed, and plotted at the center of the window ( $\mathrm{X}_{0}=3$ rd point from the left) to form the first value of the smooth. Data outside the window have no influence on the smoothed value. The X window is shifted to the right by one data point, a new median of the 2nd through 6th points calculated, and this value plotted at the new $\mathrm{X}_{0}=4$ th point from the left. This shifting and computation progressively continues through the final window, composed of the rightmost 5 points. All medians are then connected by straight lines to form the moving-median smooth.

Figure 10.14 shows an 11 -point moving median smooth for sand concentrations in the Colorado River at Lees Ferry, Arizona. Moving medians are convenient for hand computation, but produce a "rough" pattern unless the window size is quite large. Large windows result in the undesirable characteristic that data far from $\mathrm{X}_{0}$ influence the resulting value as much as data nearby. To avoid this, more complex smoothing routines are now performed by computer.


Figure 10.1411 point moving median of sand concentrations in the Colorado River at Lees Ferry, Arizona, 1949-1970.


Figure 10.1511 point moving median and LOWESS smooths of the Lees Ferry data

These allow the data nearer the center of the window to influence the smoothed value more than those further away. They also allow the smoothness of the final fit to be adjusted to the needs of the data analyst. One of the most flexible and useful smoothing algorithms is called LOWESS. In figure 10.15 the 11 point moving median smooth is compared to a LOWESS smooth for the Lees Ferry data.

### 10.5.2 LOWESS

LOWESS, or LOcally WEighted Scatterplot Smoothing (Cleveland et al., 1979) is computationally intensive. It involves fitting at least $2^{\mathrm{n}}$ weighted least squares equations. At every $\mathrm{X}_{0}$, a $\hat{\mathrm{Y}}$ is computed from a WLS regression whose weights are a function of both the distance from $\mathrm{X}_{0}$ and the magnitude of the residual from the previous regression (an iterative procedure). The robust regression weights $\mathrm{w}_{\mathrm{i}}$ are computed by

$$
\mathrm{w}_{\mathrm{i}}=\mathrm{wx} \mathrm{x}_{\mathrm{i}} \cdot \mathrm{wr}_{\mathrm{i}}
$$

where $\mathrm{wx}_{\mathrm{i}}$, the distance weight, is a function of the distance between the center of the window $\mathrm{X}_{\mathrm{i}}$ and all other X . The residuals weight $\mathrm{wr}_{\mathrm{i}}$ is a function of $\left|\mathrm{Y}_{\mathrm{i}}-\hat{\mathrm{Y}}_{\mathrm{i}}\right|$, the distance in the Y direction between the observed $\mathrm{Y}_{\mathrm{i}}$ and the value predicted from the previous WLS equation. A point will receive a small weight, and therefore have little influence on the smoothed $\hat{Y}$, if it is either far from the center of the window in the X direction or has a large residual in the Y direction. The measure of how quickly weights decrease as distances increase in the X and Y directions is determined by the weight function. For a point at $\left(\mathrm{X}_{\mathrm{i}}, \mathrm{Y}_{\mathrm{j}}\right)$, the bisquare weight is determined as
$\operatorname{wr}_{i}=\left\{\begin{array}{cc}\left(1-u_{i}^{2}\right)^{2} & \text { for }\left|u_{i}\right| \leq 1 \\ 0 & \text { for }\left|u_{i}\right|>1\end{array}\right.$

$w_{i}=\left\{\begin{array}{cc}\left(1-v_{i}^{2}\right)^{2} & \text { for }\left|v_{i}\right| \leq 1 \\ 0 & \text { for }\left|v_{i}\right|>1\end{array}\right.$
where $v_{i}=\frac{X_{i}-X}{d_{x}}$

where $u_{i}=\frac{Y_{i}-\hat{Y}_{i}}{6 \cdot \text { median of all }\left|Y_{i}-\hat{Y}_{i}\right|}$
where $d_{x}=$ half width of window $=m$ th largest $\left|X_{i}-X\right|$

$$
\begin{aligned}
& \mathrm{m}=\mathrm{Nf} \\
& \mathrm{~N}=\text { sample size } \\
& \mathrm{f}=\text { smoothness factor specified at outset. }
\end{aligned}
$$

Smoothness of LOWESS is varied by altering the window width, as controlled by the smoothness factor f (figure 10.16). As f is increased, the window size is increased, and more points influence the magnitude of $\hat{Y}$. Selection of an appropriate f is determined subjectively according to the purpose for which the smooth is used.


Figure 10.16 Three smooths of the same data with differing smoothness factors $f$.

Three examples of situations in which LOWESS smooths greatly aid data analysis are:

1. To emphasize the shape of the relationship between two variables on a scatterplot of moderate to large sample size. Adding a line through the middle draws attention to the center of the plot, aiding judgement of how the two variables are related.
2. To compare and contrast multiple large data sets. Plotting all data points with differing symbols per group does not provide the clarity necessary to distinguish similarities and differences between groups. Instead, computing and plotting LOWESS smooths without the data may give great insight into group characteristics. For example, Welch et al. (1988) used LOWESS to describe the relationship between arsenic and pH in four physiographic regions of the Western United States (figure 2.26 in Chapter 2). Thousands of data points were involved; a scatterplot would have shown nothing but a blob of data. The smooths clearly illustrated that in three regions arsenic concentrations increased with increasing pH , while in the fourth no increase was observed. Smooths were also used by Schertz and Hirsch (1985) to illustrate regional patterns in atmospheric precipitation chemistry. They used one smooth per station to display simultaneous changes in sulfate and other chemical concentrations occuring over broad regions of the country (figure 10.17). These relationships would have gone unnoticed using scatterplots -- the underlying patterns would have been obscured by the proliferation and scatter of the data.


Figure 10.17 Smooths of sulfate concentrations at 19 stations, 1978-83 (from Schertz and Hirsch, 1985).
3. To remove the effect of an explanatory variable without first assuming the form of the relation (linear, etc.). In situations equivalent to multiple regression where several variables may affect the magnitude of a response variable (Y), removal of one variable's (X) effects may be accomplished by computing a LOWESS smooth of Y versus X and using the residuals from the smooth in subsequent analyses. An example is when removing the effects of discharge or precipitation volume from chemical concentration data prior to performing a trend analysis (see Chapter 12). LOWESS allows the analyst to be unconcerned as to whether the relation between Y and X is linear or nonlinear. In contrast, linearity would have to be established prior to using regression.

Two additonal lines are sometimes plotted along with the LOWESS middle smooth. These are upper and lower smooths (Cleveland and McGill, 1984b), which function as smoothed versions of upper and lower quartiles of the conditional distribution of Y as a function of X . They are constructed by computing additional LOWESS smooths on the positive residuals and negative residuals, respectively, from the middle LOWESS smooth. These values are then added to the middle smooth, and connected with straight line segments. Upper and lower smooths are useful for showing how the spread and/or symmetry of the conditional distribution of Y changes as a function of X. Figure 10.18 is one example. It shows how the spread of nitrate concentrations changes with depth for groundwaters under Long Island, NY. The spread or "running IQR" is indicated by the distance between the upper and lower smooths, shown as dashed lines in the plot.


Figure 10.18 Nitrate concentrations versus depth in the upper Glacial Aquifer, Long Island NY (data from Eckhardt et al., 1989).

### 10.5.3 Polar Smoothing

Polar smooths (Cleveland and McGill, 1984b) are variations on lowess smooths. They are polygons describing the two-dimensional locations of data groups on a scatterplot (see figure 2.28 in Chapter 2). Comparisons of differences in location of several data groups is made much easier by comparing polar smooths rather than comparing symbols for each data point on a scatterplot, as in figure 2.27. Polar smooths are used as a visual 'discriminant analysis' in two dimensions.

To compute a polar smooth, first center the data at the median of X and median of Y. All data points are then described in terms of their angle and radius from this center, placing the data into polar coordinates. A lowess smooth is computed while in polar coordinates, and then is retransformed back into original units. The smooth, which while in polar coordinates had 50 percent of the data below it, upon re-transformation envelops those same 50 percent within it An analogous 'upper smooth' which in polar coordinates had 75 percent of the data below it becomes an 'outer smooth' containing 75 percent of the data in original units.

Polar smooths can be a great aid to exploratory data analysis. They are not constrained a priori to be an ellipse or any other shape, but take on the characteristics of the data. This can lead to new insights difficult to see by plotting the original observations. For example, in figure 2.28 smooths enclosing $75 \%$ of the conductance versus pH data for three types of upstream land use are plotted. The irregular pattern for the smooth of abandoned mine data suggests that two separate subgroups are present, one with higher pH than the other.

## Exercises

10.1 For the data below,
a) compute the Kendall slope estimator,
b) compute Kendall's $\tau$,
c) compute the non-parametric regression equation.
d) compute the significance level of the test.

| Y | 10 | 40 | 30 | 55 | 62 | 56 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| X | 1 | 2 | 3 | 4 | 5 | 6 |

10.2 One value has been altered from the 10.1 exercise. Again compute the slope estimate, intercept, $\tau$ and significance level. By how much have these changed in response to the one (large) change in Y? Also compute a $95 \%$ confidence interval on the slope estimate.

| Y | 10 | 40 | 30 | 55 | 200 | 56 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| X | 1 | 2 | 3 | 4 | 5 | 6 |

10.3 Compute the robust IWLS equation (2 iterations) for the Exercise 10.2 data.
10.4 Williams and Wolman (1984) relate the lowering of streambed elevation downstream of a major dam to years following its installation. Calculate a linear least-squares regression of bed lowering $(\mathrm{L})$ as the response variable, versus years (Yrs) as the explanatory variable, and compute its $\mathrm{R}^{2}$.

| $\frac{\mathrm{Yrs}}{0.5}$ | $\underline{\text { Lowering }(\mathrm{m})}$ | -0.65 | 8 | -4.85 | $\frac{\mathrm{Lrs}}{17}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -1.20 | 10 | -4.40 | -5.05 |  |
| 2 | -2.20 | 11 | -4.95 | 20 | -5.10 |
| 4 | -2.60 | 13 | -5.10 | 22 | -5.65 |
| 6 | -3.40 | 15 | -4.90 | 24 | -5.50 |
|  |  |  |  | 27 | -5.65 |

Calculate a 5-point moving median smooth of the data. Plot the smooth and regression line along with a scatterplot of the data. Describe how well each represents the data.
10.5 Record Extension

Monthly discharges for September at two rivers are given in Appendix C13 (units of million cubic meters per month). The most recent 20 years are available for "Short" (ignore the data in italics), and 50 years at "Base". The two sites are close enough that the data are reasonably well correlated with each other. Using the 20 years of joint record and the additional 30 years of record at "Base", produce a 50 -year-long record at "Short" for use in a water supply simulation model.


First use regression and then repeat the process using the LOC. Take the extended record (the 30-year estimates plus the known 20 years) produced by the two methods at "Short" and plot them to illustrate the differences (a boxplot or probability plot are recommended). Compare these to each other and to a plot of the flows which actually occurred (the true flows are given in italics in Appendix C13). Which technique is preferable if the objective is to estimate water supply shortage risks? Which technique is preferable if the objective is to estimate the true September flow in each year? Quantify your conclusion about this.
10.6 The pulp liquor waste contamination of shallow groundwater (see Exercise 7.1) is revisited. Now the relationship between pH and COD in samples taken from the piezometers is of interest. Calculate a straight line which best describes the relationship between these two chemical constituents. Should this line be used by the field technician to predict COD from the pH measured on-site?

| pH | $\frac{\mathrm{COD}}{7.0}$ | 51 | pH | $\frac{\mathrm{COD}}{}$ | pH |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 7.2 | 60 | 6.3 | 21 | 8.4 | $\frac{\mathrm{COD}}{283}$ |
| 7.5 | 51 | 6.9 | 17 | 7.6 | 2170 |
| 7.7 | 3600 | 7.0 | 34 | 7.5 | 6580 |
| 8.7 | 6900 | 6.4 | 43 | 7.4 | 3340 |
| 7.8 | 7700 | 6.8 | 34 | 9.3 | 7080 |
|  |  | 6.7 | 43 | 9.0 | 10800 |

## Chapter 11 Multiple Linear Regression

The 100-year flood is to be estimated for locations without streamflow gages using basin characteristics at those locations. A regression equation is first developed relating the 100-year flood to several basin characteristics at sites which have a streamflow gage. Each characteristic used is known to influence the magnitude of the 100 -year flood, has already been used in adjoining states, and so will be included in the equation regardless of whether it is significant for any individual data set. Values for the basin characteristics at each ungaged site are then input to the multiple regression equation to produce the 100 -year flood estimate for that site.

Residuals from a simple linear regression of concentration versus streamflow show a consistent pattern of seasonal variation. To make better predictions of concentration from streamflow, additional explanatory variables are added to the regression equation, modeling the pattern seen in the data.

As an exploratory tool in understanding possible causative factors of groundwater contamination, data on numerous potential explanatory variables are collected. Each variable is plausible as an influence on nitrate concentrations in the shallowest aquifer. Stepwise or similar procedures are performed to select the "most important" variables, and the subsequent regression equation is then used to predict concentrations The analyst does not realize that this regression model is calibrated, but not verified.

Multiple linear regression (MLR) is the extension of simple linear regression (SLR) to the case of multiple explanatory variables. The goal of this relationship is to explain as much as possible of the variation observed in the response (y) variable, leaving as little variation as possible to unexplained "noise". In this chapter methods for developing a good multiple regression model are explained, as are the common pitfalls such as multi-collinearity and relying on $\mathrm{R}^{2}$. The mathematics of multiple regression, best handled by matrix notation, will not be extensively covered here. See Draper and Smith (1981) or Montgomery and Peck (1982) for this.

### 11.1 Why Use MLR?

When are multiple explanatory variables required? The most common situation is when scientific knowledge and experience tells us they are likely to be useful. For example, average runoff from a variety of mountainous basins is likely to be a function both of average rainfall and of altitude; average dissolved solids yields are likely to be a function of average rainfall, percent of basin in certain rock types, and perhaps basin population. Concentrations of contaminants in shallow groundwater are likely to be functions of both source terms (application rates of fertilizers or pesticides) and subsurface conditions (soil permeability, depth to groundwater, etc.).

The use of MLR might also be indicated by the residuals from a simple linear SLR. Residuals may indicate there is a temporal trend (suggesting time as an additional explanatory variable), a spatial trend (suggesting spatial coordinates as explanatory variables), or seasonality (suggesting variables which indicate which season the data point was collected in). Analysis of a residuals plot may also show that patterns of residuals occur as a function of some categorical grouping representing a special condition such as: on the rising limb of a hydrograph, at cultivating time, during or after frontal storms, in wells with PVC casing, measurements taken before 10:00 a.m., etc. These special cases will only be revealed by plotting residuals versus a variety of variables -in a scatterplot if the variable is continuous, in grouped boxplots if the variable is categorical. Seeing these relationships should lead to definition of an appropriate explanatory variable and its inclusion in the model if it significantly improves the fit.

### 11.2 MLR Model

The MLR model will be denoted:

$$
\mathrm{y}=\beta_{0}+\beta_{1} \mathrm{x}_{1}+\beta_{2} \mathrm{x}_{2}+\ldots .+\beta_{\mathrm{k}} \mathrm{x}_{\mathrm{k}}+\varepsilon
$$

where $\quad \mathrm{y}$ is the response variable
$\beta_{0}$ is the intercept
$\beta_{1}$ is the slope coefficient for the first explanatory variable
$\beta_{2}$ is the slope coefficient for the second explanatory variable
$\beta_{\mathrm{k}}$ is the slope coefficient for the kth explanatory variable, and
$\varepsilon \quad$ is the remaining unexplained noise in the data (the error).
To simplify notation the subscript i , referring to the $\mathrm{i}=1,2, . .$, n observations, has been omitted from the above. There are $k$ explanatory variables, some of which may be related or correlated to each other (such as the previous 5 -day's rainfall and the the previous 1-day rainfall). It is therefore best to avoid calling these "independent" variables. They may or may not be independent of each other. Calling them explanatory variables describes their purpose: to explain the variation in the response variable.

### 11.3 Hypothesis Tests for Multiple Regression

### 11.3.1 Nested F Tests

The single most important hypothesis test for MLR is the F test for comparing any two nested models. Let model "s" be the "simpler" MLR model

$$
y_{\mathrm{s}}=\beta_{0}+\beta_{1} \mathrm{x}_{1}+\beta_{2} \mathrm{x}_{2}+\ldots .+\beta_{\mathrm{k}} \mathrm{x}_{\mathrm{k}}+\varepsilon_{\mathrm{s}}
$$

It has $\mathrm{k}+1$ parameters including the intercept, with degrees of freedom $\left(\mathrm{df}_{\mathrm{S}}\right)$ of $\mathrm{n}-(\mathrm{k}+1)$. Again, the degrees of freedom equals the number of observation minus the number of parameters estimated, as in SLR. Its sum of squared errors is SSE $_{\mathrm{S}}$.

Let model " c " be the more complex regression model

$$
y_{c}=\beta_{0}+\beta_{1} x_{1}+\beta_{2} x_{2}+\ldots .+\beta_{k} x_{k}+\beta_{k+1} x_{k+1}+\ldots .+\beta_{m} x_{m}+\varepsilon_{c}
$$

It has $m+1$ parameters and residual degrees of freedom $\left(\mathrm{df}_{\mathrm{c}}\right)$ of $\mathrm{n}-(\mathrm{m}+1)$. Its sum of squared errors is $\operatorname{SSE}_{\mathbf{C}}$.

The test of interest is whether the more complex model provides a sufficiently better explanation of the variation in $y$ than does the simpler model. In other words, do the extra explanatory variables $x_{k+1}$ to $x_{m}$ add any new explanatory power to the equation? The models are "nested" because all of the k explanatory variables in the simpler model are also present in the complex model, and thus the simpler model is nested within the more complex model. The null hypothesis is
$\mathrm{H}_{0}: \beta_{\mathrm{k}+1}=\beta_{\mathrm{k}+2}=\ldots=\beta_{\mathrm{m}}=0$ versus the alternative
$\mathrm{H}_{1}$ : at least one of these $\mathrm{m}-\mathrm{k}$ coefficients is not equal to zero.
If the slope coefficients for the additional explanatory variables are all not significantly different from zero, the variables are not adding any explanatory power in comparison to the cost of adding them to the model. This cost is measured by the loss in the degrees of freedom $=\mathrm{m}-\mathrm{k}$, the number of additional variables in the more complex equation.

The test statistic is

$$
\mathrm{F}=\frac{\left(\mathrm{SSE}_{\mathrm{S}}-\mathrm{SSE}_{\mathrm{C}}\right) /\left(\mathrm{df}_{\mathrm{S}}-\mathrm{df}_{\mathrm{C}}\right)}{\left(\mathrm{SSE}_{\mathrm{C}} / \mathrm{df}_{\mathrm{C}}\right)} \quad \text { where }\left(\mathrm{df}_{\mathrm{S}}-\mathrm{df}_{\mathrm{c}}\right)=\mathrm{m}-\mathrm{k}
$$

If F exceeds the tabulated value of the F distribution with $\left(\mathrm{df}_{\mathrm{S}}-\mathrm{df}_{\mathrm{c}}\right)$ and $\mathrm{df}_{\mathrm{C}}$ degrees of freedom for the selected $\alpha$ (say $\alpha=0.05$ ), then $H_{0}$ is rejected. Rejection indicates that the more complex model should be chosen in preference to the simpler model. If F is small, the additional variables are adding little to the model, and the simpler model would be chosen over the more complex.

Note that rejection of $\mathrm{H}_{0}$ does not mean that all of the $\mathrm{K}+1$ to m variables have coefficients significantly different from zero. It merely states that some of the coefficients in the more complex model are significant, making that model better than the simpler model tested. Other simpler models having different subsets of variables may need to be compared to the more complex model before choosing it as the "best".

### 11.3.2 Overall F Test

There are two special cases of the nested F test. The first is of limited use, and is called the overall F test. In this case, the simpler model is

$$
\mathrm{y}_{\mathrm{s}}=\beta_{0}+\varepsilon_{\mathrm{s}}, \text { where } \beta_{0}=\bar{y} .
$$

The rules for a nested $F$ test still apply: the $\mathrm{df}_{\mathrm{S}}=\mathrm{n}-1$ and $\operatorname{SSE}_{\mathrm{S}}$ equals ( $\mathrm{n}-1$ ) times the sample variance of y . Many computer packages give the results of this F-test. It is not very useful because it tests only whether the complex regression equation is better than no regression at all. Of much greater interest is which of several regression models is best.

### 11.3.3 Partial F Tests

The second special case of nested F tests is the partial F test, which is called a Type III test by SAS. Here the complex model has only 1 additional explanatory variable over the simpler model, so that $\mathrm{m}=\mathrm{k}+1$. The partial F test evaluates whether the mth variable adds any new explanatory power to the equation, and so ought to be in the regression model, given that all the other variables are already present. Note that the F statistics on a coefficient will change depending on what other variables are in the model. Thus the simple question "does variable $m$ belong in the model?" cannot be answered. What can be answered is whether m belongs in the model in the presence of the other variables.

With only one additional explanatory variable, the partial F test is identical in results to a t -test on the coefficient for that variable. In fact, $t^{2}=F$, where both are the statistics computed for the same coefficient for the partial test. Some computer packages report the F statistic, and some the t -test, but the p -values for the two tests are identical. The partial t -test can be easily performed by comparing the $t$ statistic for the slope coefficient to a students t-distribution with $n-(m+1)$ degrees of freedom. $H_{0}$ is rejected if $|t|>t_{1-(\alpha / 2)}$. For a two-sided test with $\alpha=0.05$ and sample sizes $n$ of 20 or more, the critical value of $t$ is $|t| \cong 2$. Larger $t$-statistics (in absolute value) for a slope coefficient indicate significance. Squaring this, the critical partial F value is near 4 .

Partial tests guide the evaluation of which variables to include in a regression model, but are not sufficient for every decision. If every $|t|>2$ for each coefficient, then it is clear that every explanatory variable is accounting for a significant amount of variation, and all should be present. When one or more of the coefficients has a $|t|<2$, however, some of the variables should be removed from the equation, but the t values are not a certain guide as to which
ones to remove. These partial t or F tests are precisely the tests used to make automatic decisions for removal or inclusion in "stepwise" procedures: forward, backward, and stepwise multiple regression. These procedures do not guarantee that some "best" model is obtained, as discussed later. Better procedures are available for doing so.

### 11.4 Confidence Intervals

Confidence intervals can be computed for the regression slope coefficients $\beta_{\mathrm{k}}$, and for the mean response $\hat{y}$ at a given value for all explanatory variables. Prediction intervals can be similarly computed around an individual estimate of $y$. These are entirely analogous to the SLR situation, but require matrix manipulations for computation. A brief discussion of them follows. More complete treatment can be found in many statistics textbooks, such as Montgomery and Peck (1982), Draper and Smith (1981), and Walpole and Myers (1985), among others.

### 11.4.1 Variance-Covariance Matrix

In MLR, the values of the $k$ explanatory variables for each of the $n$ observations, along with a vector of 1 s for the intercept term, can be combined into a matrix X :

$$
\mathrm{X}=\left[\begin{array}{cccccc}
1 & \mathrm{x}_{11} & \mathrm{x}_{21} & \cdot & \cdot & \mathrm{x}_{1 \mathrm{k}} \\
1 & \mathrm{x}_{12} & \mathrm{x}_{22} & \cdot & \cdot & \mathrm{x}_{2 \mathrm{k}} \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
1 & \mathrm{x}_{\mathrm{n} 1} & \mathrm{x}_{\mathrm{n} 2} & \cdot & \cdot & \mathrm{x}_{\mathrm{nk}}
\end{array}\right]
$$

X is used in MLR to compute the variance-covariance matrix $\sigma^{2} \cdot\left(\mathrm{X}^{\prime} \mathrm{X}\right)^{-1}$, where $\left(\mathrm{X}^{\prime} \mathrm{X}\right)^{-1}$ is the " X prime X inverse" matrix. Elements of $\left(\mathrm{X}^{\prime} \mathrm{X}\right)^{-1}$ for three explanatory variables are as follows:

$$
\left(X^{\prime} \mathrm{X}\right)^{-1}=\left[\begin{array}{llll}
C_{00} & C_{01} & C_{02} & C_{03}  \tag{11.1}\\
C_{10} & C_{11} & C_{12} & C_{13} \\
C_{20} & C_{21} & C_{22} & C_{23} \\
C_{30} & C_{31} & C_{32} & C_{33}
\end{array}\right]
$$

When multiplied by the error variance $\sigma^{2}$ (estimated by the variance of the residuals, $\mathrm{s}^{2}$ ), the diagonal elements of the matrix $\mathrm{C}_{00}$ through $\mathrm{C}_{33}$ become the variances of the regression coefficients, while the off-diagonal elements become the covariances between the coefficients. Both $\left(\mathrm{X}^{\prime} \mathrm{X}\right)^{-1}$ and $\mathrm{s}^{2}$ can be output from MLR software.

### 11.4.2 Confidence Intervals for Slope Coefficients

Interval estimates for the regression coefficients $\beta_{0}$ through $\beta_{\mathrm{k}}$ are often printed by MLR software. If not, the statistics necessary to compute them are. As with SLR it must be assumed
that the residuals are normally distributed with variance $\sigma^{2}$. A
$100 \cdot(1-\alpha) \%$ confidence interval on $\beta_{j}$ is

$$
\begin{equation*}
\hat{\mathrm{b}}_{\mathrm{j}}-\mathrm{t}(\alpha / 2, \mathrm{n}-\mathrm{p}) \sqrt{\mathrm{s}^{2} \mathrm{C}_{\mathrm{jj}}} \leq \beta_{j} \leq \hat{\mathrm{b}}_{\mathrm{j}}+\mathrm{t}(\alpha / 2, \mathrm{n}-\mathrm{p}) \sqrt{\mathrm{s}^{2} \mathrm{C}_{\mathrm{jj}}} \tag{11.2}
\end{equation*}
$$

where $\mathrm{C}_{\mathrm{j} j}$ is the diagonal element of $\left(\mathrm{X}^{\prime} \mathrm{X}\right)^{-1}$ corresponding to the j th explanatory variable. Often printed is the standard error of the regression coefficient:

$$
\begin{equation*}
\text { se }(\hat{b} j)=\sqrt{s^{2} C_{j j}} . \tag{11.3}
\end{equation*}
$$

Note that $\mathrm{C}_{\mathrm{jj}}$ is a function of the other explanatory variables as well as the jth . Therefore the interval estimate, like $\hat{b} j$ and its partial test, will change as explanatory variables are added to or deleted from the model.

### 11.4.3 Confidence Intervals for the Mean Response

A $100 \cdot(1-\alpha) \%$ confidence interval for the expected mean response $\mu\left(y_{0}\right)$ for a given point in multidimensional space $x_{0}$ is symmetric around the regression estimate $\hat{y}_{0}$. These intervals also require the assumption of normality of residuals.

$$
\begin{equation*}
\hat{y}_{0}-t_{(\alpha / 2, n-p)} \sqrt{s^{2} x_{0}{ }^{\prime}\left(X^{\prime} X\right)^{-1} x_{0}} \leq \mu\left(y_{0}\right) \leq \hat{y}_{0}+t_{(\alpha / 2, n-p)} \sqrt{s^{2} x_{0}{ }^{\prime}\left(X^{\prime} X\right)^{-1} x_{0}} \tag{11.4}
\end{equation*}
$$

The variance of the mean is the term under the square root sign. It changes with $\mathrm{x}_{0}$, increasing as $\mathrm{x}_{0}$ moves away from the multidimensional center of the data. In fact, the term $\mathrm{x}_{0}{ }^{\prime}\left(\mathrm{X}^{\prime} \mathrm{X}\right)^{-1} \mathrm{x}_{0}$ is the leverage statistic $h_{i}$, expressing the distance that $x_{0}$ is from the center of the data.

### 11.4.4 Prediction Intervals for an Individual y

A $100 \cdot(1-\alpha) \%$ prediction interval for a single response $y_{0}$, given a point in multidimensional space $x_{0}$, is symmetric around the regression estimate $\hat{y}_{0}$. It requires the assumption of normality of residuals.

$$
\begin{equation*}
\hat{y}_{0}-t_{(\alpha / 2, n-p)} \sqrt{s^{2}\left\langle 1+x_{0}{ }^{\prime}\left(X^{\prime} X\right)^{-1} x_{0}\right\rangle} \leq \mathrm{y}_{0} \leq \hat{y}_{0}+t_{(\alpha / 2, n-p)} \sqrt{s^{2}\left\langle 1+x_{0}{ }^{\prime}\left(X^{\prime} X\right)^{-1} x_{0}\right\rangle} \tag{11.5}
\end{equation*}
$$

### 11.5 Regression Diagnostics

As was the case with SLR, it is important to use graphical tools to diagnose deficiencies in MLR. The following residuals plots are very important: normal probability plots of residuals, residuals versus predicted (to identify curvature or heteroscedasticity), residuals versus time sequence or location (to identify trends), and residuals versus any candidate explanatory variables not in the model (to identify variables, or appropriate transformations of them, which may be used to improve the model fit).

### 11.5.1 Partial Residual Plots

As with SLR, curvature in a plot of residuals versus an explanatory variable included in the model indicates that a transformation of that explanatory variable is required. Their relationship should be linear. To see this relation, however, residuals should not be plotted directly against explanatory variables; the other explanatory variables will influence these plots. For example, curvature in the relationship between $e$ and $x_{1}$ may show up in the plot of e versus $\mathrm{x}_{2}$, erroneously indicating that a transformation of $x_{2}$ is required. To avoid such effects, partial residuals plots (also called adjusted variable plots) should be constructed.

The partial residual is

where $\hat{y}_{(j)}$ is the predicted value of $y$ from a regression equation where $x_{j}$ is left out of the model. All other candidate explanatory variables are present.

This partial residual is then plotted versus an adjusted explanatory variable

$$
x_{j}^{*}=x-\hat{x}_{(j)}
$$

where $\hat{x}_{(j)}$ is the $\mathrm{x}_{\mathrm{j}}$ predicted from a regression against all other explanatory variables. So $\mathrm{x}_{\mathrm{j}}$ is treated as a response variable in order to compute its adjusted value. The partial plot ( $e_{j}^{*}$ versus $x_{j}^{*}$ ) describes the relationship between $y$ and the $j$ th explanatory variable after all effects of the other explanatory variables have been removed. Only the partial plot accurately indicates whether a transformation of $x_{j}$ is necessary.

### 11.5.2 Leverage and Influence

The regression diagnostics of Chapter 9 are much more important in MLR than in SLR. It is very difficult when performing multiple regression to recognize points of high leverage or high influence from any set of plots. This is because the explanatory variables are multidimensional. One observation may not be exceptional in terms of each of its explanatory variables taken one at a time, but viewed in combination it can be very exceptional. Numerical diagnostics can accurately detect such anomalies.

The leverage statistic $h_{i}=x_{0}{ }^{\prime}\left(\mathrm{X}^{\prime} \mathrm{X}\right)^{-1} \mathrm{x}_{0}$ expresses the distance of a given point $\mathrm{x}_{0}$ from the center of the sample observations (see also section 11.4.3). It has two important uses in MLR. The first is the direct extension of its use in SLR -- to identify points unusual in value of the explanatory variables. Such points warrant further checking as possible errors, or may indicate a poor model (transformation required, relationships not linear, etc.).

The second use of $h_{i}$ is when making predictions. The leverage value for a prediction should not exceed the largest $\mathrm{h}_{\mathrm{i}}$ in the original data set. Otherwise an extrapolation beyond the envelope surrounding the original data is being attempted. The regression model may not fit well in that region. It is sometimes difficult to recognize that a given $x_{0}$ for which a predicted $\hat{y}$ is attempted is outside the boundaries of the original data. This is because the point may not be
beyond the bounds of any of its individual explanatory variables. Checking the leverage statistic guards against an extrapolation that is difficult to detect from a plot of the data.

## Example 1

Variations in chemical concentrations within a steeply dipping aquifer are to be described by location and depth. The data are concentrations (C) plus three coordinates: distance east (DE), distance north (DN), and well depth (D). Data were generated using $C=30+0.5 \mathrm{D}+\varepsilon$. Any acceptable regression model should closely reproduce this true model, and should find C to be independent of DE and DN. Three pairwise plots of explanatory variables (figure 11.1) do not reveal any "outliers" in the data set. Yet compared to the critical leverage statistic $\mathrm{h}_{\mathrm{i}}=3 \mathrm{p} / \mathrm{n}=0.6$, and critical influence statistic DFFITS $=2 \sqrt{\mathrm{p} / \mathrm{n}}=0.9$, the 16th observation is found to be a point of high leverage and high influence (table 11.1). In figure 11.2 the axes have been rotated, showing observation 16 to be lying outside the plane of occurrence of the rest of the data, even though its individual values for the three explanatory variables are not unusual.

| Obs. \# | DE | DN | D | C | hi | DFFITS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 4.2122 | 30.9812 | 0.289433 | -0.30866 |
| 2 | 2 | 1 | 8.0671 | 33.1540 | 0.160670 | -0.01365 |
| 3 | 3 | 1 | 10.7503 | 37.1772 | 0.164776 | 0.63801 |
| 4 | 4 | 1 | 11.9187 | 35.3864 | 0.241083 | -0.04715 |
| 5 | 1 | 2 | 11.2197 | 35.9388 | 0.170226 | 0.42264 |
| 6 | 2 | 2 | 12.3710 | 31.9702 | 0.086198 | -0.51043 |
| 7 | 3 | 2 | 12.9976 | 34.9144 | 0.087354 | -0.19810 |
| 8 | 4 | 2 | 15.0709 | 36.5436 | 0.165040 | -0.19591 |
| 9 | 1 | 3 | 12.9886 | 38.3574 | 0.147528 | 0.53418 |
| 10 | 2 | 3 | 18.3469 | 39.8291 | 0.117550 | 0.45879 |
| 11 | 3 | 3 | 20.0328 | 40.0678 | 0.121758 | 0.28961 |
| 12 | 4 | 3 | 20.5083 | 37.4143 | 0.163195 | -0.47616 |
| 13 | 1 | 4 | 17.6537 | 35.3238 | 0.165025 | -0.59508 |
| 14 | 2 | 4 | 17.5484 | 34.7647 | 0.105025 | -0.77690 |
| 15 | 3 | 4 | 23.7468 | 40.7207 | 0.151517 | 0.06278 |
| 16 | 4 | 4 | 13.1110 | 42.3420 | 0.805951 | 4.58558 |
| 17 | 1 | 5 | 20.5215 | 41.0219 | 0.243468 | 0.38314 |
| 18 | 2 | 5 | 23.6314 | 40.6483 | 0.165337 | -0.08027 |
| 19 | 3 | 5 | 24.1979 | 42.8845 | 0.160233 | 0.17958 |
| 20 | 4 | 5 | 28.5071 | 43.7115 | 0.288632 | 0.09397 |
| Table 11.1 Data and diagnostics for Example 1 |  |  |  |  |  |  |



Figure 11.1 Scatterplot matrix for the 3 explanatory variables (obs. 16 is shown as a square)


Figure 11.2 Rotated scatterplot showing the position of the high leverage point (obs. 16 is shown as a square)

The depth value for observation 16 was set as a "typographical error", and should be 23.111 instead of 13.111. What does this error and resulting high leverage point do to a regression of concentration versus the three explanatory variables? From the t-ratios of table 11.2 it is seen that DN and perhaps DE appear to be significantly related to Conc, but that depth ( D ) is not. This is exactly opposite of what is known to be true.

| Conc $=28.9+0.991 \mathrm{DE}+1.60 \mathrm{DN}+0.091 \mathrm{D}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{n}=20$ | $\mathrm{R}^{2}$ | 0.71 |  |  |
| Parameter | Estimate | $\underline{\text { Std. } \operatorname{Err}(\boldsymbol{\beta})}$ | t-ratio | p |
| Intercept $\beta_{0}$ | 28.909 | 1.582 | 18.28 | 0.000 |
| Slopes $\beta_{\mathrm{k}}$ |  |  |  |  |
| DE | 0.991 | 0.520 | 1.90 | 0.075 |
| DN | 1.596 | 0.751 | 2.13 | 0.049 |
| D | 0.091 | 0.186 | 0.49 | 0.632 |

One outlier has had a severe detrimental effect on the regression coefficients and model structure. Points of high leverage and influence should always be examined before accepting a regression model, to determine if they represent errors. Suppose that the "typographical error" was detected and corrected. Table 11.3 shows that the resulting regression relationship is drastically changed:

| $\mathrm{C}=29.2-0.419 \mathrm{DE}-0.82 \mathrm{DN}+0.710 \mathrm{D}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{n}=20$ | $\mathrm{s}=1.91 \quad \mathrm{R}$ | $\mathrm{R}^{2}=0.77$ | t-ratio | p |
| Parameter | Estimate | Std. $\operatorname{Err}(\beta)$ |  |  |
| Intercept $\beta_{0}$ | 29.168 | 1.387 | 21.03 | 0.000 |
| Slopes $\beta_{\mathrm{k}}$ |  |  |  |  |
| DE | -0.419 | 0.833 | -0.50 | 0.622 |
| DN | -0.816 | 1.340 | -0.61 | 0.551 |
| D | 0.710 | 0.339 | 2.10 | 0.052 |

Table 11.3 Regression statistics for the corrected Example 1 data
Based on the t -statistics, DE and DN are not significantly related to C , while depth is related. The intercept of 29 is close to the true value of 30 , and the slope for depth ( 0.7 ) is not far from the true value of 0.5 . For observation 16 , $\mathrm{hi}=0.19$ and DFFITS $=0.48$, both well below their critical values. Thus no observations have undue influence on the regression equation. Since

DE and DN do not appear to belong in the regression model, dropping them produces the equation of table 11.4, with values very close to the true values from which the data were generated. Thus by using regression diagnostics to inspect observations deemed unusual, a poor regression model was turned into an acceptable one.

| Conc $=29.0+0.511 \mathrm{D}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{n}=20$ | $\mathrm{s}=1.83 \quad \mathrm{R}$ | $\mathrm{R}^{2}=0.77$ |  |  |
| Parameter | Estimate | Std.Err( $\mathbf{\beta}$ ) | t-ratio | p |
| Intercept $\beta_{0}$ | 29.036 | 1.198 | 24.23 | 0.000 |
| Slope D | 0.511 | 0.067 | 7.65 | 0.000 |

Table 11.4 Final regression model for the corrected Example 1 data

### 11.5.3 Multi-Collinearity

It is very important that practitioners of MLR understand the causes and consequences of multicollinearity, and can diagnose its presence. Multi-collinearity is the condition where at least one explanatory variable is closely related to one or more other explanatory variables. It results in several undesirable consequences for the regression equation, including:

1) Equations acceptable in terms of overall F-tests may have slope coefficients with magnitudes which are unrealistically large, and whose partial F or t-tests are found to be insignificant.
2) Coefficients may be unrealistic in sign (a negative slope for a regression of streamflow vs. precipitation, (etc). Usually this occurs when two variables describing approximately the same thing are counter-balancing each other in the equation, having opposite signs.
3) Slope coefficients are unstable. A small change in one or a few data values could cause a large change in the coefficients.
4) Automatic procedures such as stepwise, forwards and backwards methods produce different models judged to be "best".

Concern over multi-collinearity should be strongest when the purpose is to make inferences about coefficients. Concern can be somewhat less when only predictions are of interest, provided that these predictions are for cases within the observed range of the x data.

An excellent diagnostic for measuring multi-collinearity is the variance inflation factor (VIF) presented by Marquardt (1970). For variable $j$ the VIF is

$$
\begin{equation*}
\mathrm{VIF}_{j}=1 /\left(1-\mathrm{R}_{j}^{2}\right) \tag{11.6}
\end{equation*}
$$

where $R j^{2}$ is the $R^{2}$ from a regression of the jth explanatory variable on all of the other explanatory variables -- the equation used for adjustment of $\mathrm{x}_{\mathrm{j}}$ in partial plots. The ideal is VIF ${ }_{j}$
$\cong 1$, corresponding to $\mathrm{R}_{\mathrm{j}}{ }^{2} \cong 0$. Serious problems are indicated when
$\mathrm{VIF}_{\mathfrak{j}}>10\left(\mathrm{R}_{\mathrm{j}}^{2}>0.9\right)$. A useful interpretation of VIF is that multi-collinearity "inflates" the width of the confidence interval for the jth regression coefficient by the amount $\sqrt{\mathrm{VIF}_{j}}$ compared to what it would be with a perfectly independent set of explanatory variables.

### 11.5.3.1 Solutions for multi-collinearity

There are four options for working with a regression equation having one or more high VIF values.

1) Center the data. A simple solution which works in some specific cases is to center the data. Multi-collinearity can arise when some of the explanatory variables are functions of other explanatory variables, such as for a polynomial regression of $y$ against $x$ and $x^{2}$. When x is always of one sign, there may be a strong relationship between it and its square. Centering redefines the explanatory variables by subtracting a constant from the original variable, and then recomputing the derived variables. This constant should be one which produces about as many positive values as negative values, such as the mean or median. When all of the derived explanatory variables are recomputed as functions (squares, products, etc.) of these centered variables, their multi-collinearity will be reduced.

Centering is a mathematical solution to a mathematical problem. It will not reduce multicollinearity between two variables which are not mathematically derived one from another. It is particularly useful when the original explanatory variable has been defined with respect to some arbitrary datum (time, distance, temperature) and is easily fixed by resetting the datum to roughly the middle of the data. In some cases the multi-collinearity can be so severe that the numerical methods used by the statistical software fail to perform the necessary matrix computations correctly. Such numerical problems occur frequently when doing trend surface analysis (e.g., fitting a high order polynomial of distances north of the equator and west of Greenwich) or trend analysis (e.g., values are a polynomial of years). This will be demonstrated in Example 2.
2) Eliminate variables. In some cases prior judgment suggests the use of several different variables which describe related but not identical attributes. Examples of this might be: air temperature and dew point temperature, the maximum 1-hour rainfall, and the maximum 2hour rainfall, river basin population and area in urban land use, basin area forested and basin area above 6,000 feet elevation, and so on. Such variables may be strongly related as shown by their VIFs, and one of them must eliminated on judgmental grounds, or on the basis of comparisons of models fit with one eliminated versus the other eliminated, in order to lower the VIF.
3) Collect additional data. Multi-collinearity can sometimes be solved with only a few additional but strategically selected observations. Suppose some attributes of river basins are being studied, and small basins tend to be heavily forested while large basins tend to be less heavily forested. Discerning the relative importance of size versus the importance of forest cover will prove to be difficult. Strong multi-collinearity will result from including both variables in the regression equation. To solve this and allow the effects of each variable to be judged separately, collect additional samples from a few small less forested basins and a few large but heavily-forested basins. This produces a much more reliable model. Similar problems arise in ground-water quality studies, where rural wells are shallow and urban wells are deeper. Depth and population density may show strong multi-collinearity, requiring some shallow urban and deeper rural wells to be sampled.
4) Perform ridge regression. Ridge regression was proposed by Hoerl and Kenard (1970). Montgomery and Peck (1982) give a good brief discussion of it. It is based on the idea that the variance of the slope estimates can be greatly reduced by introducing some bias into them. It is a controversial but useful method in multiple regression.

## Example 2 -- centering

The natural $\log$ of concentration of some contaminant in a shallow groundwater plume is to be related to distance east and distance north of a city. The city was arbitrarily chosen as a geographic datum. The data are presented in table 11.5.

Since the square of distance east (DESQ) must be strongly related to DE, and similarly DNSQ and DN , and $\mathrm{DE} \cdot \mathrm{DN}$ with both DE and DN , multi-collinearity between these variables will be detected by their VIFs. Using the rule that any VIF above 10 indicates a strong dependence between variables, table 11.6 shows that all variables have high VIFs. Therefore all of the slope coefficients are unstable, and no conclusions can be drawn from the value of 10.5 for DE, or 15.1 for DN, etc. This cannot be considered a good regression model, even though the $\mathrm{R}^{2}$ is large.

| Obs. \# | C | $\underline{\ln (\mathrm{C})}$ | DE | DN | DESQ | DNSQ | $\underline{\mathrm{DE} \cdot \mathrm{DN}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 14 | 2.63906 | 17 | 48 | 289 | 2304 | 816 |
| 2 | 88 | 4.47734 | 19 | 48 | 361 | 2304 | 912 |
| 3 | 249 | 5.51745 | 21 | 48 | 441 | 2304 | 1008 |
| 4 | 14 | 2.63906 | 23 | 48 | 529 | 2304 | 1104 |
| 5 | 29 | 3.36730 | 17 | 49 | 289 | 2401 | 833 |
| 6 | 147 | 4.99043 | 19 | 49 | 361 | 2401 | 931 |
| 7 | 195 | 5.27300 | 21 | 49 | 441 | 2401 | 1029 |
| 8 | 28 | 3.33220 | 23 | 49 | 529 | 2401 | 1127 |
| 9 | 21 | 3.04452 | 17 | 50 | 289 | 2500 | 850 |
| 10 | 276 | 5.62040 | 19 | 50 | 361 | 2500 | 950 |
| 11 | 219 | 5.38907 | 21 | 50 | 441 | 2500 | 1050 |
| 12 | 40 | 3.68888 | 23 | 50 | 529 | 2500 | 1150 |
| 13 | 22 | 3.09104 | 17 | 51 | 289 | 2601 | 867 |
| 14 | 234 | 5.45532 | 19 | 51 | 361 | 2601 | 969 |
| 15 | 203 | 5.31320 | 21 | 51 | 441 | 2601 | 1071 |
| 16 | 35 | 3.55535 | 23 | 51 | 529 | 2601 | 1173 |
| 17 | 15 | 2.70805 | 17 | 52 | 289 | 2704 | 884 |
| 18 | 115 | 4.74493 | 19 | 52 | 361 | 2704 | 988 |
| 19 | 180 | 5.19296 | 21 | 52 | 441 | 2704 | 1092 |
| 20 | 16 | 2.77259 | 23 | 52 | 529 | 2704 | 1196 |

DE and DN are centered by subtracting their medians. Following this, the three derived variables DESQ, DNSQ and DEDN are recomputed, and the regression rerun. Table 11.7 give the results, showing that all multi-collinearity is completely removed. The coefficients for DE and DN are now more reasonable in size, while the coefficients for the derived variables are exactly the same. The t -statistics for DE and DN have changed because their uncentered values were unstable and t-tests unreliable. Note that the $s$ and $\mathrm{R}^{2}$ are also unchanged. In fact, this is exactly the same model as the uncentered equation, but only in a different and centered coordinate system.

| $\ln (\mathrm{C})=-479+10.5 \mathrm{DE}+15.1 \mathrm{DN}-0.264 \mathrm{DESQ}-0.151 \mathrm{DNSQ}+0.0014 \mathrm{DEDN}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{n}=20$ | $\mathrm{s}=0.27 \quad \mathrm{R}^{2}=$ |  |  |  |  |
| Parameter | Estimate | Std. $\operatorname{Err}(\beta)$ | t-ratio | p | VIF |
| Intercept $\beta_{0}$ | -479.03 | 91.66 | -5.23 | 0.000 |  |
| Slopes $\beta_{\mathrm{k}}$ |  |  |  |  |  |
| DE | 10.55 | 1.12 | 9.40 | 0.000 | 1751.0 |
| DN | 15.14 | 3.60 | 4.20 | 0.001 | 7223.9 |
| DESQ | -0.26 | 0.015 | -17.63 | 0.000 | 501.0 |
| DNSQ | -0.15 | 0.04 | -4.23 | 0.001 | 7143.9 |
| DEDN | 0.001 | 0.02 | 0.07 | 0.943 | 1331.0 |
| Table 11.6 Regression statistics and VIFs for Example 2 |  |  |  |  |  |


| $\ln (\mathrm{C})=5.76+0.048 \mathrm{DE}+0.019 \mathrm{DN}-0.264 \mathrm{DESQ}-0.151 \mathrm{DNSQ}+0.001 \mathrm{DNDE}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{n}=20$ | $\mathrm{s}=0.27 \quad \mathrm{R}^{2}=$ |  |  |  |  |
| Parameter | Estimate | $\underline{\text { Std. } \operatorname{Err}(\beta)}$ | $\underline{\text { t-ratio }}$ | p | VIF |
| Intercept $\beta_{0}$ | 5.76 | 0.120 | 48.15 | 0.000 |  |
| Slopes $\beta_{\mathrm{k}}$ |  |  |  |  |  |
| DE | 0.048 | 0.027 | 1.80 | 0.094 | 1.0 |
| DN | 0.019 | 0.042 | 0.44 | 0.668 | 1.0 |
| DESQ | -0.264 | 0.015 | -17.63 | 0.000 | 1.0 |
| DNSQ | -0.151 | 0.036 | -4.23 | 0.001 | 1.0 |
| DEDN | 0.001 | 0.019 | 0.07 | 0.943 | 1.0 |
| Table 11.7 Regression statistics and VIFs for centered Example 2 data |  |  |  |  |  |

### 11.6 Choosing the Best MLR Model

One of the major issues in multiple regression is the appropriate approach to variable selection. The benefit of adding additional variables to a multiple regression model is to account for or explain more of the variance of the response variable. The cost of adding additional variables is that the degrees of freedom decreases, making it more difficult to find significance in hypothesis tests and increasing the width of confidence intervals. A good model will explain as much of the variance of $y$ as possible with a small number of explanatory variables.

The first step is to consider only explanatory variables which ought to have some effect on the dependent variable. There must be plausible theory behind why a variable might be expected to influence the magnitude of $y$. Simply minimizing the SSE or maximizing $R^{2}$ are not sufficient criteria. In fact, any explanatory variable will reduce the SSE and increase the $\mathrm{R}^{2}$ by some small amount, even those irrelevant to the situation (or even random numbers!). The benefit of
adding these unrelated variables, however, is small compared to the cost of a degree of freedom. Therefore the choice of whether to add a variable is based on a "cost-benefit analysis", and variables enter the model only if they make a significant improvement in the model. There are at least two types of approaches for evaluating whether a new variable sufficiently improves the model. The first approach uses partial F or t-tests, and when automated is often called a "stepwise" procedure. The second approach uses some overall measure of model quality. The latter has many advantages.

### 11.6.1 Stepwise Procedures

Stepwise procedures are automated model selection methods in which the computer algorithm determines which model is preferred. There are three versions, usually called forwards, backwards, and stepwise. These procedures use a sequence of partial F or t -tests to evaluate the significance of a variable. The three versions do not always agree on a "best" model, especially when multi-collinearity is present. They also do not evaluate all possible models, and so cannot guarantee that the "best" model is even tested. They were developed prior to modern computer technology, taking shortcuts to avoid running all possible regression equations for comparison. Such shortcuts are no longer necessary.

Forward selection starts with only an intercept and adds variables to the equation one at a time. Once in, each variable stays in the model. All variables not in the model are evaluated with partial F or t statistics in comparison to the existing model. The variable with the highest significant partial F or t statistic is included, and the process repeats until either all available variables are included or no new variables are significant. One drawback to this method is that the resulting model may have coefficients which are not significantly different from zero; they must only be significant when they enter. A second drawback is that two variables which each individually provide little explanation of y may never enter, but together the variables would explain a great deal. Forward selection is unable to capitalize on this situation.

Backward elimination starts with all explanatory variables in the model and eliminates the one with the lowest partial-F statistic (lowest $|\mathrm{t}|$ ). It stops when all remaining variables are significant. The backwards algorithm does ensure that the final model has only significant variables, but does not ensure a "best" model because it also cannot consider the combined significance of groups of variables.

Stepwise regression combines the ideas of forward and backward. It alternates between adding and removing variables, checking significance of individual variables within and outside the model. Variables significant when entering the model will be eliminated if later they test as insignificant. Even so, stepwise does not test all possible regression models.

## Example 3:

Haan (1977) attempted to relate the mean annual runoff of several streams (ROFF) with 9 other variables: the precipitation falling at the gage (PCIP), the drainage area of the basin (AREA), the average slope of the basin (SLOPE), the length of the drainage basin (LEN), the perimeter of the basin (PERIM), the diameter of the largest circle which could be inscribed within the drainage basin (DI), the "shape factor" of the basin (Rs), the stream frequency -- the ratio of the number of streams in the basin to the basin area (FREQ), and the relief ratio for the basin ( Rr ). The data are found in Appendix C14. Haan chose to select a 3-variable model (using PCIP, PERIM and Rr ) based on a levelling off of the incremental increase in $\mathrm{R}^{2}$ as more variables were added to the equation (see figure 11.3).

What models would be selected if the stepwise or overall methods are applied to this data? If a forwards routine is performed, no single variables are found significant at $\alpha=0.05$, so an intercept-only model is declared "best". Relaxing the entry criteria to a larger $\alpha$, AREA is first entered into the equation. Then Rr, PCIP, and PERIM are entered in that order. Note that AREA has relatively low significance once the other three variables are added to the model (Model 4).

| Forwards |  | Model 1 | Model 2 | Model 3 | Model 4 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| AREA | $\beta$ | 0.43 | 0.81 | 0.83 | -0.62 |
|  | t | 1.77 | 4.36 | 4.97 | -1.68 |
|  |  |  |  |  |  |
| Rr | $\beta$ |  | 0.013 | 0.011 | 0.009 |
|  | t |  | 3.95 | 3.49 | 4.89 |
|  |  |  |  | 0.26 | 0.54 |
| PCIP | $\beta$ |  | 1.91 | 5.05 |  |
|  | t |  |  |  |  |
|  |  |  |  | 1.02 |  |
| PERIM | $\beta$ |  |  | 4.09 |  |

The backwards model begins with all variables in the model. It checks all partial t or F statistics, throwing away the variable which is least significant. Here the least significant single variable is AREA. So while forwards made AREA the first variable to bring in, backwards discarded AREA first of all! Then other variables were also removed, resulting in a model with Rr, PCIP, PERIM, DI and FREQ remaining in the model. Multi-collinearity between measures of drainage basin size, as well as between other variables, has produced models from backwards and forwards procedures which are quite different from each other. The slope coefficient for DI is also negative, suggesting that runoff decreases as basin size increases. Obviously DI is counteracting another size variable in the model (PERIM) whose coefficient is large.


Figure 11.3 Magnitude of $\sigma^{2}, R^{2}, C p$ and $F$ as a function of the number of explanatory variables, for the best k explanatory variable model.

Stepwise first enters AREA, Rr, PCIP and PERIM. At that point, the t -value for AREA drops from near 5 to -1.6 , so AREA is dropped from the model. DI and FREQ are then entered, so that stepwise results in the same 5 -variable model as did backwards.

Stepwise Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7

| AREA | $\beta$ | 0.43 | 0.81 | 0.83 | -0.62 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | t | 1.77 | 4.36 | 4.97 | -1.68 |


| Rr | $\beta$ | 0.013 | 0.011 | 0.009 | 0.010 | 0.010 | 0.011 |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- | :--- |
|  | t | 3.95 | 3.49 | 4.89 | 5.19 | 5.02 | 6.40 |
| PCIP | $\beta$ |  | 0.260 | 0.539 | 0.430 | 0.495 | 0.516 |
|  | t |  | 1.91 | 5.05 | 4.62 | 5.39 | 6.71 |
| PERIM | $\beta$ |  | 1.021 | 0.617 | 0.770 | 0.878 |  |
|  | t |  | 4.09 | 8.24 | 6.98 | 8.38 |  |
| DI | $\beta$ |  |  |  | -1.18 | -1.30 |  |
|  | t |  |  |  | -1.75 | -2.32 |  |

FREQ $\beta$
0.36
t
2.14

### 11.6.2 Overall Measures of Quality

Three newer statistics can be used to evaluate each of the $2^{\mathrm{k}}$ regressions equations possible from k candidate explanatory variables. These are Mallow's Cp, the PRESS statistic, and the adjusted $\mathrm{R}^{2}$.

Mallow's Cp, is designed to achieve a good compromise between the desire to explain as much variance in $y$ as possible (minimize bias) by including all relevant variables, and to minimize the variance of the resulting estimates (minimize the standard error) by keeping the number of coefficients small. The Cp statistic is

$$
\begin{equation*}
\mathrm{Cp}=\mathrm{p}+\frac{(\mathrm{n}-\mathrm{p}) \cdot\left(\mathrm{s}^{2}-\hat{\sigma}^{2}\right)}{\hat{\sigma}^{2}} \tag{11.7}
\end{equation*}
$$

where n is the number of observations, p is the number of coefficients (number of explanatory variables plus 1 ), $\mathrm{sp}^{2}$ is the mean square error (MSE) of this p coefficient model, and $\hat{\sigma}^{2}$ is the best estimate of the true error, which is usually taken to be the minimum MSE among the $2^{\mathrm{k}}$ possible models. The best model is the one with the lowest Cp value. When several models have nearly equal Cp values, they may be compared in terms of reasonableness, multicollinearity, importance of high influence points, and cost in order to select the model with the best overall properties.

The second overall measure is the PRESS statistic. PRESS was defined in Chapter 9 as the sum of the squared prediction errors $\mathrm{e}_{(\mathrm{i})}$. By minimizing PRESS, the model with the least error in the prediction of future observations is selected. PRESS and Cp generally agree as to which model is "best", even though their criteria for selection are not identical.

A third overall measure is the adjusted $\mathrm{R}^{2}\left(\mathrm{R}^{2}\right)$. This is an $\mathrm{R}^{2}$ value adjusted for the number of explanatory variables (or equivalently, the degrees of freedom) in the model. The model with the highest $\mathrm{R}^{2}$ a is identical to the one with the smallest standard error (s) or its square, the mean squared error (MSE). To see this, in Chapter $9 \mathrm{R}^{2}$ was defined as a function of the total ( $\mathrm{SS}_{\mathrm{y}}$ ) and error (SSE) sum of squares for the regression model:

$$
\begin{equation*}
\mathrm{R}^{2}=1-\left(\mathrm{SSE} / \mathrm{SS}_{\mathrm{y}}\right) \tag{11.8}
\end{equation*}
$$

The weakness of $\mathrm{R}^{2}$ is that it must increase, and the SSE decrease, when any additional variable is added to the regression. This happens no matter how little explanatory power that variable has. $\mathrm{R}^{2} \mathrm{a}$ is adjusted to offset the loss in degrees of freedom by including as a weight the ratio of total to error degrees of freedom:

$$
\begin{equation*}
\mathrm{R}_{\mathrm{a}}^{2}=1-\frac{(\mathrm{n}-1)}{(\mathrm{n}-\mathrm{p})} \frac{\mathrm{SSE}}{\mathrm{SS}_{\mathrm{y}}} \quad=1-\frac{\mathrm{MSE}}{\left(\mathrm{SS}_{\mathrm{y}} /(\mathrm{n}-1)\right)} \tag{11.9}
\end{equation*}
$$

As $\left(\mathrm{SS}_{\mathrm{y}} /(\mathrm{n}-1)\right)$ is constant for a given data set, $\mathrm{R}^{2}{ }_{\mathrm{a}}$ increases as MSE decreases. Either maximize $\mathrm{R}^{2}$ a or minimize MSE as an overall measure of quality. However, when p is considerably smaller than $\mathrm{n}, \mathrm{R}^{2}$ is a less sensitive measure than either PRESS or Cp. PRESS has the additional advantage of being a validation criteria.

Overall methods use the computer to perform large computations (such as Cp and PRESS for many models), letting the scientist judge which model to use. This allows flexibility in choosing between models. For example, two "best" models may be nearly identical in terms of their Cp , $\mathrm{R}^{2}{ }_{\mathrm{a}}$ and/or PRESS statistics, yet one involves variables that are much less expensive to measure than the other. The less expensive model can be selected with confidence. In contrast, stepwise procedures ask the computer to judge which model is best. Their combination of inflexible criteria and inability to test all models often results in the selection of something much less than the best model.

Example 3, continued
Instead of the stepwise procedures run on Haan's data, models are evaluated using the overall statistics Cp and PRESS. Smaller values of Cp and PRESS are associated with better models. Computing PRESS and Cp for the $2^{9}=512$ possible regression models can be done with modern statistical software. A list of these statistics for the two best k -variable models, where best is defined as the highest $\mathrm{R}^{2}$, is given in table 11.8.

Based on Cp, the best model would be the 5 variable model having PCIP, PERIM, DI, FREQ and Rr as explanatory variables -- the same model as selected by stepwise and forwards. Remember that there is no guarantee that stepwise procedures regularly select the lowest Cp or PRESS models. The advantage of using an overall statistic like Cp is that options are given to the scientist to select what is best. If the modest multi-collinearity (VIF=5.1) between PERIM and DI is of concern, with its resultant negative slope for DI, the model with the next lowest Cp that does not contain both these variables (a four-variable model with $\mathrm{Cp}=3.6$ ) could be selected. If the scientist decided AREA must be in the model, the lowest CP model containing AREA (the same four-variable model) could be selected. Cp and PRESS allow model choice to be based on multiple criteria such as prediction quality (PRESS), low VIF, cost, etc..


Table 11.8 Statistics for several multiple regression models of Haan's data

### 11.7 Summary of Model Selection Criteria

Rules for selection of linear regression models are summarized in the 5 steps below:

1) Should $y$ be transformed? To decide whether to transform the $y$ variable, plot residuals versus predicted values for the untransformed data. Compare this to a residuals plot for the best transformed model, looking for three things:
2) constant variance across the range of $\hat{y}$,
3) normality of residuals, and
4) a linear pattern, not curvature.

The statistics $R^{2}$, SSE, Cp, and PRESS are not appropriate for comparison of models having different units of y .
2) Should $x$ (or several $x$ 's) be transformed? Transformation of an $x$ variable should be made using partial plots. Check for the same three patterns of constant variance, normality and
linearity. Considerable help can be obtained from statistics such as $\mathrm{R}^{2}$ (maximize it), or SSE or PRESS (minimize it). Many transformations can be rapidly checked with such statistics, but a residuals plot should always be inspected prior to making any final decision.
3) Which of several models, each with the same $y$ and with the same number of explanatory variables, is preferable? Use of $\mathrm{R}^{2}$, SSE, or PRESS is appropriate here, but back it up with a residuals plot.
4) Which of several nested models, each with the same $y$, is preferable? Use the partial $F$ test between any pair of nested models to find which is best. One may also select the model based on minimum Cp or minimum PRESS.

## 5) Which of several models is preferable when each uses the same $y$ variable but are not

 necessarily nested? Cp or PRESS must be used in this situation.
### 11.8 Analysis of Covariance

Often there are factors which influence the dependent variable which are not appropriately expressed as a continuous variable. Examples of such grouped or qualitative variables include location (stations, aquifers, positions in a cross section), or time (day \& night; winter \& summer; before \& after some event such as a flood, a drought, operation of a sewage treatment plant or reservoir). These factors are perfectly valid explanatory variables in a multiple regression context. They can be incorporated by the use of binary or "dummy" variables, essentially blending regression and analysis of variance into an analysis of covariance.

### 11.8.1 Use of One Binary Variable

To the simple one-variable regression model

$$
\begin{equation*}
Y=\beta_{0}+\beta_{1} X+\varepsilon \tag{11.10}
\end{equation*}
$$

(again with subscripts i assumed), an additional factor is believed to have an important influence on Y for any given value of X. Perhaps this factor is a seasonal one: cold season versus warm season -- where some precise definition exists to classify all observations as either cold or warm. A second variable, a binary variable $Z$, is added to the equation where

$$
Z_{i}=\left\{\begin{array}{l}
0 \text { if } i \text { is from cold season } \\
1 \text { if } i \text { is from warm season }
\end{array}\right.
$$

to produce the model

$$
\begin{equation*}
Y=\beta_{0}+\beta_{1} X+\beta_{2} Z+\varepsilon \tag{11.11}
\end{equation*}
$$

When the slope coefficient $\beta_{2}$ is significant, model 11.11 would be prefered to the SLR model 11.10. This also says that the relationship between Y and X is affected by season.

Consider $H_{0}: \beta_{2}=0$ versus $H_{1}: \beta_{2} \neq 0$. The null hypothesis is tested using a student's t-test with $(\mathrm{n}-3)$ degrees of freedom. There are $(\mathrm{n}-3)$ because there are 3 betas being estimated. If the partial $|\mathrm{t}| \geq \mathrm{t}_{\alpha / 2}, \mathrm{H}_{0}$ is rejected, inferring that there are two models:

$$
\begin{aligned}
\hat{Y} & =b_{0}+b_{1} X & & \text { for the cold season }(Z=0), \text { and } \\
\hat{Y} & =b_{0}+b_{1} X+b_{2} & & \text { for the warm season }(Z=1), \text { or } \\
& =\left(b_{0}+b_{2}\right)+b_{1} X . & &
\end{aligned}
$$

Therefore the regression lines differ for the two seasons. Both seasons have the same slope, but different intercepts, and will plot as two parallel lines (figure 11.4).


Figure 11.4 Regression lines for data differing in intercept between two seasons

Suppose that the relationship between X and Y for the two seasons is suspected not only to differ in intercept, but in slope as well. Such a model is written as:

$$
\begin{equation*}
Y=\beta_{0}+\beta_{1} X+\beta_{2} Z+\beta_{3} Z X+\varepsilon \tag{11.12}
\end{equation*}
$$

or $\quad Y=\left(\beta_{0}+\beta_{2} Z\right)+\left(\beta_{1}+\beta_{3} Z\right) \cdot X+\varepsilon$
The intercept equals $\beta_{0}$ for the cold season and $\beta_{0}+\beta_{2}$ for the warm season; the slope equals $\beta_{1}$ for the cold season and $\beta_{1}+\beta_{3}$ for the warm season. This model is referred to as an "interaction model" because of the use of the explanatory variable Z X , the interaction (product) of the original predictor X and the binary variable Z .

To determine whether the simple regression model with no Z terms can be improved upon by model 11.12, the following hypotheses are tested:

$$
H_{0}: \beta_{2}=\beta_{3}=0 \text { versus } H_{1}: \beta_{2} \text { and/or } \beta_{3} \neq 0
$$

A nested F statistic is computed $\mathrm{F}=\frac{\left(\mathrm{SSE}_{\mathrm{S}}-\mathrm{SSE}_{\mathrm{C}}\right) /\left(\mathrm{df}_{\mathrm{S}}-\mathrm{df}_{\mathrm{C}}\right)}{\left(\mathrm{SSE}_{\mathrm{C}} / \mathrm{df} \mathrm{f}_{\mathrm{C}}\right)}$
where s refers to the simpler (no Z terms) model, and c refers to the more complex model. For the two nested models 11.10 and 11.12 this becomes

$$
\mathrm{F}=\frac{\left(\mathrm{SSE}_{11.10}-\mathrm{SSE}_{11.12}\right) / 2}{\mathrm{MSE}_{11.12}}
$$

where $\operatorname{MSE}_{11.12}=\operatorname{SSE}_{11.12} /(\mathrm{n}-4)$, rejecting $\mathrm{H}_{0}$ if $\mathrm{F}>\mathrm{F}_{\alpha, 2, \mathrm{n}-4}$.

If $\mathrm{H}_{0}$ is rejected, model 11.12 should also be compared to model 11.11 (the shift in intercept only model) to determine whether there is a change in slope in addition to the change in intercept, or whether the rejection of model 11.10 in favor of 11.12 was due only to a shift in intercept. The null hypothesis $\mathrm{H}_{0}$ : $\beta_{3}=0$ is compared to $\mathrm{H}_{1}{ }^{\prime}: \beta_{3} \neq 0$ using the test statistic

$$
\mathrm{F}=\frac{\left(\mathrm{SSE}_{11.11}-\mathrm{SSE}_{11.12}\right) / 1}{\mathrm{MSE}_{11.12}}
$$

rejecting $\mathrm{H}_{0}$ if $\mathrm{F}>\mathrm{F}_{\alpha, 1, \mathrm{n}-4}$.
Assuming $\mathrm{H}_{0}$ and $\mathrm{H}_{0}{ }^{\prime}$ are both rejected, the model can be expressed as the two separate equations (see figure 11.5):

$$
\begin{array}{ll}
\hat{Y}=b_{0}+b_{1} X & \text { cold season } \\
\hat{Y}=\left(b_{0}+b_{2}\right)+\left(b_{1}+b_{3}\right) X & \\
\text { warm season }
\end{array}
$$

Furthermore, the coefficient values in these two equations will be exactly those computed if the two regressions were estimated by separating the data, and computing two separate regression equations. By using analysis of covariance, however, the significance of the difference between those two equations has been established.


Figure 11.5 Regression lines differing in slope and intercept for data from two seasons

### 11.8.2 Multiple Binary Variables

In some cases, the factor of interest must be expressed as more than two categories:
4 seasons, 12 months, 5 stations, 3 flow conditions (rising limb, falling limb, base flow), etc. To illustrate, assume there are precise definitions of 3 flow conditions so that all discharge $\left(\mathrm{X}_{\mathrm{i}}\right)$ and
concentration $\left(\mathrm{Y}_{\mathrm{i}}\right)$ pairs are classified as either rising, falling, or base flow. Two binary variables are required to express these three categories -- there is always one less binary variable required than the number of categories.

$$
\begin{aligned}
& \text { Let } R_{i}=\left\{\begin{array}{l}
1 \text { if } \mathrm{i} \text { is a rising limb observation } \\
0 \text { otherwise }
\end{array}\right. \\
& \text { Let } \mathrm{D}_{\mathrm{i}}=\left\{\begin{array}{l}
1 \text { if } \mathrm{i} \text { is falling limb observation } \\
0 \text { otherwise }
\end{array}\right.
\end{aligned}
$$

| so that | category | value of R | value of D |
| :--- | :--- | :---: | :---: |
|  | 1 | 0 |  |
| falling | 0 | 1 |  |
| base flow | 0 | 0 |  |

The following model results:

$$
\begin{equation*}
Y=\beta_{0}+\beta_{1} X+\beta_{2} R+\beta_{3} D+\varepsilon \tag{11.13}
\end{equation*}
$$

To test $H_{0}: \beta_{2}=\beta_{3}=0$ versus $H_{1}: \beta_{2}$ and/or $\beta_{3} \neq 0, F$ tests comparing simpler and more complex models are again performed. To compare model 11.13 versus the SLR model 11.10 with no rising or falling terms,

$$
\mathrm{F}=\frac{\left(\mathrm{SSE}_{11.10}-\mathrm{SSE}_{11.13}\right) / 2}{\operatorname{MSE}_{11.13}} \quad \text { where } \operatorname{MSE}_{11.13}=\operatorname{SSE}_{11.13} /(\mathrm{n}-4)
$$

rejecting $\mathrm{H}_{0}$ if $\mathrm{F}>\mathrm{F}_{2, \mathrm{n}-4, \boldsymbol{\alpha}}$.
To test for differences between each pair of categories:

1. Is rising different from base flow? This is tested using the $t$-statistic on the coefficient $\beta_{2}$. If $|t|>t \alpha / 2$ on $n-4$ degrees of freedom, reject $H_{0}$ where $H_{0}: \beta_{2}=0$.
2. Is falling different from base flow? This is tested using the $t$-statistic on the coefficient $\beta_{3}$. If $|t|>t^{\alpha / 2}$ with $n-4$ degrees of freedom, reject $H_{0}$ where $H_{0}: \beta_{3}=0$.
3. Is rising different from falling? There are two ways to determine this.
(a) the standard error of the difference $\left(\mathrm{b}_{2}-\mathrm{b}_{3}\right)$ must be known. The null hypothesis is $H_{0}:\left(\beta_{2}-\beta_{3}\right)=0$. The estimated variance of $b_{2}-b_{3}$,

$$
\operatorname{Var}\left(\mathrm{b}_{2}-\mathrm{b}_{3}\right)=\operatorname{Var}\left(\mathrm{b}_{2}\right)+\operatorname{Var}\left(\mathrm{b}_{3}\right)-2 \operatorname{Cov}\left(\mathrm{~b}_{2}, \mathrm{~b}_{3}\right)
$$

where $\operatorname{Cov}$ is the covariance between $\mathrm{b}_{2}$ and $\mathrm{b}_{3}$. To determine these terms, the matrix $\left(X^{\prime} X\right)^{-1}$ and $s^{2}\left(s^{2}\right.$ is the mean square error) are required. Then

$$
\hat{\operatorname{Var}}\left(\mathrm{b}_{2}\right)=\mathrm{C}_{22} \cdot \mathrm{~s}^{2}, \quad \hat{\operatorname{Var}\left(\mathrm{~b}_{3}\right)}=\mathrm{C}_{33} \cdot \mathrm{~s}^{2}, \text { and } \quad \hat{\operatorname{Cov}}\left(\mathrm{b}_{2}, \mathrm{~b}_{3}\right)=\mathrm{C}_{23} \cdot \mathrm{~s}^{2} .
$$

The test statistic is $t=\left(b_{2}-b_{3}\right) / \sqrt{\operatorname{Var}\left(b_{2}-b_{3}\right)}$. If $|t|>t_{\alpha / 2}$ with $n-4$ degrees of freedom, reject $\mathrm{H}_{0}$.
(b) The binary variables can be re-defined so that a direct contrast between rising and falling is possible. This occurs when either is set as the $(0,0)$ "default" case. This will give answers identical to (a).

Ever greater complexity can be added to these kinds of models, using multiple binary variables and interaction terms such as

$$
\begin{equation*}
Y=\beta_{0}+\beta_{1} X+\beta_{2} R+\beta_{3} D+\beta_{4} R X+\beta_{5} D X+\varepsilon \tag{11.14}
\end{equation*}
$$

The procedures for selecting models follow the pattern described above. The significance of an individual $\beta$ coefficient, given all the other $\beta \mathrm{s}$, can be determined from the t statistic. The comparison of two models, where the set of explanatory variables for one model is a subset of those used in the other model, is computed by a nested F test. The determination of whether two coefficients in a given model differ significantly from each other is computed either by redefining the variables, or by using a $t$ test after estimating the variance of the difference between the coefficients based on the elements of the $\left(\mathrm{X}^{\prime} \mathrm{X}\right)^{-1}$ matrix and $\mathrm{s}^{2}$.

## Exercises

11.1 In Appendix C15 are data from 42 small urban drainage basins located in several cities around the United States (Mustard et al., 1987). The dependent variable is the log of the total nitrogen load for the basin -- the y transformation decision has already been made. There are eight possible explanatory variables to use for prediction purposes. The definitions of all nine variables are as follows.

| LOGTN | log total nitrogen load |
| :--- | :--- |
| LOGCA | log contributing area |
| LOGIMP | log impervious area |
| MMJTEMP | mean minimum January temperature |
| MSRAIN | mean seasonal rainfall |
| PRES | percentage of area residential |
| PNON | percentage of area non-urban |
| PCOMM | percentage of area commercial |
| PIND | percentage of area industrial |

Don't bother with transformations of the x variables either -- use these variables as they are. Pay special attention to multi-collinearity. Try one or more of the approaches described in this chapter to select the best model for predicting LOGTN from these explanatory variables.
11.2 Analysis of Covariance. The following 10 possible models describe the variation in sand-size particles ( $0.125-0.250 \mathrm{~mm}$ ) in the Colorado River at Lees Ferry, AZ. Select the best model from this set of 10 and interpret its meaning. The basic model describes a quadratic relationship between concentration and discharge (X). Do intercept and/or slope vary with the three seasons (summer $S$, winter W , or other)? Use $\alpha=0.05$ for all hypothesis tests.

Basic model $\quad Y=\beta_{0}+\beta_{1} X+\beta_{2} X^{2}$
where $\mathrm{Y}=\ln$ (concentration of suspended sands)

$$
\mathrm{X}=\ln (\text { discharge })
$$

|  | Month |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Binary Variables | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| S | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 |
| W | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |


| Model \# | Explanatory variables | SSE | df(error) |
| :---: | :--- | :--- | :---: |
| 1 | $\mathrm{X}, \mathrm{X}^{2}$ | 69.89 | 124 |
| 2 | $\mathrm{X}, \mathrm{X}^{2}, \mathrm{~S}$ | 65.80 | 123 |
| 3 | $\mathrm{X}, \mathrm{X}^{2}, \mathrm{~S}, \mathrm{SX}$ | 65.18 | 122 |
| 4 | $\mathrm{X}, \mathrm{X}^{2}, \mathrm{~S}, \mathrm{SX}$, SX $^{2}$ | 64.84 | 121 |
| 5 | $\mathrm{X}, \mathrm{X}^{2}, \mathrm{~W}$ | 63.75 | 123 |
| 6 | $\mathrm{X}, \mathrm{X}^{2}, \mathrm{~W}, \mathrm{WX}$ | 63.53 | 122 |
| 7 | $\mathrm{X}, \mathrm{X}^{2}, \mathrm{~W}, \mathrm{WX}, \mathrm{WX}^{2}$ | 63.46 | 121 |
| 8 | $\mathrm{X}, \mathrm{X}^{2}, \mathrm{~S}, \mathrm{~W}$ | 63.03 | 122 |
| 9 | $\mathrm{X}, \mathrm{X}^{2}, \mathrm{~S}, \mathrm{~W}, \mathrm{SX}, \mathrm{WX}$ | 62.54 | 120 |
| 10 | $\mathrm{X}, \mathrm{X}^{2}, \mathrm{~S}, \mathrm{~W}, \mathrm{SX}, \mathrm{WX}, \mathrm{SX}^{2}, \mathrm{WX}^{2}$ | 61.45 | 118 |

11.3 The Ogallala aquifer was investigated to determine relationships between uranium and other concentrations in its waters. Construct a regression model to relate uranium to total dissolved solids and bicarbonate, using the data in Appendix C16. What is the significance of these predictor variables?
11.4 You are asked to estimate uranium concentrations in irrigation waters from the Ogallala aquifer for a local area. Four supply wells pump waters with the characteristics given below. The relative amounts of water pumped by each well are also given below. Using this and the regression equation of Exercise 11.3, estimate the mean concentration of uranium in the water applied to this area.

| Well \# | Relative volume of water used |  | $\underline{T D S}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 |  | $\underline{\text { Bicarbonate }}$ |
| 2 | 1 | 500 | $\leq 50 \%$ |
| 3 | 1 | 900 | $\leq 50 \%$ |
| 4 | 2 | 400 | $>50 \%$ |
|  |  | 600 | $>50 \%$ |

## Chapter 12

## Trend Analysis

Concentrations and loads of phosphorus have been observed at numerous tributaries to an important estuary over a 20 -year period. Have concentrations and/or loads changed over time? Have concentrations changed when changing flow conditions are taken into account (the early years were during a very dry period), or are all changes simply due to more precipitation in the latter years? Is there an observable effect associated with a ban on phosphorus compounds in detergents which was implemented in the middle of the period of record?

Groundwater levels were recorded for many wells in a study area over 14 years. During the ninth year development of the area increased withdrawals dramatically. Is there evidence of decreasing water levels in the region's wells after versus before the increased pumpage?

Benthic invertebrate and fish population data were collected at twenty stations along one hundred miles of a major river. Do these data change in a consistent manner going downstream? What is the overall rate of change in population numbers over the one hundred miles?

Procedures for trend analysis build on those in previous chapters on regression and hypothesis testing. The explanatory variable of interest is usually time, though spatial or directional trends (such as downstream order or distance downdip) may also be investigated. Tests for trend have been of keen interest in environmental sciences over the last 10-15 years. Detection of both sudden and gradual trends over time with and without adjustment for the effects of confounding variables have been employed. In this chapter the various tests are classified, and their strengths and weaknesses compared.

### 12.1 General Structure of Trend Tests

### 12.1.1 Purpose of Trend Testing

A series of observations of a random variable (concentration, unit well yield, biologic diversity, etc.) have been collected over some period of time. We would like to determine if their values generally increase or decrease (getting "better" or "worse"). In statistical terms this is a determination of whether the probability distribution from which they arise has changed over time. We would also like to describe the amount or rate of that change, in terms of changes in some central value of the distribution such as a mean or median. Interest may be in data at one location, or all across the country. Figure 12.1 presents an example of the results of trend tests for bacteria at sites throughout the United States.


Figure 12.1 Trends in flow-adjusted concentrations of fecal streptococcus bacteria, 1974-1981 (from Smith et al., 1987).

The null hypothesis: $\mathrm{H}_{0}$ is that there is no trend. However, any given test brings with it a precise mathematical definition of what is meant by "no trend", including a set of background assumptions usually related to type of distribution and serial correlation. The outcome of the test is a "decision" -- either $\mathrm{H}_{0}$ is rejected or not rejected. Failing to reject $\mathrm{H}_{0}$ does not mean that it was "proven" that there is no trend. Rather, it is a statement that the evidence available is not sufficient to conclude that there is a trend. Table 12.1 summarizes the possible outcomes of a statistical test in the context of trend analysis.

True Situation

| Decision | No trend. H0 true. | Trend exists. H ${ }_{0}$ false. |
| :---: | :---: | :---: |
| Fail to reject $\mathrm{H}_{0}$. | Probability | (Type II error) |
| "No trend" | $1-\alpha$ | $\beta$ |
| Reject $\mathrm{H}_{0}$. | (Type I error) | (Power) |
| "Trend" | significance level $\alpha$ | $1-\beta$ |

Table 12.1 Probabilities associated with possible outcomes of a trend test.
$\alpha=\operatorname{Prob}\left(\right.$ reject $\mathrm{H}_{0} \mid \mathrm{H}_{0}$ true) and $\quad 1-\beta=\operatorname{Prob}\left(\right.$ reject $\mathrm{H}_{0} \mid \mathrm{H}_{0}$ false $)$
The power ( $1-\beta$ ) for the test can only be evaluated if the nature of the violation of $\mathrm{H}_{0}$ that actually exists is known. This is never known in reality (if it were we wouldn't need a test), so a test must be found which has high power for the kind of data expected to be encountered. If a test is slightly more powerful in one instance but much less powerful than its alternatives in some other reasonable cases then it should not be used. The test selected should therefore be robust -- it should have relatively high power over all situations and types of data that might reasonably be expected to occur. Some of the characteristics commonly found in water resources data, and discussed in this chapter, are:

Distribution (normal, skewed, symmetric, heavy tailed)
Outliers (wild values that can't be shown to be measurement error)
Cycles (seasonal, weekly, tidal, diurnal)
Missing values (a few isolated values or large gaps)
Censored data (less-than values, historical floods)
Serial Correlation

### 12.1.2 Approaches to Trend Testing

Five types of trend tests are presented in table 12.2. They are classified based on two factors. The first, shown in the rows of the table, is whether the test is entirely parametric, entirely nonparametric, or a mixture of procedures. The second factor (columns) is whether there is some attempt to remove variation caused by other associated variables. The table uses the following notation:
$\mathrm{Y}=$ the random response variable of interest in the trend test,
$\mathrm{X}=$ an exogenous variable expected to affect the value of Y ,
$\mathrm{R}=$ the residuals from a regression or LOWESS of Y versus X , and
$\mathrm{T}=$ time (often expressed in years).

Simple trend tests (not adjusted for X ) are discussed in section 12.2. Tests adjusted for X are discussed in section 12.3.

|  | Not Adjusted for X | Adjusted for X |
| :---: | :---: | :---: |
| Nonparametric | Mann-Kendall trend test <br> on Y | Mann-Kendall trend test on <br> residuals R from LOWESS <br> of Y on X |
| Mixed | ---- | Mann-Kendall trend test on <br> residuals R from regression <br> of Y on X |
| Parametric | Regression of Y on T | Regression of Y <br> on X and T |

Table 12.2 Classification of five types of tests for trend

If the trend is spatial rather than temporal, T will be downstream order, distance downdip, etc. Examples of X and Y include the following:

- For trends in surface water quality, Y would be concentration, X would be streamflow, and R would be called the flow-adjusted concentration;
- For trends in flood flows, Y would be streamflow, X would be the precipitation amount, and R would be called the precipitation-adjusted flow (the duration of precipitation used must be appropriate to the flow variable under consideration. For example, if Y is the annual flood peak from a 10 square mile basin then X might be the 1-hour maximum rainfall, whereas if Y is the annual flood peak for a 10,000 square mile basin then X might be the 24 -hour maximum rainfall).
- For trends in groundwater levels, Y would be the change in monthly water level, X the monthly precipitation, and R would be called the precipitation-adjusted change in water level.


### 12.2 Trend Tests With No Exogenous Variable

### 12.2.1 Nonparametric Mann-Kendall Test

Mann (1945) first suggested using the test for significance of Kendall's tau where the X variable is time as a test for trend. This was directly analogous to regression, where the test for significance of the correlation coefficient $r$ is also the significance test for a simple linear regression. The Mann-Kendall test can be stated most generally as a test for whether Y values tend to increase or decrease with T (monotonic change).
$\mathrm{H}_{0}: \quad \operatorname{Prob}\left[\mathrm{Y}_{\mathrm{j}}>\mathrm{Y}_{\mathrm{i}}\right]=0.5$, where time $\mathrm{T}_{\mathrm{j}}>\mathrm{T}_{\mathrm{i}}$.
$\mathrm{H}_{1}: \quad \operatorname{Prob}\left[\mathrm{Y}_{\mathrm{j}}>\mathrm{Y}_{\mathrm{i}}\right] \neq 0.5 \quad$ (2-sided test).

No assumption of normality is required, but there must be no serial correlation for the resulting p -values to be correct. Typically the test is used for a more specific purpose -- to determine whether the central value or median changes over time. The spread of the distribution must remain constant, though not necessarily in the original units. If a monotonic transformation such as the ladder of powers is all that is required to produce constant variance, the test statistic will be identical to that for the original units. For example, in figure 12.2 a lognormal Y variable is plotted versus time. The variance of data around the trend is increasing. A Mann-Kendall test on Y has a p-value identical to that for the data of figure 12.3 -- the logarithms of the figure 12.2 data. The logs show an increasing median with constant variance. Only the central location changes. The Mann-Kendall test possesses the useful property of other nonparametric tests in that it is invariant to (monotonic) power transformations such as those of the ladder of powers. Since only the data or any power transformation of the data need be distributed similarly over T except for their central location in order to use the Mann-Kendall test, it is applicable in many situations.


Figure 12.2 Y versus Time. Variance of Y increases over time.


Figure 12.3 Logarithms of Y versus Time. The variance of Y is constant over time.

To perform the test, Kendall's $S$ statistic is computed from the Y,T data pairs (see Chapter 8). The null hypothesis of no change is rejected when S (and therefore Kendall's $\tau$ of Y versus T ) is significantly different from zero. We then conclude that there is a monotonic trend in Y over time.

An estimate of the rate of change in Y is also usually desired. If Y or some transformation of Y has a linear pattern versus T , the null hypothesis can be stated as a test for the slope coefficient $\beta_{1}=0 . \beta_{1}$ is the rate of change in Y , or transformation of Y , over time.

### 12.2.2 Parametric Regression of Y on T

Simple linear regression of Y on T is a test for trend

$$
Y=\beta_{0}+\beta_{1} \cdot T+\varepsilon
$$

The null hypothesis is that the slope coefficient $\beta_{1}=0$. Regression makes stronger assumptions about the distribution of Y over time than does Mann-Kendall. It must be checked for normality of residuals, constant variance and linearity of the relationship (best done with residuals plots -- see Chapter 9). If Y is not linear over time, a transformation will likely be necessary. If all is ok, the t -statistic on $\mathrm{b}_{1}$ is tested to determine if it is significantly different from 0 . If the slope is nonzero, the null hypothesis of zero slope over time is rejected, and we conclude that there is a linear trend in Y over time. Unlike Mann-Kendall, the test results for regression will not be the same before and after a transformation of Y.

### 12.2.3 Comparison of Simple Tests for Trend

If the model form specified in a regression equation were known to be correct ( Y is linear with T) and the residuals were truly normal, then fully-parametric regression would be optimal (most powerful and lowest error variance for the slope). Of course we can never know this in any real world situation. If the actual situation departs, even to a small extent, from these assumptions then the Mann-Kendall procedures will perform either as well or better (see Chapter 10, and Hirsch et. al., 1991, p.805-806).

There are practical cases where the regression approach is preferable, particularly in the multiple regression context (see next section). A good deal of care needs to be taken to insure it is correctly applied and to demonstrate that to the audience. When one is forced, by the sheer number of analyses that must be performed (say a many-station, many-variable trend study) to work without detailed case-by-case checking of assumptions, then nonparametric procedures are ideal. They are always nearly as powerful as regression, and the failure to edit out or correctly transform a small percentage of outlying data will not have a substantial effect on the results.

## Example 1

Appendix C10 lists phosphorus loads and streamflow during 1974-1985 on the Illinois River at Marseilles, IL. The Mann-Kendall and regression lines are plotted along with the data in figure 12.4. Both lines have slopes not significantly different from zero at $\alpha=0.05$. The large load at the beginning of the record and non-normality of data around the regression line are the likely reasons the regression is considerably less significant.
Improvements to the model are discussed in the next sections.


Figure 12.4 Mann-Kendall and regression trend lines (data in Appendix C10).

$$
\begin{array}{cccc}
\text { Regression: } & \text { Load }=16.8-0.46 \bullet \text { time } & \mathrm{t}=-1.09 & \mathrm{p}=0.28 \\
\text { Mann-Kendall: } & \text { Load }=12.2-0.33 \cdot \text { time } & \text { tau }=-0.12 & \mathrm{p}=0.08 .
\end{array}
$$

### 12.3 Accounting for Exogenous Variables

Variables other than time trend often have considerable influence on the response variable Y . These "exogenous" variables are usually natural, random phenomena such as rainfall, temperature or streamflow. By removing the variation in Y caused by these variables, the background variability or "noise" is reduced so that any trend "signal" present can be seen. The ability (power) of a trend test to discern changes in Y with T is then increased. The removal process involves modelling, and thus explaining, the effect of exogenous variables with regression or LOWESS (for computation of LOWESS, see Chapter 10). This is the rationale for using the methods in the right-hand column of table 12.2.

For example, figure 12.5 a presents a test for trend in dissolved solids at the James River in South Dakota. No adjustment for discharge was employed. The p-value for the test equals 0.47 , so no trend is able to be seen. The Theil estimate of slope is plotted, showing the line


Figure 12.5 Trend tests a) before adjustment for flow. b) after adjustment for flow. (from Hirsch et al., 1991)
to be surrounded by a lot of data scatter. In figure 12.5 b , the same data are plotted after using regression to remove the variation due to discharge. Note that the amount of scatter has
decreased. The same test for trend now has a p-value of 0.0001 ; for a given magnitude of flow, dissolved solids are increasing over time.

When removing the effect of one or more exogenous variables X , the probability distribution of the Xs is assumed to be unchanged over the period of record. Consider a regression of Y versus X (figures 12.6 a and 6 b ). The residuals R from the regression describe the values for the Y variable "adjusted for" exogenous variables (figure 12.6c). In other words, the effect of other variables is removed by using residuals -- residuals express the variation in Y over and above that due to the variation caused by changes in the exogenous variables. A trend in R implies a trend in the relationship between X and Y (figure 12.6d). This in turn implies a trend in the distribution of Y over time while accounting for X . However, if the probability distribution of the Xs has changed over the period of record, a trend in the residuals may not necessarily be due to a trend in Y .


Figure 12.6a. Log of concentration vs. time. Trend is somewhat difficult to see.


Figure 12.6b. Ln of concentration vs. exogenous variable: ln of streamflow (Q).
Strong linear relation shown by regression line.
Expect higher concentrations at higher flows.


Figure 12.6c. Residuals from 12.6b regression over time. Trend much easier to detect than in 12.6a, as effect of Q has been removed by using residuals.


Figure 12.6d. Trend in fig. 6c can also be seen as an increase in the $\ln C$ vs $\ln Q$ relationship over time. For a given value of Q , the value for C increases over time.

What kind of variable is appropriate to select as an exogenous variable? It should be a measure of the driving force behind the process of interest, but must be free of changes in human manipulation. Thus a streamflow record that spans a major reservoir project, new diversion, or new operating policy on an existing system would be unacceptable, due to human alteration of the probability distribution of X during the period of interest. A streamflow record which reflects some human influence is acceptable, provided that the human influence is consistent over the period of record. Where human influence on streamflow records makes them unacceptable as X variables, two major alternatives exist. The first is to use flow at a nearby unaffected station which could be expected to be correlated with natural flow at the site of interest. The other alternative is to use weather-related data: rainfall over some antecedent period, or model-generated streamflows resulting from a deterministic watershed model that is driven by historical weather data.

Where Y is streamflow concentration, a great deal of the variance in Y is usually a function of river discharge. This comes about as a result of two different kinds of physical phenomena. One is dilution: a solute may be delivered to the stream at a reasonably constant rate (due to a point source or ground-water discharge to the stream) as discharge changes over time. The result of this situation is a decrease in concentration with increasing flow (see figure 12.7). This is typically seen in most of the major dissolved constituents (the major ions). The other process is wash-off: a solute, sediment, or a constituent attached to sediment can be delivered to the stream primarily from overland flow from paved areas or cultivated fields, or from streambank erosion. In these cases, concentrations as well as fluxes tend to rise with increasing discharge (see fig. 12.8). Some constituents can exhibit combinations of both of these kinds of behavior. One example is total phosphorus. A portion of the phosphorus may come from point sources such as sewage treatment plants (dilution effect), but another portion may be derived from surface wash-off and be attached to sediment particles (see fig. 12.9). The resulting pattern is an initial dilution, followed by a stronger increase with flow due to washoff.


Figure 12.7 Dilution of dissolved solids with discharge (from Hirsch et al., 1991).


Figure 12.8 Washoff of suspended sediment with discharge (from Hirsch et al., 1991).


Figure 12.9 Dilution and subsequent washoff of total phosphorus as discharge increases (from Hirsch et al., 1991).

### 12.3.1 Nonparametric Approach

The smoothing technique LOWESS (LOcally WEighted Scatterplot Smooth) describes the relationship between Y and X without assuming linearity or normality of residuals. It is a robust description of the data pattern. Numerous smooth patterns result whose form changes as the
smoothing coefficient is altered. The LOWESS pattern chosen should be smooth enough that it doesn't have several local minima and maxima, but not so smooth as to eliminate true changes in slope. Given the LOWESS fitted value $\hat{\mathrm{Y}}$ the residuals R are computed as

$$
\mathrm{R}=\mathrm{Y}-\hat{\mathrm{Y}}
$$

Then the Kendall S statistic is computed from the R,T data pairs, and tested to see if it is significantly different from zero. The test for S is the test for trend.

### 12.3.2 Mixed Approach: Mann-Kendall on Regression Residuals

To remove the effect of X on Y prior to performing the Mann-Kendall test, a linear regression could be computed between Y and one or more Xs :

$$
\mathrm{Y}=\beta_{0}+\beta_{1} \cdot \mathrm{X}+\varepsilon
$$

Unlike LOWESS, the adequacy of the regression model (is $\beta_{1}$ significant, should X be transformed due to lack of linearity or constant variance?) must be checked. When all is OK, the residuals R are computed as observed minus predicted values:

$$
\mathrm{R}=\mathrm{Y}-\mathrm{b}_{0}-\mathrm{b}_{1} \cdot \mathrm{X}
$$

Then the Kendall S statistic is computed from the R,T data pairs, and tested to see if it is significantly different from zero.

The Mann-Kendall test on residuals is a hybrid procedure -- parametric removal of effects of the exogenous variables, followed by a nonparametric test for trend. Care must be taken to insure that the model of Y versus X is reasonable (residuals should have no extreme outliers, Y is linear with X , etc.). The fully nonparametric alternative using LOWESS given in 12.3.1 avoids the necessity for close checking of assumptions.

Alley (1988) showed that this two-stage procedure resulted in lower power than an alternative which is analogous to the partial plots of Chapter 9. His "adjusted variable Kendall test" performs the second stage as a Mann-Kendall test of R versus $\mathrm{T}^{*}$ rather than R versus T , where T * are the residuals from a regression of T versus X :

$$
\mathrm{T}=\mathrm{b}_{0}+\mathrm{b}_{1} \cdot \mathrm{X}+\mathrm{T}^{*}
$$

In this way the effect of a drift in X over time is removed, so that the R versus $\mathrm{T}^{*}$ relationship is totally free of the influence of X . This test is a Mann-Kendall test on the partial plot of Y versus T , having removed the effect of all other exogenous variable(s) X from both Y and T by regression.

### 12.3.3 Parametric Approach

Consider the multiple regression of Y versus time T and one or more Xs :

$$
\mathrm{Y}=\beta_{0}+\beta_{1} \bullet \mathrm{~T}+\beta_{2} \bullet \mathrm{X}+\varepsilon
$$

The null hypothesis for the trend test is that $\beta_{1}=0$. Therefore the $t$-statistic for $\beta_{1}$ tests for trend. This test simultaneously compensates for the effects of exogenous variables by including them in the model. No two-stage process is necessary. The model must be checked for
adequacy - for the correct form of relationship (linear in the Xs and T), normality of residuals, and that $\mathrm{b}_{2}$ is significantly different from zero. If $\mathrm{b}_{1}$ is significantly different from zero (based on the $t$-statistic) then the null hypothesis of no trend is rejected, and we conclude that there is a linear trend in Y over T .

### 12.3.4 Comparison of Approaches

In general, the power and efficiency of any procedure for detecting and estimating the magnitude of trends will be aided if the variance of the data can be decreased (figure 12.5). This can be done by removing discharge effects either simultaneously or in stages. Simultaneous modelling of trend and discharge has a small but distinct advantage over the equivalent stagewise method (Alley, 1988). Thus parametric multiple regression has more power than a stagewise regression. The adjusted Kendall test has a similar advantage over the Mann-Kendall test on residuals R versus unadjusted T . We presume that a Mann-Kendall test of R on $\mathrm{T}^{*}$ where both are computed using LOWESS ( Y on X and T on X ) would have similar advantages over the unadjusted method in section 12.3.1, though no data exists on this to date.

More important is whether the adjustment process should be conducted using a parametric or nonparametric method. The choice between regression and LOWESS should be based on the quality of the regression fit. LOWESS and linear regression fits of phosphorus concentration and stream discharge are compared for Klamath River in Figure 12.10. LOWESS would be a sensible alternative here due to the nonlinearity of the relationship. In studies where many data sets are being analyzed, and individualized checking of multiple models is impractical, LOWESS is the method of choice. It is also valuable when transformation of Y to achieve normality is not desirable. Where detailed model checking is practical and where high-quality parametric models can be constructed, multiple regression provides a one-step process with maximum efficiency. It and the adjusted Kendall method should be used over stagewise procedures.

All methods incorporating exogenous X variables discussed thus far assume that the change in the $\mathrm{X}, \mathrm{Y}$ relationship over time is a parallel shift -- a change in intercept, no change in slope (see figure 12.6 d ). Changes in both (a rotation) are certainly possible. However it will not be possible to classify all such changes as uptrends or downtrends. For example, if the X,Y relationship pivots counterclockwise over time, then for high X there is an uptrend in Y and for low X there is a downtrend in Y . There is no simple way to generalize the Mann-Kendall test on residuals to identify such situations.

However, regression could be used as follows:

$$
\mathrm{Y}=\beta_{0}+\beta_{1} \bullet \mathrm{X}+\beta_{2} \bullet \mathrm{~T}+\beta_{3} \bullet \mathrm{X} \cdot \mathrm{~T}+\varepsilon
$$

The $X \cdot T$ term is an interaction term describing the rotation. One could compare this model to the "no trend" model (one with no T or $\mathrm{X} \cdot \mathrm{T}$ terms) using an F test. It can also be compared to
the simple trend model (one with an X and a T term but no $\mathrm{X} \cdot \mathrm{T}$ term) using a partial F test. The result will be selection of one of three outcomes: no trend, trend in the intercept, or trend in slope and intercept (rotation).


Figure 12.10 Comparison of LOWESS (dashed line) and linear regression (solid line) fits of concentration to stream discharge. From Hirsch, et al. (1991).

### 12.4 Dealing With Seasonality

There are many instances where changes between different seasons of the year are a major source of variation in the Y variable. As with other exogenous effects, seasonal variation must be compensated for or "removed" in order to better discern the trend in Y over time. If not, little power may be available to detect trends which are truly present. We may also be interested in modeling the seasonality to allow different predictions of Y for differing seasons.

Most concentrations in surface waters show strong seasonal patterns. Streamflow itself almost always varies greatly between seasons. This arises from seasonal variations in precipitation volume, and in temperature which in turn affects precipitation type (rain versus snow) and the rate of evapotranspiration. Some of the observed seasonal variation in water quality may be explained by accounting for this seasonal variation in discharge. However, seasonality often remains even after discharge effects have been removed (Hirsch et al. 1982). Possible additional causes of seasonal patterns include biological activity, both natural and managed activities such as agriculture. For example, nutrient concentrations vary with seasonal application of fertilizers and the natural pattern of uptake and release by plants. Other effects are due to different
sources of water dominant at different times of the year, such as snow melt versus intense rainfall. Seasonal rise and fall of ground water can also influence water quality. A given discharge in one season may derive mostly from ground water while the same discharge during the another season may result from surface runoff or quick flow through shallow soil horizons. The chemistry and sediment content of these sources may be quite different.

Techniques for dealing with seasonality fall into three major categories (table 12.3). One is fully nonparametric, one is a mixed procedure, and the last is fully parametric. In the first two procedures it is necessary to define a "season". In general, seasons should be just long enough so that there is some data available for most of the seasons in most of the years of record. For example, if the data are primarily collected at a monthly frequency, the seasons should be defined to be the 12 months. If the data are collected quarterly then there should be 4 seasons, etc. Tests for trend listed in table 12.2 have analogs which deal with seasonality. These are presented in table 12.3.

|  | Not Adjusted for X | Adjusted for X |
| :---: | :---: | :---: |
| Nonparametric | Seasonal Kendall test for <br> trend on Y (Method I) | Seasonal Kendall trend test <br> on residuals from LOWESS <br> of Y on X (Method I) |
| Mixed | Regression of deseasonalized <br> Y on T (Method II) | Seasonal Kendall trend test <br> on residuals from <br> regression of Y on X <br> (Method I) |
| Parametric | Regression of Y on T and <br> seasonal terms (Method III) | Regression of Y on X, T, and <br> seasonal terms (Method III) |

Table 12.3 Methods for dealing with seasonal patterns in trend testing

### 12.4.1 The Seasonal K endall Test

The seasonal Kendall test (Hirsch et al., 1982) accounts for seasonality by computing the MannKendall test on each of $m$ seasons separately, and then combining the results. So for monthly "seasons", January data are compared only with January, February only with February, etc. No comparisons are made across season boundaries. Kendall's $S$ statistic $S_{i}$ for each season are summed to form the overall statistic $\mathrm{S}_{\mathrm{k}}$.

$$
\begin{equation*}
S_{k}=\sum_{i=1}^{m} S_{i} \tag{12.1}
\end{equation*}
$$

When the product of number of seasons and number of years is more than about 25 , the distribution of $\mathrm{S}_{\mathrm{k}}$ can be approximated quite well by a normal distribution with expectation equal to the sum of the expectations (zero) of the individual $\mathrm{S}_{\mathrm{i}}$ under the null hypothesis, and variance equal to the sum of their variances. $S_{k}$ is standardized (eq. 12.2) by subtracting its expectation $\mu_{\mathrm{k}}=0$ and dividing by its standard deviation $\sigma_{\mathrm{Sk}}$. The result is evaluated against a table of the standard normal distribution.

$$
\begin{align*}
& \mathrm{Z}_{\mathrm{Sk}}=\left\{\begin{array}{cc}
\frac{S_{k}-1}{\sigma_{S k}} & \text { if } S_{k}>0 \\
0 & \text { if } S_{k}=0 \\
\frac{S_{k}+1}{\sigma_{S k}} & \text { if } S_{k}<0
\end{array}\right.  \tag{12.2}\\
& \text { where } \quad \mu_{\mathrm{Sk}}=0 \text {, } \\
& \sigma_{S k}=\sqrt{\sum_{i=1}^{m}\left(n_{i} / 18\right) \cdot\left(n_{i}-1\right) \cdot\left(2 n_{i}+5\right)}, \text { and } \\
& n_{i} \quad=\text { number of data in the ith season. }
\end{align*}
$$

The null hypothesis is rejected at significance level $\alpha$ if $\left|Z_{S k}\right|>Z_{\text {crit }}$ where $Z_{\text {crit }}$ is the value of the standard normal distribution with a probability of exceedance of $\alpha / 2$. When some of the Y and/or T values are tied the formula for $\sigma_{\mathrm{Sk}}$ must be modified, as discussed in Chapter 8. The significance test must also be modified for serial correlation between the seasonal test statistics (see Hirsch and Slack, 1984).

If there is variation in sampling frequency during the years of interest, the data set used in the trend test may need to be modified. If variations in sampling frequency are random (for example if there are a few instances where no value exists for some season of some year, and a few instances when two or three samples are available for some season of some year) then the data can be collapsed to a single value for each season of each year by taking the median of the available data in that season of that year. If, however, there is a systematic trend in sampling frequency (monthly for 7 years followed by quarterly for 5 years) then the following type of approach is necessary. Define the seasons on the basis of the lowest sampling frequency. For that part of the record with a higher frequency define the value for the season as the observation taken closest to the midpoint of the season. The reason for not using the median value in this case is that it will induce a trend in variance, which will invalidate the null distribution of the test statistic.

An estimate of the trend slope for Y over time T can be computed as the median of all slopes between data pairs within the same season (figure 12.11). Therefore no cross-season slopes contribute to the overall estimate of the Seasonal Kendall trend slope.


Figure 12.11 A. All pairwise slopes used to estimate the Seasonal Kendall trend slope (two seasons -- compare with figure 10.1).
B. Slopes rearranged to meet at a common origin

To accommodate and model the effects of exogenous variables, directly follow the methods of section 12.3 until the final step. Then apply the Seasonal Kendall rather than Mann-Kendall test on residuals from a LOWESS of Y versus X and T versus X
( R versus $\mathrm{T}^{*}$ ).

### 12.4.2 Mixture Methods

The seasonal Kendall test can be applied to residuals from a regression of Y versus X , rather than LOWESS. Keep in mind the discussion in the previous section of using adjusted variables T* rather than T. Regression would be used only when the relationships exhibit adherence to the appropriate assumptions.

A second type of mixed procedure involves deseasonalizing the data by subtracting seasonal medians from all data within the season, and then regressing these deseasonalized data against time. One advantage of this procedure is that it produces a description of the pattern of the seasonality (in the form of the set of seasonal medians). However, this method has generally lower power to detect trend than other methods, and is not prefered over the other alternatives. Subtracting seasonal means would be equivalent to using dummy variables for $m-1$ seasons in a fully parametric regression. Either use up $\mathrm{m}-1$ degrees of freedom in computing the seasonal statistics, a disadvantage which can be avoided by using the methods of the next section.

### 12.4.3 Multiple Regression With Periodic Functions

The third option is to use periodic functions to describe seasonal variation. The simplest case, one that is sufficient for most purposes, is:

$$
\begin{equation*}
\mathrm{Y}=\beta_{0}+\beta_{1} \cdot \sin (2 \pi \mathrm{~T})+\beta_{2 \cdot \cos (2 \pi \mathrm{~T})}+\beta_{3} \cdot \mathrm{~T}+\text { other terms }+\varepsilon \tag{12.3}
\end{equation*}
$$

where "other terms" are exogenous explanatory variables such as flow, rainfall, or level of some human activity (e.g. waste discharge, basin population, production). They may be continuous, or binary "dummy" variables as in analysis of covariance. The trend test is conducted by determining if the slope coefficient on $\mathrm{T}\left(\boldsymbol{\beta}_{3}\right)$ is significantly different from zero. Other terms in the equation should be significant and appropriately modeled. The residuals $\varepsilon$ must be approximately normal.

Time is commonly but not always expressed in units of years. Table 12.4 lists values for $2 \pi \mathrm{~T}$ for three common time units: years, months and day of the year.

| The expression $2 \pi \mathrm{~T}$ | $=6.2832 \cdot \mathrm{t}$ |  |
| :--- | :--- | :--- |
|  | $=0.5236 \cdot \mathrm{~m}$ |  |
|  |  | when t is expressed in years. |
| when m is expressed in months. |  |  |
|  | $=0.0172 \cdot \mathrm{~d}$ |  |
| when d is expressed in day of year. |  |  |

Table 12.4 Three values for $2 \pi \mathrm{~T}$ useful in regression tests for trend
To more meaningfully interpret the sine and cosine terms, they can be re-expressed as the amplitude A of the cycle (half the distance from peak to trough) and the day of the year Dp at which the peak occurs:

$$
\begin{equation*}
\beta_{1} \cdot \sin (2 \pi \mathrm{t})+\beta_{2 \cdot \cos (2 \pi \mathrm{t})}=A \sin \left[2 \pi\left(t+t_{0}\right)\right] \tag{12.4}
\end{equation*}
$$

where $\quad A=\sqrt{\beta_{1}^{2}+\beta_{2}^{2}}$
The phase shift $t_{0}=\tan ^{-1}\left(\beta_{2} / \beta_{1}\right)$,
$t_{0}^{\prime}=t_{0} \pm 2 \pi$ if necessary to get $t_{0}$ within the interval $0<t_{0}<2 \pi=6.2832$
and $\quad \mathrm{Dp}=58.019 \cdot\left(1.5708-t_{0}{ }^{\prime}\right)$

Example 2: Determining peak day and amplitude


Figure 12.12 Data showing seasonal (sine and cosine) pattern.

The data in figure 12.12 were generated using coefficients $\mathrm{b}_{1}=0.8$ and $\mathrm{b}_{2}=0.5$. From equations 12.4 through 12.6, the amplitude $\mathrm{A}=0.94, t_{0}=0.559, t_{0}{ }^{\prime}=0.559$, and so the peak day $=59$ (February 28).

After including sine and cosine terms in a multiple regression to account for seasonality, the residuals may still show a seasonal pattern in boxplots by season, or in a Kruskal-Wallis test by season. If this occurs, additional periodic functions with periods of $1 / 2$ or $1 / 3$ or other fractions of a year (multiple cycles per year) may be used to remove additional seasonality. Credible explanations for why such cycles might occur are always helpful. For example, the following equation may be appropriate:

$$
\mathrm{Y}=\beta_{0}+\beta_{1} \cdot \sin (2 \pi \mathrm{t})+\beta_{2} \cdot \cos (2 \pi \mathrm{t})+\beta_{3} \cdot \sin (4 \pi \mathrm{t})+\beta_{4} \cdot \cos (4 \pi \mathrm{t})+\text { other terms }+\varepsilon
$$

One way to determine how many terms to use is to add them, two at a time, to the regression and at each step do an $F$ test for the significance of the new pair of terms. As a result one may, very legitimately, settle on a model in which the $t$-statistics for one of a pair of coefficients is not significant, but as a pair they are significant. Leaving out just the sine or just the cosine is not a sensible thing to do, because it forces the periodic term to have a completely arbitrary phase shift, rather than one determined by the data.

### 12.4.4 Comparison of Methods

The Mann-Kendall and mixed approaches have the disadvantages of only being applicable to univariate data (either original units or residuals from a previous analysis) and are not amenable to simultaneous analysis of multiple sources of variation. They take at least two steps to
compute. Multiple regression allows many variables to be considered easily and simultaneously by a single model.

Mann-Kendall has the usual advantage of nonparametrics: robustness against departures from normality. The mixed method is perhaps the least robust because the individual seasonal data sets can be quite small and the estimated seasonal medians can follow an irregular pattern. In general this method has far more parameters than either of the other two methods and fails to take advantage of the idea that geophysical processes have some degree of smoothness in the annual cycle. That is: it is unlikely that April will be very different from May, even though the sample statistics may suggest that this is so.

Regression with periodic functions takes advantage of this notion of smoothness and thereby involves very few parameters. However, the functional form (sine and cosine terms) can become a "straight jacket". Perhaps the annual cycles really do have abrupt breaks associated with freezing and thawing, or the growing season. Regression can always use binary variables as abrupt definitions of season ( $\mathrm{G}=1$ for "growing season", $\mathrm{G}=0$ otherwise). Observations can be assigned to a season based on conditions which may vary in date from year to year, and not just based on the date itself. Regression could also be modified to accept other periodic functions, perhaps ones that are much more squared off. To do this demands a good physically-based definition of the timing of the influential factors, however.

All three methods provide a description of the seasonal pattern. Regression and mixed methods automatically produce seasonal summary statistics. However, there is no difficulty in providing a measure of seasonality consistent with Mann-Kendall by computing seasonal medians of the data after trend effects have been removed.

### 12.4.5 Presenting Seasonal Effects

There are many ways of characterizing the seasonality of a data set (table 12.5). Any of them can be applied to the raw data or to residuals from a LOWESS or regression that removes the effects of some exogenous variable. In general, graphical techniques will be more interpretable than tabular, although the detail of tables may sometimes be needed.

|  | GRAPHICAL METHODS | TABULAR METHODS |
| :---: | :---: | :---: |
| BEST | Boxplots by season, or LOWESS of <br> data versus time of year | List the amplitude and peak day of the |
| cycle |  |  |$|$

Table 12.5 Rating of methods for dealing with seasonality

### 12.4.6 Differences Between Seasonal Patterns

The approaches described above all assume a single pattern of trend across all seasons. This may be a gross over-simplification and can fail to reveal large differences in behavior between different seasons. It is entirely possible that the Y variable exhibits a strong trend in its summer values and no trend in the other seasons. Even worse, it could be that spring and summer have strong up-trends and fall and winter have strong down-trends, cancelling each other out and resulting in an overall seasonal Kendall test statistic stating no trend. Another situation might arise where the X-Y relationship (e.g. rainfall-runoff, flow-concentration) has a substantially different slope and intercept for different seasons.

No overall test statistic will provide any clue of these differences. This is not to suggest they are not useful. Many times we desire a single number to characterize what is happening in a data set. Particularly when dealing with several data sets (multiple stations and/or multiple variables), breaking the problem down into 4 seasons or 12 months simply swamps us with more results than can be absorbed. Also, if the various seasons do show a consistent pattern of behavior there is great strength in looking at them in one analysis. For example in a seasonal Kendall analysis each month viewed by itself might show a positive $S$ value, none of which is significant, but the overall Seasonal Kendall test could be highly significant. Yet in detailed examinations of individual stations it is often useful to perform and present the full, withinseason analysis on each season. Figure 12.13 is a good approach to graphically presenting the results of such multi-season analyses.


Figure 12.13 Illustration of seasonal and annual step trends on the Green River (from Liebermann and others, 1989)

In the approaches using Method I above, one can also examine "contrasts" between the different seasonal statistics. This provides a single statistic which indicates whether the seasons are behaving in a similar fashion (homogeneous) or behaving differently from each other (heterogeneous). The test for homogeneity is described by van Belle and Hughes (1984).

For each season $\mathrm{i}(\mathrm{i}=1,2, \ldots \mathrm{~m})$ compute $\mathrm{Z}_{\mathrm{i}}=\mathrm{S}_{\mathrm{i}} / \sqrt{\operatorname{Var}\left(\mathrm{S}_{\mathrm{i}}\right)}$. Sum these to compute the "total" chi-square statistic, then compute "trend" and "homogeneous" chi-squares:

$$
\begin{align*}
\chi^{2}{ }_{\text {(total }} & =\sum_{\mathrm{i}=1}^{\mathrm{m}} \mathrm{Z}_{\mathrm{i}}^{2}  \tag{12.7}\\
\chi^{2} \text { (trend) } & =\mathrm{m} \cdot \overline{\mathrm{Z}}^{2} \quad \text { where } \bar{Z}=\frac{\sum_{\mathrm{i}=1}^{\mathrm{m}} \mathrm{Z}_{\mathrm{i}}}{\mathrm{~m}} \\
\chi^{2} \text { (homogeneous } & =\chi^{2}{ }_{\text {(total) }}-\chi^{2}{ }_{\text {(trend })} \tag{12.8}
\end{align*}
$$

The null hypothesis that the seasons are homogeneous with respect to trend $\left(\tau_{1}=\tau_{2}=\ldots=\tau_{\mathrm{m}}\right)$ is tested by comparing $\chi^{2}$ (homogeneous) to tables of the chi-square distribution with $\mathrm{m}-1$ degrees of freedom. If it exceeds the critical value for the pre-selected $\alpha$, reject the null hypothesis and conclude that different seasons exhibit different trends.

### 12.5 Use of Transformations in Trend Studies

Water resources data commonly exhibit substantial departures from a normal distribution. Surface-water concentration, load, and flow data are often positively skewed, with many observations lying close to a lower bound of zero and a few observations one or more orders of magnitude above the lower values. If only a test for trend is of interest, then the decision to make some monotonic transformation of the data (to render them more nearly normal) is of no consequence provided that a nonparametric test is used. Nonparametric trend tests are invariant to monotonic power transformations (such as the logarithm or square root). In terms of significance levels the test results will be identical whether the test was applied to the raw data or the transformed data.

The decision to transform data is, however, highly important in terms of any of the procedures for removing the effects of exogenous variables (X), for computing significance levels of a parametric test (figure 12.14), and for computing and expressing slope estimates. Trends which are nonlinear (say exponential or quadratic) will be poorly described by a linear slope coefficient, whether from regression or a nonparametric method. It is quite possible that negative predictions may result for some values of time or X. By transforming the data so that the trend is linear, a Mann-Kendall or regression slope can later be re-expressed back into original units. The resulting nonlinear trend will better fit the data than the linear expression, even though their nonparametric significance tests are identical. Thus, it may be appropriate to run analyses on transformed Y values, even if the analysis is a nonparametric one.

One way to ensure that the fitted trend line will not predict negative values is to take a log transformation of the data prior to trend analysis. The trend slope will then be expressed in log units. A linear trend in log units translates to an exponential trend in original units, which can then be re-expressed in percent per year to make the trend easier to interpret. If $\mathrm{b}_{1}$ is the estimated slope of a linear trend in natural log units then the percentage change from the beginning of any year to the end of that year will be $\left(\mathrm{e}^{\mathrm{b}} 1-1\right) \cdot 100$. If slopes in original units are preferred, then instead of multiplying by 100 , multiply by some measure of central tendency in the data (mean or median) to express the slope or step-trend in original units.


Figure 12.14 No trend evident in concentration ( $p=0.432$ for regression slope). After log transformation, there is a statistically significant decline ( $\mathrm{p}=0.001$ ). Regression on logs shown as solid line. (from Hirsch et al., 1991).

In general, more resistant and robust results can be obtained if log transformations are used for variables that typically have ranges of more than an order of magnitude. With variations this large, transformations should be used in conjunction with both parametric and nonparametric tests. However, in multiple record analyses the decision to transform should be made on the basis of the characteristics of the class of variables being studied, not on a case-by-case basis. Variables on which log transforms are typically helpful include: flood flows, low flows, monthly or annual flows in small river basins, concentrations of sediment, total concentration (suspended plus dissolved) for a constituent when the suspended fraction is substantial (for example phosphorus and some metals), concentrations or counts of organisms, concentrations of substances that arise from biological processes (such as chlorophyll), and downstream load for virtually any constituent.

Some argue that data should always be transformed to normality, and parametric procedures computed on the transformed data. Transformations to normality are not always possible, as some data are non-normal due not to skewness but to heavy tails of the distribution (see Schertz and Hirsch, 1985). The strongest argument for transformations are that regression methods allows simultaneous consideration of the effects of multiple exogenous variables along with temporal trend. Such simultaneous tests are more difficult with nonparametric techniques. Multivariate smoothing methods are available (Cleveland and Devlin, 1988) which at least allow removal of multiple exogenous effects in one step, but they are not implemented yet in any commercial software.

The weakest situations for parametric techniques on transformed data are for analyses of multiple data sets. The transformation appropriate to one data set may not be appropriate to another. If different transformations are used on different data sets then comparisons among results is difficult, if not impossible. Also, there is an element of subjectivity in the choice of transformation. The argument of the skeptic that: "You can always reach the conclusion you want if you manipulate the data enough" is not without merit. The credibility of results is enhanced if a single statistical method is used for all data sets in a study, and this is next to impossible with the several judgements of model adequacy required for parametric methods. Nonparametric procedures are therefore well suited to multi-record trend analysis studies. In analyses of individual records, use of transformations with parametric methods can be very appropriate.

### 12.6 Monotonic Trend versus Two Sample (Step) Trend

Study of long term changes in hydrologic variables can be carried out in either of two modes. Up to this point "monotonic trends" were discussed, gradual and continuing changes over time. The Mann-Kendall test and regression are the two basic tools used in this case. The other mode compares two non-overlapping sets of data, an "early" and "late" period of record. Changes between the periods are called "step trends", as values of Y step up or down from one time period to the next. Testing for differences between these two groups involves procedures similar or identical to those described in other chapters, including the rank-sum test, two-sample t-tests, and analysis of covariance. Each of them also can be modified to account for seasonality.

The basic parametric test for step trends is the two-sample t-test. See Chapter 5 for its computation. The magnitude of change is measured by the difference in sample means between the two periods. Helsel and Hirsch (1988) discuss the disadvantages of using a t-test for step trends on data which are non-normal -- loss of power, inability to incorporate data below the detection limit, and an inappropriate measure of the step trend size. The primary nonparametric alternative is the rank-sum test and associated Hodges-Lehmann (H-L) estimator of step-trend magnitude (see Chapter 5, and Hirsch, 1988). The H-L estimator is the median of all possible differences between data in the "before" and "after" periods. Table 12.6 summarizes the steptrend approaches not considering seasonality and 12.7 summarizes those which consider seasonality. The rank-sum test can be implemented in a seasonal manner just like the MannKendall test, called the seasonal rank-sum test. It computes the rank-sum statistic separately for each season, sums the test statistics, their expectations and variances, and then evaluates the overall summed test statistic. The H-L estimator can be similarly modified by considering only data pairs within a given season.

|  | Not Adjusted for X | Adjusted for X |
| :---: | :---: | :---: |
| Nonparametric | Rank-sum test on Y | Rank-sum test on residuals <br> from LOWESS of Y on X |
| Mixed | --- | Rank-sum test on residuals <br> from regression of Y on X |
| Parametric | Two sample t-test | Analysis of covariance of Y <br> on X and group |

Table 12.6 Step-trend tests (two-sample) which do not consider seasonality (note "group" refers to a dummy variable 0 for "before" and 1 for "after")

|  | Not Adjusted for X | Adjusted for X |
| :---: | :---: | :---: |
| Nonparametric | Seasonal rank-sum test on Y | Seasonal rank-sum test on <br> residuals from LOWESS of <br> Y on X |
| Mixed | Two-sample t test on <br> deseasonalized Y | Seasonal rank-sum test on <br> residuals from regression of <br> Y on X |
| Parametric | Analysis of covariance of Y <br> on seasonal terms and <br> group | Analysis of covariance of Y <br> on X, seasonal terms, and <br> group |

Table 12.7 Step-trend tests (two-sample) which do consider seasonality (note "group" refers to a dummy variable 0 for "before" and 1 for "after")

Step trend procedures should be used in two situations. The first is when the record (or records) being analyzed are naturally broken into two distinct time periods with a relatively long gap between them. There is no specific rule to determine how long the gap should be to make this the preferred procedure. If the length of the gap is more than about one-third the entire period of data collection, then the step trend procedure is probably best (see figure 12.15). In general, if the within-period trends are small in comparison to the between-period differences, then step-trend procedures should be used.


Figure 12.15 Significant $(\mathrm{p}=0.085)$ step trend as measured by rank-sum test. Solid lines are group medians. Monotonic trend test is not significant ( $\mathrm{p}=0.167$ ). Modified from Hirsch et al., 1991.

The second situation to test for step-trend is when a known event has occurred at a specific time during the record which is likely to have changed water quality. The record is first divided into "before" and "after" periods at the time of this known event. Example events are the completion of a dam or diversion, the introduction of a new source of contaminants, reduction in some contaminant due to completion of treatment plant improvements, or the closing of some facility (figure 12.16). It is imperative that the decision to use step-trend procedures not be based on examination of the data (i.e. the analyst notices an apparent step but had no prior hypothesis that it should have occurred), or on a computation of the time which maximizes the difference between periods. Such a prior investigation biases the significance level of the test, finding changes which are not really there. Step-trend procedures require a highly specific situation, and the decision to use them should be made prior to any examination of the data.

If there is no prior hypothesis of a time of change or if records from a variety of stations are being analyzed in a single study, monotonic trend procedures are most appropriate. In multiple record studies, even when some of the records have extensive but not identical gaps, the monotonic trend procedures are generally best because comparable periods of time are more easily examined among all the records. In fact, the frequent problem of multiple starting dates, ending dates, and gaps in a group of records presents a significant practical problem in trend analysis studies. In order to correctly interpret the data, records examined in a multiple station study must be concurrent. For example it is pointless to compare a 1975-1985 trend at one
station to a 1960-1980 trend at another. The difficulty arises in selecting a period which is long enough to be meaningful but does not exclude too many shorter records.


Figure 12.16 A weakly significant ( $\mathrm{p}=0.105$ ) reduction in suspended sediment after completion of the Flaming Gorge reservoir (located 93 miles upstream of the station) in late 1962 as measured by a rank-sum test. From Hirsch et al., 1991.

A further difficulty involves deciding just how complete a record must be to be included in the analysis. For example, if the study is for 1970-1985 and there is a record that runs from 1972 through 1985 it is probably prudent to include it in the study. A one- or two-year gap in the middle of the record should not disqualify a station from the analysis. More difficult are questions such as inclusion of a 1976-1984 record, or inclusion of a record that covers 19701975 and 1982-1985. One reasonably objective rule for deciding whether to include a record is:

1) divide the study period into thirds (three periods of equal length),
2) determine the coverage in each period (e.g. if the record is generally monthly, count the months for which there are data),
3) if any of the thirds has less than 20 percent of the total coverage then the record should not be included in the analysis. See Schertz (1990) for an application of these kinds of approaches.

### 12.7 Applicability of Trend Tests With Censored Data

Censored samples are records in which some of the data are known only to be "less than" or "greater than" some threshold (see Chapter 13). The two most common examples in hydrology are constituent concentrations less than the detection limit and floods which are known to be less than some threshold of perception (e.g. the annual flood of 1887 was not sufficiently large that local record keepers bothered to record the maximum stage). The existence of censored values complicates the use of the previously discussed parametric procedures and all of the procedures involving removal of the effect of an exogenous variable. Any arbitrary choice of a value to represent the censored values (e.g., zero or the reporting limit) can give inaccurate results for hypothesis tests and biased estimates of trend slopes (Helsel, 1990).

A parametric approach to the detection of trends in censored data is the estimation of the parameters of a linear regression model relating Y to T , or Y to T and X , through the method of maximum likelihood estimation (MLE), also referred to as Tobit estimation (Hald, 1949; Cohen, 1950). These effects can be modeled simultaneously in this approach as can be done in a conventional multiple regression. Because the MLE method assumes a linear model with normally distributed errors, transformations (such as logarithms) of Y and X are frequently required to make the data more nearly normal and improve the fit of the MLE regression. Failure of the data to conform to these assumptions will tend to lower the statistical power of the test, and give unreliable estimates of the model parameters. The Type I error of the test is, however, relatively insensitive to violations of the normality assumption.

An extension of the MLE method was developed by Cohen (1976) to provide estimates of regression model parameters for data records with multiple censoring levels. An adjusted MLE method for multiply-censored data that is less biased in certain applications than the MLE method of Cohen (1976) was also recently developed by Cohn (1988). The availability of multiply-censored MLE methods is noteworthy for the analysis of lengthy water-quality records with censored values since these records frequently have multiple reporting limits that reflect improvements in the accuracy of analytical methods (and reductions in reporting limits) with time. Similarly, the multiply-censored case can arise in flood studies in that some very old portion of a flood record may contain estimates of only the very largest floods while a more recent part of the record (when flood plain development was more intense and record keeping more complete) may contain estimates of floods exceeding a more moderate threshold.

The Mann-Kendall test can be used without any difficulty when only one censoring threshold exists. Comparisons between all pairs of observations are possible. All the "less thans" are less than the other values and are considered to be tied with each other. Thus the $S$ statistic and $\tau$ are easily computed using the tie correction for the standard deviation (see Chapter 8) in the large-sample approximation. Equation 8.4 for the corrected standard deviation is repeated here.


When more than one detection limit exists, the Mann-Kendall test can not be performed without further censoring the data. Consider the data set: $<1,<1,3,<5,7$. How can a $<1$ and $<5$ be compared? A 3 and $a<5$ ? These ambiguities make the test impossible to compute. The only way to perform a Mann-Kendall test is to censor and recode the data at the highest detection limit. Thus, these data would become: $<5,<5,<5,<5,7$. There is certainly a loss of information in making this change, and a loss of power to detect any trends which may exist. Other nonparametric tests incorporating multiple detection limits are briefly discussed in chapter 13. None can be performed when the change in detection limits is a function of the process being tested for, such as time. When this occurs, the change in censoring limit over time will induce the test to find a change in Y over time more often than it actually occurs ( $\boldsymbol{\alpha}$ will actually be larger than that which was stated for the test).

Although the sign of the estimated Theil trend slope is accurate for highly censored data records, the magnitude of the slope estimate is likely to be in error. Substitution of an arbitrarily chosen value between zero and the reporting limit for all censored values will likely give biased estimates of the trend slope. While the amount of bias cannot be stated precisely, the presence of only a few nondetected values in a record (less than about five percent) is not likely to affect the accuracy of the trend slope magnitude significantly.

Table 12.8 classifies monotonic trend tests for data sets with censored data.

|  | Not Adjusted for X | Adjusted for X |
| :---: | :---: | :---: |
| Nonparametric | Mann-Kendall test for trend <br> on Y | No test yet available |
| Fully Parametric | Tobit regression of Y <br> on T | Tobit regression of Y <br> on X and T |

Table 12.8 Classification of monotonic trend tests for censored data

## Exercises

12.1 During the period 1962-1969 the Green River Dam was constructed about 35 miles upstream of a gaging station on the Green River at Munfordville, Kentucky. It is a flood control dam, thus it regulates flow (changes the flow duration curve) but has little or no effect on total annual runoff from this 1660 square-mile basin.

The question is this--over the period of record 1952-1972 (which includes pre-dam, transition, and regulated periods) has there been a monotonic trend in sediment transport? The data available in Appendix C17 are the year, suspended sediment load in thousands of tons per year, and the annual discharge in cfs-days.

Using each of the four trend analysis approaches described in the chapter, what would you conclude about suspended sediment trends?
12.2: Seasonal Kendall Test with censored data

The following data are dissolved lead concentrations (in $\mathrm{mg} / \mathrm{L}$ ) for the Potomac River at Chain Bridge at Washington, D.C.

|  | Winter |  | Spring | Summer | Fall |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1973 | - | 4 | 3 | - |  |
| 1974 | - | 3 | 2 | 6 |  |
| 1975 | 4 | 5 | 5 | 11 |  |
| 1976 | 2 | 3 | 6 | 4 |  |
| 1977 | 16 | 2 | 18 | 17 |  |
| 1978 | 26 | 7 | 4 | - |  |
| 1979 | 5 | 3 | 9 | 6 |  |
| 1980 | $<2$ | $<2$ | $<2$ | $<2$ |  |
| 1981 | 5 | $<2$ | $<2$ | $<2$ |  |
| 1982 | $<2$ | 2 | - | 2 |  |
| 1983 | 2 | 3 | $<2$ | 5 |  |
| 1984 | 3 | 5 | $<2$ | $<2$ |  |
| 1985 | $<2$ | 3 | - | $<2$ |  |

Compute Kendall's S and Var [S] for each season and perform a Mann-Kendall test for each season, reporting p-values. Then compute the Seasonal Kendall statistic and its variance and report the p -value for the Seasonal Kendall test.
12.3 The Maumee River, Ohio is a major tributary to Lake Erie. The control of phosphorus inputs to the lake has been a major concern since the early 1970's. In Appendix C18 are 133 observations of instantaneous load and streamflow for the Maumee River from the 1972 through 1986. The variables in the date set are TIME (decimal time in years), MONTH (month of the year), Q (discharge in thousands of cfs ), and LOAD (total phosphorus load in tons per day).

Using the various approaches listed in this chapter, describe the trend in the data set. Try each of the approaches listed in table 12.2. For the nonparametric approaches compute the seasonal-Kendall test.

Then using the model you select as most appropriate, estimate loads for the following four cases:

$$
(\mathrm{Q}, \mathrm{TIME})=(11,1972.5),(1,1972.5),(11,1986.5),(1,1986.5) .
$$

12.4 Major ion chemistry of groundwater may be altered as it remains in contact with aquifer materials. One common alteration is ion exchange of calcium with sodium. Carbon-14 can be used as a measure of the age of groundwater, with C-14 (modern carbon) decreasing with increasing age. Compute the p-value and determine whether there is a trend to lower calcium concentrations with increasing age for the following data:

| \%Carbon-14 |  | Calcium, in \% meq | \%Carbon-14 | Calcium, in \% meq |
| :---: | :---: | :---: | :---: | :---: |
| (old) | 12.4 | 20.16 | 48.9 | 16.56 |
|  | 19.5 | 0.46 | 52.0 | 22.88 |
|  | 23.9 | 4.18 | 55.6 | 12.64 |
|  | 25.3 | 28.95 | 57.7 | 14.26 |
|  | 28.2 | 20.00 | 58.1 | 13.37 |
|  | 31.5 | 0.57 | 66.2 | 35.22 |
|  | 33.1 | 1.84 | 67.1 | 24.43 |
|  | 33.4 | 13.99 | (young) 71.8 | 60.24 |
|  | 38.6 | 18.02 |  |  |

12.5 A well screened in the middle aquifer in New Jersey is investigated to determine if groundwater levels have declined over time as a result of pumpage. The data are given in Appendix C19 (A. Pucci, written communication, U.S. Geological Survey, Trenton, $\mathrm{NJ})$. Conduct a trend analysis to determine whether a decline has occurred. Estimate the rate of decline over the period of record.

## Chapter 13

## Methods for Data Below the Reporting Limit

To comply with environmental regulations, an industry must show that the daily mean copper concentration in its wastewater discharge does not exceed the legal standard. Yet for many of the wastewater samples taken at two hour intervals, concentrations are below the analytical reporting limit of the laboratory. These "less-thans" make it impossible to compute a simple mean concentration. When the industry substitutes a zero for each less-than, the standard is not exceeded. When the regulatory agency substitutes a value equal to the reporting limit, the standard is exceeded. Which is correct? Has the law been violated?

Ground-water quality is measured both upgradient and downgradient of a waste-disposal site. Comparison of the two groups of data is performed to determine whether contamination of the ground-water system has occurred. Usually t-tests are employed for this purpose, and yet the ttest requires estimates of means and standard deviations which are impossible to obtain unless numerical values are fabricated to replace any less-thans present in the data. By substituting one number, the two groups appear the same. Substituting a second number causes $\mathrm{H}_{0}$ to be rejected, and the two groups to be declared different. Which is correct?

As trace substances in the world's soils, air and waters are increasingly investigated, concentrations are more frequently being encountered which are less than limits deemed reliable enough to report as numerical values. These less-than values -- values stated only as "<rl", where rl is called the "reporting limit" or "detection limit" or "limit of quantitation" (Keith et al., 1983) -- present a serious interpretation problem for data analysts. Estimates of summary statistics which best represent the entire distribution of data, both below and above the reporting limit, are necessary to accurately analyze environmental conditions. Also needed are hypothesis test and regression procedures that provide valid conclusions and models for such data. These needs must be met using the only information available to the data analyst: concentrations measured above one or more reporting limits, and the observed frequency of data below those limits.

This chapter discusses the most appropriate statistical procedures given that data have been reported as less-thans. It does not consider the alternative of reporting numerical values for all data, including those below reporting limits -- see ASTM (1983), Porter et al. (1988) and Gilliom et al. (1984) for discussion of this alternative.

### 13.1 Methods for Estimating Summary Statistics

Methods for estimating summary statistics of data which include less-thans (statisticians call these "censored data") can be divided into the three classes discussed below: simple substitution, distributional, and robust methods. Recent papers have documented the relative performance of these methods. Gilliom and Helsel (1986) and Gleit (1985) compared the abilities of several estimation methods in detail over thousands of simulated data sets. Helsel and Gilliom (1986) then applied these methods to numerous water-quality data sets, including those which are not similar to the assumed distributions required by the distributional methods. A single case study was reported by Newman and Dixon (1990). Helsel and Cohn (1988) dealt with censoring at multiple reporting limits. Large differences were found in these methods' abilities to estimate summary statistics for censored data.

Methods may be compared based on their ability to replicate true population statistics. Departures from true values are measured by the root mean squared error (RMSE), which combines both bias and lack of precision. The RMSE of the estimate of the mean $\bar{x}$ in comparison to the true population value $\mu$ is shown in equation 13.1. Similar equations would be used for estimation of other summary statistics.

$$
\begin{equation*}
\text { RMSE }=\sqrt{\sum_{\mathrm{i}=1}^{\mathrm{N}} \frac{(\overline{\mathrm{x}}-\mu)^{2}}{\mu} / N} \tag{13.1}
\end{equation*}
$$

Methods whose estimates $\bar{x}$ are closer to the true value $\mu$ have lower RMSEs, and are considered better.

### 13.1.1 Simple Substitution Methods

Simple substitution methods (Figure 13.1) substitute a single value such as one-half the reporting limit for each less-than value. Summary statistics are calculated using both these fabricated numbers along with the values above the reporting limit. These methods are widely used, but have no theoretical basis. As Figure 13.1 shows, the distributions resulting from simple substitution methods have large gaps, and do not appear realistic.


Figure 13.1. Histograms for simple substitution methods.

Studies cited above determined that simple substitution methods performed poorly in comparison to other procedures. Substitution of zero produced estimates of mean and median which were biased low, while substituting the reporting limit resulted in estimates above the true value. Results for the standard deviation and IQR, and for substituting one-half the reporting limit, were also far less desirable than alternative methods. With the advent of powerful desktop
computers to perform more complex calculations there appears to be no reason to use simple substitution methods. As the choice of value to be substituted is essentially arbitrary without some knowledge of instrument readings below the reporting limit, and as large differences may occur in the resulting estimates, simple substitution methods are not defensible.

### 13.1.2 Distributional Methods

Distributional methods (Figure 13.2) use the characteristics of an assumed distribution to estimate summary statistics. Data both below and above the reporting limit are assumed to follow a distribution such as the lognormal. Given a distribution, estimates of summary statistics are computed which best match the observed concentrations above the reporting limit and the percentage of data below the limit. Estimation methods include maximum-likelihood estimation or MLE (Cohen, 1959), and probability plotting procedures (Travis and Land, 1990). MLE estimates are more precise (lower RMSE) than probability plotting, and both methods are unbiased, when observations fit the assumed distribution exactly and when the sample size is large. However, this is rarely the case in environmental studies. When data do not match the observed distribution, both methods may produce biased and imprecise estimates. Thus the most crucial consideration when using distributional methods is how well the data can be expected to fit the assumed distribution. Even when distributional assumptions are correct, MLEs have been shown to produce estimates with large bias and poor precision for the small sample sizes of $\mathrm{n}=5,10$, and 15 (Gleit, 1985). MLE methods are commonly used in environmental disciplines such as air quality (Owen and DeRouen, 1980) and geochemistry (Miesch, 1967).

Assuming a lognormal distribution for concentrations, MLEs for larger ( $\mathrm{n}=25,50$ ) data sets have provided excellent estimates of percentiles (median and IQR) for a variety of data distributions realistic for environmental studies, even those which are not lognormal. However, they have not worked as well for estimating the mean and standard deviation (Gilliom and Helsel, 1986). There are two reasons why this is so.

First, the lognormal distribution is flexible in shape, providing reasonable approximations to data which are nearly symmetric and to some positively-skewed distributions which are not lognormal. Thus the lognormal can mimic the actual shape of the data over much of the distribution, adequately reproducing percentile statistics even though the data were not truly lognormal in shape. However, the moment statistics (mean and standard deviation) are very sensitive to values of the largest observations. Failure of the assumed distribution to fit these observations will result in poor estimates of moments.

Second, there is a transformation bias in lognormal MLE inherent in computing estimates of the mean and standard deviation for any transformation -- including logarithms -- and then retransforming back to original units. Compensating for this bias often requires an assumption about distributional shape. In Chapter 9 transformation bias was discussed in the context of
regression. The same phenomena is present for estimates of the mean. Indeed, if no explanatory variables are significant then a regression model simplifies to estimating the mean. Percentiles, however, can be directly transformed between measurement scales without bias.

Maximum Likelihood (MLE) -- fits 'best' lognormal distribution to the data, and then

determines summary statistics of the fitted distribution to represent the data.


Figure 13.2. Distributional (MLE) method for computing summary statistics.

Two less-frequently used distributional methods are a "fill-in with expected values" MLE technique (Gleit, 1985) and a probability plot method which estimates the mean and standard deviation by the intercept and slope, respectively, of a line fit to data above the reporting limit (Travis and Land, 1990). Probability plot methods are easy to compute with standard statistics software, an advantage for practitioners. Both methods suffer from transformation bias when estimates are computed in one scale and then retransformed back into original units. Thus

Travis and Land (1990) recommended the probability plot for estimating the geometric mean. Its use for estimating the mean in original units would have to take transformation bias into consideration. Both methods should be somewhat less precise than MLEs.

### 13.1.3 Robust Methods

Robust methods (Figure 13.3) combine observed data above the reporting limit with below-limit values extrapolated assuming a distributional shape, in order to compute estimates of summary statistics. A distribution is fit to the data above the reporting limit by either MLE or probability plot procedures, but the fitted distribution is used only to extrapolate a collection of values below the reporting limit. These extrapolated values are not considered as estimates for specific samples, but only used collectively to estimate summary statistics. The robustness of these methods result primarily from their use of observed data rather than a fitted distribution above the reporting limit. They also avoid transformation bias by performing all computations of summary statistics in original units.

Robust methods have produced consistently small errors for all four summary statistics in simulation studies (Gilliom and Helsel, 1986), as well as when applied to actual data (Helsel and Gilliom, 1986). Robust methods have at least two advantages over distributional methods for computation of means and standard deviations. First, they are not as sensitive to the fit of a distribution for the largest observations because actual observed data are used rather than a fitted distribution above the reporting limit. Second, estimates of extrapolated values can be directly retransformed and summary statistics computed in the original units, avoiding transformation bias.

### 13.1.4 Recommendations

In practice, the distributions of environmental data are rarely if ever known, and may vary between constituents, time periods, and locations. Robust methods should therefore be used to protect against the possibly large errors of distributional methods when estimating the mean and standard deviation. Either robust probability plot or distributional MLE procedures have been shown to perform well for estimating the median and IQR. Use of these methods rather than simple substitution methods for environmental data should substantially lower estimation errors for summary statistics.

As an alternative to estimating percentiles, sample values can sometimes be used. When less than $50 \%$ of the data are below the reporting limit, the sample median is known. Similarly, when less than $25 \%$ of the data are censored, the sample IQR is known. Some information is available about percentiles when even larger amounts of data lie below the reporting threshold, as shown in the examples below. Unfortunately no similar process is available for sample estimates of mean and standard deviation.

B.

Figure 13.3. Robust (probability plot) method of estimating summary statistics A) regression of $\log$ of concentration versus normal score is used to extrapolate "fill-in" values below the reporting limit.
B) these "fill-ins" are retransformed back to original units, and combined with data above the reporting limit to compute estimates of summary statistics

## Example 1

$$
<1<1<1<10<10<10<50 .
$$

The mean and std deviation cannot be estimated by any method, as there are no data above the reporting limit. For the median and IQR, a great deal of information is present. To compute a median where all data are below one or more reporting limits and the sample size is odd, remove the $<$ sign, compute the sample median, and then restore the $<$ sign. Therefore the median is $<10$. The IQR must equal the sample 75 th percentile, as the 25 th percentile could equal zero. Here the IQR is $<10$.

## Example 2:

$$
<1<1<1<10<20<20
$$

When all data are below one or more reporting limits and n is even, again remove the $<$ signs. The larger of the two center observations (the ([n/2]+1)th observation) is used as the median, rather than the average of the two center observations as for uncensored data. Restore the $<$ sign. The median of the above 6 points is $<10$. The IQR is computed as in example 1, and here would be $<20$.

## Example 3:

$$
<1<1<1 \quad 5 \quad 7 \quad 8 \quad 121625
$$

For data above and below one reporting limit, the sample median is known to be 7, as less than $50 \%$ of the data are censored. Because more than $25 \%$ of the data are censored, the sample IQR must be computed as a range. If all the $<1$ 's are actually 0 , the $\mathrm{IQR}=14-0=14$. If all $<1$ 's are very close to 1 , the IQR $=13$. So the sample IQR could be reported as " 13 to 14 " if that were of sufficient precision. Otherwise, the probability plot and maximum likelihood methods must be used to estimate the moment and percentile statistics.

### 13.1.5 Multiple Reporting Limits

Data sets may contain values censored at more than one reporting limit. This commonly occurs as limits are lowered over time at a single lab, or when data having different reporting limits are combined from multiple laboratories. Estimation methods belonging to the above three classes are available for this situation. A comparison of these methods (Helsel and Cohn, 1988) concluded that robust methods again provide the best estimates of mean and standard deviation, and MLEs for percentiles. For example, in Figure 13.4 the error rates for six estimation methods are compared to the error that would occur had all data been above the reporting limit (shown as the $100 \%$ line). Figure 13.5 shows the same information when the data differ markedly from a lognormal distribution. The simple substitution methods (ZE, HA and DL: substitution of zero, one-half and one times the reporting limit, respectively) have more error in most cases than does the robust probability plot method MR. Where the substitution methods
have lower RMSE, it is an artifact of constant, strongly biased estimates, also not a desirable result. The maximum likelihood procedure MM and the MLE adjusted for transformation bias AM show themselves to be excellent estimation methods for percentiles, but suffer from large errors when estimating the mean and standard deviation.

In summary, use of MLE for estimation of percentiles, and the robust probability plot method for estimating the mean and standard deviation, should greatly decrease errors as compared to simple substitution methods for data with multiple reporting limits.


Figure 13.4. Error rates (RMSE -- root mean square error) of six multiple-detection methods divided by error rates for uncensored data estimates, in percent, for data similar to a lognormal distribution (from Helsel and Cohn, 1988)


Figure 13.5. Error rates (RMSE -- root mean square error) of six multiple-detection methods divided by error rates for uncensored data estimates, in percent, for data not similar to a lognormal distribution. (from Helsel and Cohn, 1988)

## Example 4:

For data above and below multiple reporting limits, such as

$$
<1<1<1578<10<10<10121625
$$

it is unclear whether the $<10$ 's are below or above 1 , or 5 , etc. Therefore ordering the data from smallest to largest is impossible. Instead, the probability plot method is used to compute the mean and standard deviation, and the maximum likelihood method for the median and IQR (Helsel and Cohn, 1988). These give the following:

$$
\begin{array}{llll}
\text { mean } & =7.8 & & \text { median }
\end{array}=2.81 .
$$

### 13.2 Methods for Hypothesis Testing

Methods for hypothesis testing of censored data can also be classified into the three types of procedures: simple substitution, distributional or parametric, and robust or nonparametric. The advantages and disadvantages of each are summarized below.

### 13.2.1 Simple Substitution Methods

When censoring is present, values are often fabricated in order to perform parametric tests such as t-tests. Problems caused by such substitution methods are illustrated below. Investigators have also deleted censored data prior to hypothesis testing. This latter approach is the worst procedure, as it causes a large and variable bias in the parameter estimates for each group. After deletion, comparisons made are between the upper $\mathrm{X} \%$ of one group versus the upper $\mathrm{Y} \%$ of another, where X and Y may be very different. Such tests have little or no meaning.

## Example 5

As an example of hypothesis test methods for censored data, tests will be performed to determine whether or not means or medians significantly differ between two groups. Two data sets were generated from lognormal distributions having the same variance, but with differing mean values. Sample statistics for the two data sets before and after censoring are given in Table 13.1. Prior to any censoring, group means were found to be different by a $t$-test ( $\mathrm{p}=0.04$, Table 13.2). The data were then censored at a reporting limit of $1 \mu \mathrm{~g} / \mathrm{L}$, so that all data below 1.0 were recorded as $<1$. This produced 14 less-than values ( $70 \%$ ) in group A, and 5 less-than values $(23 \%)$ in group B.

The simple substitution method for comparing two groups of censored data is to fabricate data for all less-than values, and include these "data" with detected observations when performing a t-test. No a priori arguments for fabrication of any particular value between 0 and the reporting limit can be made. Substituting zero for all less-than values, the means are declared significantly different $(\mathrm{p}=0.01)$. Yet when the reporting limit of 1.0 is substituted, the means are not found to be different $(\mathrm{p}=0.19)$. The conclusion is thus strongly dependent on the value substituted!

Fabrication of data followed by a t-test is an arbitrary process leading to ambiguous conclusions. It should be avoided.

### 13.2.2 Distributional Test Procedures

Parametric tests are also available which do not require substitutions for less-thans. Instead, maximum likelihood methods are used to solve the relevant equations. Where the distributional assumptions are appropriate, these relatively unknown tests have great utility.

The distributional method for a t-test situation is performed using a regression procedure for censored data known as tobit regression (Judge et al, 1985). Tobit regression uses both the data values above the reporting limit, and the proportion of data below the reporting limit, to compute a slope coefficient by maximum likelihood. For a two-group test, the explanatory variable in the regression equation is the binary variable of group number, so that data in one group have a value of 0 , and in the other group a value of 1 . The regression slope then equals the difference between the two group means, and the $t$-test for whether this slope differs from zero is also a test of whether the group means differ. Tobit regression is discussed further in section 13.3. One advantage to Tobit regression for hypothesis testing is that multiple reporting limits may easily be incorporated. The caution for its use is that proper application does require the data in both groups to be normally distributed around their group mean, and for the variance in each group to be equal. For large amounts of censoring these restrictions are difficult to verify.

### 13.2.3 Nonparametric Tests

With nonparametric tests, no fabrication of data values is required. All censored data are represented by ranks which are tied at values lower than the lowest number above the reporting limit. The rank-sum test compares the medians of two independent data groups (Chapter 5).

Prior to censoring, a rank-sum test on the example 5 data produced a much lower p -value ( $\mathrm{p}=0.003$ ) than did the t -test (Table 13.2). This lower p -value is consistent with the proven greater power of the nonparametric test to detect differences between groups of skewed data, as compared to the t-test. To compute the rank-sum test on censored data, the 19 less-than values are considered tied at the lowest value, with each assigned a rank of 10 (the mean of ranks 1-19). The next highest value, the data point just above the reporting limit, obtains a rank of 20. All data above the reporting limit will have ranks identical to those which would have been obtained had no censoring been present. The resulting p -value is 0.002 , essentially the same as for the uncensored data, and the two groups are easily declared different. Thus in this example the nonparametric method makes very efficient use of the information contained in the less-than values, avoids arbitrary assignment of fabricated values, and accurately represents the lack of knowledge below the reporting limit. Results do not depend on any distributional assumption.


| TABLE 13.2-- Significance Tests Between Groups A and B |  |  |
| :---: | :---: | :---: |
| Hypothesis test used | test statistic | $\underline{p}$ |
| Uncensored data |  |  |
| t-test (Satterthwaite approx.) | -2.13 | 0.04 |
| regression with binary variable | -2.17 | 0.04 |
| rank-sum test |  |  |
|  | -2.92 | 0.003 |
| After imposing artificial reporting limit t-test |  |  |
| less-thans $=0.0$ | -2.68 | 0.01 |
| less-thans $=0.5$ | -2.28 | 0.03 |
| less-thans $=1.0$ | -1.34 | 0.19 |
| tobit regression with binary variable | -2.28 | 0.03 |
| rank-sum test | -3.07 | 0.002 |

When severe censoring (near $50 \%$ or more) occurs, all of the above tests will have little power to detect differences in central values. The investigator will be inhibited in stating conclusions about the relative magnitudes of central values, and other characteristics must be compared. For example, contingency tables (Chapter 14) can test for a difference in the proportion of data
above the reporting limit in each group. The test can be used when the data are reported only as detected or not detected. It may also be used when response data can be categorized into three or more groups, such as: below detection, detected but below some health standard, and exceeding standards. The test determines whether the proportion of data falling into each response category differs as a function of different explanatory groups, such as different sites, land use categories, etc.

### 13.2.4 Hypothesis Testing With Multiple Reporting Limits

More than one reporting limit is often present in environmental data. When this occurs, hypothesis tests such as comparisons between data groups are greatly complicated. It can be safely said that fabrication of data followed by computation of $t$-tests or similar parametric procedures is at least as arbitrary with multiple reporting limits as with one reporting limit, and should be avoided. The deletion of data below all reporting limits prior to testing should also be completely avoided.

Tobit regression can be utilized with multiple reporting limits. Data should have a normal distribution around all group means and equal group variances to use the test. These assumptions are difficult to verify with censored data, especially for small data sets.

One robust method which can always be performed is to censor all data at the highest reporting limit, and then perform the appropriate nonparametric test. Thus the data set
and a rank-sum test performed to compare this with another data set. Clearly this produces a loss of information which may be severe enough to obscure actual differences between groups (a loss of power). However, for some situations this is the best that can be done.

Alternatively, nonparametric score tests common in the medical "survival analysis" literature can sometimes be applied to the case of multiple reporting limits (Millard and Deverel, 1988). These tests modify uncensored rank test statistics to compare groups of data. The modifications allow for the presence of multiple reporting limits. In the most comprehensive review of these score tests, Latta (1981) found most of them to be inappropriate for the case of unequal sample sizes. The Peto-Prentice test with asymptotic variance estimate was found by Latta (1981) to be the least sensitive to unequal sample sizes. Another crucial assumption of score tests is that the censoring mechanism must be independent of the effect under investigation (see box). Unfortunately, this is often not the case with environmental data.

## Examples when a score test would be inappropriate.

Score tests are inappropriate when the censoring mechanism differs for the two groups. That is, the probability of obtaining a value below a given reporting limit differs for the two groups when the null hypothesis that the groups are identical is true.

1. Suppose a trend over time was being investigated. The first five years of data were produced with a method having a reporting limit of $10 \mathrm{mg} / \mathrm{L}$; the second five years used an improved method with $1 \mathrm{mg} / \mathrm{L}$ as its reporting limit. A score test of the first half of the data versus the second would not be valid, as the censoring mechanism itself varied as a direct function of time.
2. Two groups of data are compared as in a rank-sum test, but most of the data from group A were measured with a chemical method having 1 as its reporting limit, while most of group B were measured with a method having 10 as its reporting limit. A score test would not yield valid results, as the censoring mechanism varies as a function of what is being investigated (the two groups).

Examples when a score test would be appropriate.
A score test yields valid results when the change in censoring mechanism is not related to the effect being measured. Stated another way, the probability of obtaining data below each reporting limit is the same for all groups, assuming the null hypothesis of no trend or no difference is true. Here a score test provides much greater power than artificially censoring all data below the highest reporting limit before using the rank-sum test.

1. Comparisons were made between two groups of data collected at roughly the same times, and analyzed by the same methods, even though those methods and reporting limits changed over time. Score tests are valid here.
2. Differing reporting limits resulted from analyses at different laboratories, but the labs were assigned at random to each sample. Censoring is thus not a function of what is being tested, but is a random effect, and score tests would be valid.

### 13.2.5 Recommendations

Robust hypothesis tests have several advantages over their distributional counterparts when applied to censored data. These advantages include: (1) the ability to disregard whether data adhere to a normal distribution. Verifying normality is difficult to do with censored data; (2) greater power for the skewed distributions common to environmental data; and (3) data below the reporting limit are incorporated without fabrication of values or bias. Information contained in less-than values is accurately used, not misrepresenting the state of that information.

Tests incorporating multiple reporting limits are more problematic, and should be an area of future research. When adherence to a normal distribution can be documented, Tobit regression
offers the ability to incorporate multiple reporting limits in a distributional test regardless of a change in censoring mechanism. Nonparametric score tests require consistency in censoring mechanism with respect to the effect being tested.

### 13.3 Methods For Regression With Censored Data

With censored data the use of ordinary least squares (OLS) for regression is prohibited. Coefficients for slopes and intercept cannot be computed without values for the censored observations, and substituting fabricated values may produce coefficients strongly dependent on the values substituted. Four alternative methods capable of incorporating censored observations are described below.

The choice of method depends on the amount of censoring present, as well as on the purpose of the analysis. For small amounts of censoring (below 20\%), either Kendall's line or the tobit line may be used. Kendall's would be preferred if the residuals were not normally distributed, or when outliers are present. For moderate censoring (20-50\%), Tobit or logistic regression must be used. With large amounts of censoring, inferences about concentrations themselves must be abandoned, and logistic regression employed. When both the explanatory and response variables are censored, tobit regression is applicable for small amounts of censoring. For larger amounts of censoring, contingency tables or rank correlation coefficients are the only option.

### 13.3.1 Kendall's Robust Line Fit

When one censoring level is present, Kendall's rank-based procedure for fitting a straight line to data can test the significance of the relationship between a response and explanatory variable (Chapter 10). An equation for the line, including an estimate of the slope, is usually also desirable. This can be computed when the amount of censoring is small. Kendall's estimate of slope is the median of all possible pairwise slopes of the data. To compute the slope with censoring, twice compute the median of all possible slopes, once with zero substituted for all less-thans, and once with the reporting limit substituted. For small amounts of censoring the resulting slope will change very little, or not at all, and can be reported as a range if necessary. If the slope value change is of an unacceptable magnitude, tobit or logistic regression must be performed.

Research is underway on methods based on scores similar to those for hypothesis tests with multiply-censored data that may allow robust regression fits to data with multiple reporting limits (McKean and Sievers, 1989).

### 13.3.2 Tobit Regression

Censored response data can be incorporated along with uncensored observations into a procedure called tobit regression (Judge et al., 1985). It is similar to OLS except that the coefficients are fit by maximum-likelihood estimation. MLE estimates of slope and intercept are
based on the assumption that the residuals are normally distributed around the tobit line, with constant variance across the range of predicted values. Again, it is difficult to check these assumptions with censored data. Should the data include outliers, these can have a strong influence on the location of the line and on significance tests (Figure 13.6), as is true with uncensored OLS. Verification of linearity and constant variance assumptions should be attempted when only small amounts of data are censored using residuals plots. Residuals for uncensored observations would be plotted versus predicted values. For larger percentages of less-thans, decisions whether to transform the response variable must often be made based on previous knowledge ("metals always need to be log-transformed", etc.). Tobit regression is also applicable when both the response and explanatory variables are censored, such as a regression relationship between two chemical constituents. However, the amount of censoring must be sufficiently small that the linearity, constant variance, and normality assumptions of the procedure can be checked. Finally, Cohn (1988) as well as others have proven that the tobit estimates are slightly biased, and have derived bias corrections for the method.

### 13.3.3 Logistic Regression

Here the response variable is categorical. No longer is a concentration being predicted, but a probability of being in discrete binary categories such as above or below the reporting limit. One response (above, for example) is assigned a value of 1 , and the second response a 0 . The probability of being in one category versus the second is tested to see if it differs as a function of continuous explanatory variable(s). Examples include predicting the probability of detecting
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Figure 13.6. Kendall's and tobit MLE lines for censored data with outliers.
Note the tobit line is strongly influenced by outliers.
concentrations of some organic contaminant from continuous variables such as nitrate concentrations, population density, percent of some appropriate land use variable, or of irrigation intensity. Predictions from this regression-type relationship will fall between 0 and 1 , and are interpreted as the probability $[\mathrm{p}]$ of observing a response of 1 . Therefore $[1-\mathrm{p}]$ is the probability of a 0 response.

Logistic regression may be used to predict the probabilities of more than 2 response categories. When there are $\mathrm{m}>2$ ordinal (may be placed in an order) responses possible, ( $\mathrm{m}-1$ ) equations must be derived from the data. For example, if 3 responses are possible (concentrations below $\mathrm{rl}=0$, above rl but below health standards $=1$, and above health standards $=2$ ), two logistic regressions must be computed. First, an equation must be written for the probability of being nonzero (the probability of being above the rl). Next the probability of a 2 (probability of being above the health standard) is also modelled. Together, these two equations completely define the three probabilities $\mathrm{p}(\mathrm{y}=0), \mathrm{p}(\mathrm{y}=1)$, and $\mathrm{p}(\mathrm{y}=2)$ as a function of the explanatory variables. See Chapter 15 for more detail.

### 13.3.4 Contingency Tables

Contingency tables are useful in the regression context if both explanatory and response variables contain censoring. For example, suppose the relationship between two trace metals in soils (such as arsenic and aluminum) is to be described. The worst procedure would again be to throw away the data below the reporting limits, and perform a regression. Figure 13.7 shows that a true linear relationship with negative slope could be completely obscured if censored data were ignored, and only data in the upper right quadrant investigated. Contingency tables provide a measure of the strength of the relationship between censored variables -- the phi statistic $\phi$ (Chapter 14), a type of correlation coefficient. An equation which describes this relationship, as per regression, is not available. Instead, the probability of y being in one category can be stated as a function of the category of x. For the Figure 13.7 data, the probability of arsenic being above the reporting limit is $21 / 36=0.58$ when aluminum is above reporting limit, and $17 / 18=0.94$ when aluminum is below the reporting limit.

### 13.3.5 Rank Correlation Coefficients

The robust correlation coefficients Kendall's tau or Spearman's rho (Chapter 8) could also be computed when both variables are censored. All values below the reporting limit for a single variable are assigned tied ranks. Rank correlations do not provide estimates of the probability of exceeding the reporting limit as does a contingency table. So they are not applicable in a regression context, but would be more applicable than contingency tables in a correlation context. One such context would be in "chemometrics" (Breen and Robinson, 1985): the computation of correlation coefficients for censored data as inputs to a principal components or factor analysis.


Figure 13.7. Contingency table relationship between two censored variables. (Ignoring censored data would produce the misleading conclusion that no relationship exists between the two variables)

### 13.3.6 Recommendations

Relationships between variables having data below reporting limits can be investigated in a manner similar to regression. Values should not be fabricated for less-thans prior to regression. Instead, Table 13.3 summarizes alternative methods appropriate for censored data. For small amounts of censoring and one reporting limit, Kendall's robust line can be fit to the data. For moderate censoring and/or multiple reporting limits, tobit regression can be performed. For more severe censoring of the dependent variable, logistic regression is appropriate. When both response and explanatory variables contain severe censoring, contingency tables and rank correlation coefficients can be performed.

| Estimation of Summary Statistics |  |  |
| :---: | :---: | :---: |
| Mean and Standard Deviation |  | Percentiles |
| Robust Probability Plot Robust Probability Plot or ML |  |  |
|  | Hypothesis Tests <br> One Reporting Limit | Several Reporting Limits |
| Compare 2 groups: | rank-sum test | tobit regression |
| Compare > 2 groups: | Kruskal-Wallis test | tobit regression |
| Severe Censoring ( $>50 \%$ ): | above tests, or contingency tables | - |
|  | Regression |  |
| Small \% censoring M | Moderate \% censoring | Large \% censoring |
| Kendall's robust line | tobit regression | logistic regression |
| tobit regression | logistic regression | contingency tables |

Table 13.3 Recommended Techniques for Interpretation of Censored Data

## Exercises

13.1 Below are concentrations of triphenyltin (TPT) measured in a sediment core by Fent and Hunn (1991). Estimate the mean, standard deviaion, median and interquartile range for these data.

Concentrations of TPT, in $\mathrm{g} / \mathrm{kg}$ dry weight

| 51 | 29 | 71 | 69 | 34 | 56 | 83 | $<2$ | $<2$ | 107 | 35 | $<2$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 26 | 4 | 10 | $<2$ | 2 | $<2$ |  |  |  |  |  |  |

13.2 Below are depths (bottom of segment) for the 18 TPT concentrations of exercise 13.1. Compute the significance of the relationship between concentration and depth for this core.

Depth (cm) of bottom of sediment core

| 0.5 | 1 | 1.5 | 2 | 2.5 | 3 | 3.5 | 4 | 4.5 | 5 | 5.5 | 6 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 7 | 8 | 9 | 10 | 11 | 12 |  |  |  |  |  |  |

13.3 Silver concentrations in standard solutions were reported by several laboratories in an inter-lab comparison [Janzer, 1986]. The 56 analyses included 36 values below one of 12 detection limits. One large outlier (a "far outside" value on a boxplot) of $560 \mu \mathrm{~g} / \mathrm{L}$ was also reported. Compute the mean, standard deviation, median and interquartile range for the data presented below:

| 0.8 | $<25$ | $<5$ | $<0.2$ | $<0.5$ | 5.0 | $<0.3$ | $<0.2$ | 0.1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.7 | $<0.1$ | $<20$ | 1.42 .0 | $<2.5$ | 2.0 | 2.0 | $<1$ |  |
| $<10$ | $<1$ | $<0.2$ | $1.0<10$ | $<0.2$ | 0.2 | 1.2 | $<1$ |  |
| 1.0 | $<6$ | $<1$ | $0.7<1$ | $<53.2$ | 2.0 | 10.0 |  |  |
| 1.0 | 4.4 | $<1$ | $<1<1$ | $<20$ | $<5$ | $<10$ | $<10$ |  |
| 90 | 1.5 | $<1$ | $<2<10$ | $560<5$ | 0.1 | $<20$ |  |  |
| $<1$ | $<0.1$ |  |  |  |  |  |  |  |

## Chapter 14

## Discrete Relationships

Three aquifers are sampled to determine whether they differ in their concentrations of copper. In all three, over 40 percent of the samples were below the detection limit. What methods will test whether the distribution of copper is identical in the three aquifers while effectively incorporating data below the detection limit?

Counts of three macroinvertebrate species were measured in three stream locations to determine ecosystem health. The three species cover the range of tolerance to pollution, so that a shift from dominance of one species to another is an indication of likely contamination. Do the three locations differ in their proportions of the three species, or are they identical?

This chapter presents methods to evaluate the relationship between two discrete (also called categorical) variables. The tests are analogous to analysis of variance or t-tests where the response variable is not continuous -- it is recorded only as a discrete number or category (see Figure 4.1). When the response variable is ordinal (possible values can be ordered into a logical sequence, such as low, medium and high) the familiar Kruskal-Wallis test can be used. When the response variable is nominal (no ordering to the categories, such as with different species of organism), contingency tables can assess association. When both variables are ordinal, Kendall's tau can test for significance in association.

### 14.1 Recording Categorical Data

Categorical variables are those whose possible values are not along a continuous scale (such as concentration), but may take on only one of a discrete number of values classed into one of several categories. Examples of categorical variables used in water resources studies are: presence or absence of a benthic invertebrate, whether an organic compound is above or below the detection limit, soil type, land use group, and location variables such as aquifer unit, gaging station, etc. To easily inspect the relationship between two categorical variables, the data are recorded as a matrix of counts (Figure 14.1). The matrix is composed of two categorical variables, one assigned to the columns and one to the rows. Both variables will take on several possible values. The entries in the cells of the matrix are the number of observations $\mathrm{O}_{\mathrm{ij}}$ which fall into the ith row and jth column of the matrix.

|  | Variable 1 |  |  |  | Group 1 |  |  | Group 2 |  | Group 3 |
| ---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Van <br> Response 1 <br> Response 2 | $\mathrm{O}_{11}$ | $\mathrm{O}_{12}$ | $\mathrm{O}_{13}$ |  |  |  |  |  |  |  |
|  | $\mathrm{O}_{21}$ | $\mathrm{O}_{22}$ | $\mathrm{O}_{23}$ |  |  |  |  |  |  |  |

Figure 14.1 Structure of a 2-variable matrix

### 14.2 Contingency Tables (Both Variables Nominal)

Contingency tables measure the association between two nominal categorical variables. Because they are nominal there is no natural ordering of either variable, so that categories may be switched in assignment from the first to the second row, etc. without any loss in meaning. The purpose of contingency table analysis is to determine whether the row classification (variable 1, here arbitrarily assigned to the response variable if there is one) is independent of the column classification (variable 2, here assigned to the location or group-of-origin variable). The null hypothesis $\mathrm{H}_{\mathrm{O}}$ is that the two variables are independent -- that is, the distribution of data among the categories of the first variable is not affected by the classification of the second variable. Evidence may be sufficient to reject $\mathrm{H}_{\mathrm{O}}$ in favor of $\mathrm{H}_{1}$ : the variables are dependent or related. The statement that one variable causes the observed values for the second variable is not necessarily implied, analogous to correlation. Causation must be determined by knowledge of the relevant processes, not only mathematical association. For example, both variables could be caused by a third underlying variable.

## Example 1

Three streams are sampled to determine if they differ in their macrobiological community structure. In particular, the presence or absence of two species are recorded for each stream, one species being pollution tolerant, and one not. If the streams differ in their proportion of pollution-tolerant species, it is inferred that they differ in their pollution sources as well. Test whether the streams are identical in (independent of) the proportion of pollution-tolerant organisms, or whether they differ in this proportion (proportion is dependent on the stream).
$\mathrm{H}_{\mathrm{O}}$ : the proportion of one species versus the second is the same for (is independent of all 3 streams.
$\mathrm{H}_{1}$ : the proportion differs between (is dependent on) the stream.

| Tolerant <br> Intolerant | Stream 1 | Stream 2 | Stream 3 | $\begin{aligned} & \mathrm{A}_{1}=\Sigma\left(\mathrm{O}_{11}+\mathrm{O}_{12}+\mathrm{O}_{13}\right) \\ & \mathrm{A}_{2}=\Sigma\left(\mathrm{O}_{21}+\mathrm{O}_{22}+\mathrm{O}_{23}\right) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{O}_{11}$ | $\mathrm{O}_{12}$ | $\mathrm{O}_{13}$ |  |
|  | $\mathrm{O}_{21}$ | $\mathrm{O}_{22}$ | $\mathrm{O}_{23}$ |  |
|  | $\mathrm{C}_{1}=$ | $\mathrm{C}_{2}=$ | $\mathrm{C}_{3}=$ | $\mathrm{N}=(\mathrm{A} 1+\mathrm{A} 2)$ |
|  | $\Sigma\left(\mathrm{O}_{11}+\mathrm{O}_{21}\right)$ | $\Sigma\left(\mathrm{O}_{12}+\mathrm{O}_{22}\right)$ | $\Sigma\left(\mathrm{O}_{13}+\mathrm{O}_{23}\right)$ | $=(\mathrm{C} 1+\mathrm{C} 2+\mathrm{C} 3)$ |

### 14.2.1 Performing the Test for Independence

To test for independence, the observed counts $\mathrm{O}_{\mathrm{ij}}$ (row i and column j ) in each cell are summed across rows to produce the row totals $A_{i}$, and down columns to produce column totals $C_{j}$. There are m rows $(\mathrm{i}=1, \mathrm{~m})$ and k columns $(\mathrm{j}=1, \mathrm{k})$. The total sample size N is the sum of all counts in every cell, or $\mathrm{N}=\Sigma \mathrm{A}_{\mathrm{i}}=\Sigma \mathrm{C}_{\mathrm{j}}=\Sigma \mathrm{O}_{\mathrm{ij}}$. The marginal probability of being in a given row ( $\mathrm{a}_{\mathrm{i}}$ ) or column $\left(\mathrm{c}_{\mathrm{j}}\right)$, can be computed by dividing the row $\mathrm{A}_{\mathrm{i}}$ and column $\mathrm{C}_{\mathrm{i}}$ totals by N :

$$
a_{i}=A_{i} / N \quad c_{j}=C_{j} / N
$$

If $\mathrm{H}_{\mathrm{O}}$ is true, the probability of a new sample falling into row 1 (species tolerant of pollution) is best estimated by the marginal probability $a_{1}$ regardless of which stream the sample was taken from. Thus the marginal probability for a row ignores any influence of the column variable.

The column variable is important in that the number of available samples may differ among the columns. The probability of being in any column may not be ( $1 /$ no. columns). Therefore, with $\mathrm{H}_{\mathrm{O}}$ true, the best estimate of the joint probability $\mathrm{e}_{\mathrm{ij}}$ of being in a single cell in the table equals the marginal probability of being in row $i$ times the marginal probability of being in column $j$

$$
\mathrm{e}_{\mathrm{ij}}=\mathrm{a}_{\mathrm{i}} \bullet \mathrm{c}_{\mathrm{j}} .
$$

Finally, for a sample size of N , the expected number of observations in each cell given $\mathrm{H}_{\mathrm{O}}$ is true can be computed by multiplying each joint probability $\mathrm{e}_{\mathrm{ij}}$ by N :

$$
\mathrm{E}_{\mathrm{ij}}=\mathrm{N} \mathrm{a}_{\mathrm{i}} \mathrm{c}_{\mathrm{j}}, \quad \text { or }
$$

$$
\begin{equation*}
\mathrm{E}_{\mathrm{ij}}=\frac{\mathrm{A}_{\mathrm{i}} \mathrm{C}_{\mathrm{j}}}{\mathrm{~N}} \tag{14.1}
\end{equation*}
$$

To test $\mathrm{H}_{\mathrm{O}}$, a test statistic Xct is computed by directly comparing the observed counts $\mathrm{O}_{\mathrm{ij}}$ with the counts $\mathrm{E}_{\mathrm{ij}}$ expected when $\mathrm{H}_{\mathrm{O}}$ is true. This statistic is the sum of the squared differences divided by the expected counts, summed over all $i \bullet j$ cells:

$$
\begin{equation*}
X c t=\sum_{i=1}^{m} \sum_{j=1}^{k} \frac{\left(O_{i j}-E_{i j}\right)^{2}}{E_{i j}} \tag{14.2}
\end{equation*}
$$

If $\mathrm{H}_{\mathrm{O}}$ is not true, the observed counts $\mathrm{O}_{\mathrm{ij}}$ will be very different from the $\mathrm{E}_{\mathrm{ij}}$ for at least one cell and Xct will then be large. If $\mathrm{H}_{\mathrm{O}}$ is true, the $\mathrm{O}_{\mathrm{ij}} \cong \mathrm{E}_{\mathrm{ij}}$ for all $\mathrm{i} \bullet \mathrm{j}$ cells, and Xct will be small. To evaluate whether Xct is sufficiently large to reject $\mathrm{H}_{\mathrm{O}}$, the test statistic is compared to the ( $1-\alpha$ ) quantile of a chi-square distribution having $(\mathrm{m}-1) \bullet(\mathrm{k}-1)$ degrees of freedom. Tables of the chisquare distribution are available in most statistics texts.

To understand why there are $(\mathrm{m}-1) \bullet(\mathrm{k}-1)$ degrees of freedom, when the marginal sums $\mathrm{A}_{\mathrm{ij}}$ and $\mathrm{C}_{\mathrm{ij}}$ are known, once $(\mathrm{m}-1) \bullet(\mathrm{k}-1)$ of the cell counts $\mathrm{O}_{\mathrm{ij}}$ are specified the remainder can be computed. Therefore, only $(\mathrm{m}-1) \bullet(\mathrm{k}-1)$ entries can be "freely" specified.

Example 1 cont.
For the table of observed counts $\mathrm{O}_{\mathrm{ij}}$ below, determine whether the streams differ significantly in their proportion of pollutant-tolerant species.

| $\mathrm{O}_{\mathrm{ij}}$ | Stream 1 | Stream 2 | Stream 3 |  |
| :---: | :---: | :---: | :---: | :---: |
| Tolerant | 4 | 8 | 12 | $\mathrm{A}_{1}=24$ |
| Intolerant | 18 | 12 | 6 | $\mathrm{A}_{2}=36$ |
|  | $\mathrm{C}_{1}=22$ | $\mathrm{C}_{2}=20$ | $\mathrm{C}_{3}=18$ | $\mathrm{N}=60$ |

To determine whether the proportion of pollutant-tolerant species is significantly different for the three streams, a table of expected counts $\mathrm{E}_{\mathrm{ij}}$ assuming $\mathrm{H}_{\mathrm{O}}$ to be true is computed using equation 14.1:

| $\mathrm{E}_{\mathrm{ij}}$ | Stream 1 | Stream 2 | Stream 3 |  |
| :---: | :---: | :---: | :---: | :---: |
| Tolerant | 8.8 | 8.0 | 7.2 | $\mathrm{A}_{1}=24$ |
| Intolerant | 13.2 | 12.0 | 10.8 | $\mathrm{A}_{2}=36$ |
|  | $\mathrm{C}_{1}=22$ | $\mathrm{C}_{2}=20$ | $\mathrm{C}_{3}=18$ | 60 |

Dividing these expected counts by N results in the table of expected probabilities
$\left(\mathrm{e}_{\mathrm{ij}}=\mathrm{E}_{\mathrm{ij}} / \mathrm{N}\right)$ :

| $\mathrm{e}_{\mathrm{ij}}$ | Stream 1 | Stream 2 | Stream 3 | $\begin{aligned} & a_{1}=0.4 \\ & a_{2}=0.6 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| Tolerant | . 148 | . 132 | . 120 |  |
| Intolerant | . 222 | . 198 | . 180 |  |
|  | $\mathrm{c}_{1}=0.37$ | $\mathrm{c}_{2}=0.33$ | $c_{3}=0.30$ | 1.0 |

To perform the significance test:

$$
\begin{aligned}
\mathrm{Xct}= & \frac{(4.0-8.8)^{2}}{8.8}+\frac{(8-8.0)^{2}}{8.0}+\frac{(12-7.2)^{2}}{7.2}+ \\
& \frac{(18-13.2)^{2}}{13.2}+\frac{(12-12)^{2}}{12}+\frac{(6-10.8)^{2}}{10.8} \\
= & 9.70
\end{aligned}
$$

$H_{O}$ should be rejected if Xct exceeds the (1- $\alpha$ ) quantile of the chi-square distribution with $1 \cdot 2=$ 2 degrees of freedom. For $\alpha=0.05, \chi^{2}{ }_{(.95,2)}=5.99$. Therefore, $H_{O}$ is rejected. The proportion of pollutant-tolerant species is not the same in all three streams. Thus the overall marginal probability of 0.4 is not an adequate estimate of the probability of pollution-tolerant species for all three streams.

### 14.2.2 Conditions Necessary for the Test

The chi-square distribution is a good approximation to the true distribution of Xct as long as

- all $\mathrm{E}_{\mathrm{ij}}>1$ and
- at least $80 \%$ of cells have $\mathrm{E}_{\mathrm{ij}} \geq 5$ (Conover, 1980).

If either condition is not met,

- combine two or more rows or columns and recompute, or
- enumerate the exact distribution of Xct. See Conover (1980) for details.

A contingency table test is not capable of extracting the information contained in any natural ordering of rows or columns. Contingency tables are designed to operate on nominal data without this ordering. The columns or rows can be rearranged without changing the expected values $\mathrm{E}_{\mathrm{ij}}$, and therefore without altering the test statistic. When the response variable or both variables have a natural scale of ordering, the test statistic should change as the ordinal variable is rearranged. Methods more powerful than contingency tables should be used when one or
both variables are ordinal. When only the response variable is ordinal, the Kruskal-Wallis test of the next section will have more power to see differences between groups than will contingency tables. When both variables are ordinal, Kendall's tau can measure the relationship as shown in section 14.4.

### 14.2.3 Location of the Differences

When a contingency table finds an association between the two variables, it is usually of interest to know how the two are related. Which cells are higher or lower in proportion than would be expected had $\mathrm{H}_{\mathrm{O}}$ been true? A guide to this are the individual cell chi-square statistics.

Cells having large values of $\frac{\left(\mathrm{O}_{\mathrm{ij}}-\mathrm{E}_{\mathrm{ij}}\right)^{2}}{\mathrm{E}_{\mathrm{ij}}}$ are the cells contributing most to the rejection of the null hypothesis. The sign of the difference between $\mathrm{O}_{\mathrm{ij}}$ and $\mathrm{E}_{\mathrm{ij}}$ indicates the direction of the departure. For example, the individual cell chi-square statistics for the species data of example 1 are as follows:

| $\boldsymbol{\chi}^{\mathbf{2}}$ | Stream 1 | Stream 2 | Stream 3 |
| ---: | :--- | :--- | :--- |
| Tolerant | $\frac{(4.0-8.8)^{2}}{8.8}=2.6$ | $\frac{(8-8.0)^{2}}{8.0}=0$ | $\frac{(12-7.2)^{2}}{7.2}=3.2$ |
|  | $\frac{(18-13.2)^{2}}{13.2}=1.7$ | $\frac{(12-12)^{2}}{12}=0$ | $\frac{(6-10.8)^{2}}{10.8}=2.1$ |

Stream 3 has many more counts of the pollution-tolerant species than the number expected if all three streams were alike, and stream 1 has many less. Therefore stream 1 appears to be the least affected by pollution, stream 2 in-between, and stream 3 the most affected.

### 14.3 Kruskal-Wallis Test for Ordered Categorical Responses

In Chapter 5 the Kruskal-Wallis test was introduced as a nonparametric test for differences in medians among 3 or more groups. The response variable in that case was continuous. In Chapter 13 the test was applied to response data whose lower end of a continuous scale was below a reporting limit. All censored data were treated as ties. Now the test will be applied to data which are ordinal -- the response variable can only be recorded as belonging to one of several ordered categories. All observations in the same response category (row) are tied with each other. The test takes on its most general form in this situation, as a test for whether a shift in the distribution has occurred, rather than as a test for differences in the median of continuous data. The test may be stated as:
$\mathrm{H}_{\mathrm{O}}$ : the proportion of data in each response category (row) is the same for each group (column).
$\mathrm{H}_{1}$ : the proportion differs among (is dependent on) the groups.

### 14.3.1 Computing the Test

The data are organized in a matrix identical to that for a contingency table, but the computations at the margins differ (Figure 14.2). Once the row sums $A_{i}$ are computed, ranks $R_{i}$ are assigned to each observation in the table in accord with levels of the response variable. Ranks for all observations in the category with the lowest responses (response row 1 in Figure 14.2) will be tied at the average rank for that row, or $\bar{R}_{1}=\left(\mathrm{A}_{1}+1\right) / 2$. All observations in the row having the next highest response are also assigned ranks tied at the average of ranks within that row, and so on up to the highest row of responses. For response 2 in the Figure 14.2 the average rank equals $\bar{R}_{2}=\mathrm{A}_{1}+\left(\mathrm{A}_{2}+1\right) / 2$. For any row x of a total of m rows, the average rank will equal

$$
\begin{equation*}
\bar{R}_{\mathrm{x}}=\sum_{\mathrm{i}=1}^{\mathrm{x}-1} \mathrm{~A}_{\mathrm{i}}+\left(\mathrm{A}_{\mathrm{x}}+1\right) / 2 \tag{14.3}
\end{equation*}
$$

To determine whether the distribution of proportions differs among the k groups (the k columns), the average column ranks Dj are computed as

$$
\begin{equation*}
\bar{D}_{\mathrm{j}}=\frac{\sum_{i=1}^{m} O_{i j} \bar{R}_{i}}{C_{j}} \quad \text { where } \mathrm{C}_{\mathrm{j}}=\sum_{\mathrm{i}=1}^{\mathrm{m}} \mathrm{O}_{\mathrm{ij}} \tag{14.4}
\end{equation*}
$$

| response 1 <br> response 2 | Group 1 | Group 2 | Group 3 | $\begin{aligned} & \mathrm{A}_{1}=\Sigma\left(\mathrm{O}_{11}+\mathrm{O}_{12}+\mathrm{O}_{13}\right) \\ & \mathrm{A}_{2}=\Sigma\left(\mathrm{O}_{21}+\mathrm{O}_{22}+\mathrm{O}_{23}\right) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | O11 | $\mathrm{O}_{12}$ | O13 |  |
|  | $\mathrm{O}_{21}$ | $\mathrm{O}_{22}$ | $\mathrm{O}_{23}$ |  |
|  | $\bar{D}_{1}$ | $\bar{D}_{2}$ | $\bar{D}_{3}$ | N |

where
$\bar{D}_{1}=\frac{\left(O_{11} \bar{R}_{1}+O_{21} \bar{R}_{2}\right)}{O_{11}+O_{21}} \quad \bar{D}_{2}=\frac{\left(O_{12} \bar{R}_{1}+O_{22} \bar{R}_{2}\right)}{O_{12}+O_{22}} \quad \bar{D}_{3}=\frac{\left(O_{13} \bar{R}_{1}+O_{23} \bar{R}_{2}\right)}{O_{13}+O_{23}}$

Figure 14.2 2x3 matrix for Kruskal-Wallis analysis of an ordered response variable

The Kruskal-Wallis test statistic is then computed from these average group ranks. If $\mathrm{H}_{\mathrm{O}}$ is true, the average ranks $\bar{D}_{j}$ will all be about the same, and similar to the overall average rank of $(\mathrm{N}+1) / 2$. If $\mathrm{H}_{\mathrm{O}}$ is not true, the average rank for at least one of the columns will differ. The Kruskal-Wallis test statistic is computed using equation 14.5:

$$
\begin{equation*}
\mathrm{K}=(\mathrm{N}-1) \frac{\sum_{j=1}^{k}\left(C_{j} \bar{D}_{j}^{2}\right)-N\left[\frac{N+1}{2}\right]^{2}}{\sum_{i=1}^{m}\left(A_{i} \bar{R}_{i}^{2}\right)-N\left[\frac{N+1}{2}\right]^{2}} \tag{14.5}
\end{equation*}
$$

where $\quad C_{j}$ is the number of observations in column $j$,
$\bar{D}_{j}$ is the average rank of observations in column $j$,
$A_{i}$ is the number of observations in row $i$, and
$\bar{R}_{\mathrm{i}}$ is the average rank of observations in row i.

To evaluate its significance, K is compared to a table of the chi-square distribution with $\mathrm{k}-1$ degrees of freedom.

## Example 2

An organic chemical is measured in 60 wells screened in one of three aquifers. The concentration is recorded only as being either above or below the reporting limit (rl). Does the distribution of the chemical differ among the three aquifers?

First, ranks are assigned to the response variable. There are 36 observations in the lower category (below rl), each with a rank equal to the mean rank of that group. The mean of numbers 1 to 36 is $(36+1) / 2=18.5$. The higher category contains 24 observations with ranks 37 to 60 , so that their mean rank is $36+(24+1) / 2$, or 48.5 .


The chi-square statistic $\chi^{2}(.95,2)=5.99$. Thus $\mathrm{H}_{\mathrm{O}}$ is rejected, and the groups are found to have differing percentages of data above the reporting limit.

### 14.3.2 Multiple Comparisons

Once differences between the groups (columns) have been found, it is usually of interest to determine which groups differ from others. This is done with multiple comparison tests as stated in section 7.4. Briefly, multiple Kruskal-Wallis tests are performed between pairs of columns. After a significant KW test occurs for k groups, place the groups in order of ascending average rank. Perform new KW tests for the two possible comparisons between groups which are $\mathrm{p}=(\mathrm{k}-1)$ columns apart (the first versus the next-to-last column, and the second versus the last). Note that the observations must be re-ranked for each test. If significant results occur for one or both of these tests, continue attempting to find differences between smaller subsets of any groups found to be significantly different. In order to control the overall error rate, set the individual error rates for each KW test at $\alpha_{\mathrm{p}}$, below:

$$
\begin{aligned}
\alpha_{\mathrm{p}} & =1-(1-\alpha)^{\mathrm{p} / \mathrm{k}} & & \text { for } \mathrm{p}<(\mathrm{k}-1) \\
& =\alpha & & \text { for } \mathrm{p} \geq(\mathrm{k}-1)
\end{aligned}
$$

### 14.4 Kendall's Tau for Categorical Data (Both Variables Ordinal)

When both row and column variables are ordinal, a contingency table would test for differences in distribution of the row categories among the columns, but would ignore the correlation structure of the data -- do increases in the column variable coincide with increases or decreases in the row variable? This additional information contained in the correlation structure of ordinal variables can be evaluated with a rank correlation test such as Kendall's tau.

### 14.4.1 Kendall's $\tau_{\mathrm{b}}$ for Tied Data

Kendall's correlation coefficient tau $(\tau)$ must be modified in the presence of ties. In Chapter 8 a tie modification was given for ties in the response variable only. Now there are many more ties, the ties between all data found in the same row and column of a contingency table. Kendall (1975) called this tie modification $\tau_{\mathrm{b}}$ (tau-b).

$$
\begin{equation*}
\tau_{\mathrm{b}}=\frac{\mathrm{S}}{\frac{1}{2} \sqrt{\left(\mathrm{~N}^{2}-\mathrm{SS}_{\mathrm{a}}\right)\left(\mathrm{N}^{2}-\mathrm{SS}_{\mathrm{c}}\right)}} \tag{14.6}
\end{equation*}
$$

The numerator S for $\tau_{\mathrm{b}}$ is $\mathrm{P}-\mathrm{M}$, just as in Chapter 8, the number of pluses minus the number of minuses. Consider a contingency table structure with the lowest values on the upper left (the
rows are ordered from lowest value on the top to the highest value on the bottom, and the columns from lowest on the left to highest on the right -- see Figure 14.3). With this format, the number of pluses are the number of comparisons with data in cells to the right and below each cell (Figure 14.4). The number of minuses are the number of comparisons with data in cells to the left and below (Figure 14.5). Data in cells of the same row or column do not contribute to S. Therefore, summing over each cell of row $x$ and column $y$,

$$
\mathrm{S}=\mathrm{P}-\mathrm{M}=\sum_{\mathrm{xy}} \mathrm{O}_{\mathrm{xy}}\left(\sum \mathrm{O}_{\text {southeast }}-\sum \mathrm{O}_{\text {southwest }}\right) \text {, or }
$$

$$
\begin{equation*}
S=\sum_{\substack{\text { all } x y}} \sum_{i>x} \sum_{j>y} O_{x y} \cdot O_{i j}-\sum_{i<x} \sum_{j<y} O_{x y} \cdot O_{i j} \tag{14.7}
\end{equation*}
$$

The denominator for $\tau_{\mathrm{b}}$ is not $(\mathrm{n} \bullet \mathrm{n}-1) / 2$ as it was for $\tau$, equal to the total number of comparisons. Instead S is divided by the total number of untied comparisons. To compute this efficiently with a contingency table, $\mathrm{SS}_{\mathrm{a}}$ and $\mathrm{SS}_{\mathrm{c}}$ (the sums of squares of the row and column marginal totals, respectively) are computed as in equation 14.8 , and then used in equation 14.6 to compute $\tau_{\mathrm{b}}$.


Figure 14.3 Suggested ordering of rows and columns for computing $\tau_{b}$.

$$
\begin{equation*}
\mathrm{SS}_{\mathrm{a}}=\sum_{\mathrm{i}=1}^{\mathrm{m}} \mathrm{~A}_{\mathrm{i}}^{2} \quad \mathrm{SS}_{\mathrm{c}}=\sum_{\mathrm{j}=1}^{\mathrm{k}} \mathrm{C}^{2} \tag{14.8}
\end{equation*}
$$




Figure 14.4 $3 x 3$ matrix cells contributing to $P(i>x$ and $j>y)$.


Figure 14.5 $3 \times 3$ matrix cells contributing to $M(i<x$ and $j<y)$.

## Example 3

Pesticide concentrations in shallow aquifers were investigated to test whether their distribution was the same for wells located in three soil classes, or whether concentrations differed with increasing soil drainage. The laboratory reported concentrations for the pesticide when levels
were above the reporting limit. The compound was reported only as "present" when concentrations were between the reporting limit and the instrument detection limit (dl), and as " $<\mathrm{dl}$ " if concentrations were below the detection limit. Compute Kendall's tau for this data.

Soil Drainage

| Concentration | Poor | Moderate | High | $\mathrm{A}_{1}$ | ai |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $<\mathrm{dl}$ | 18 | 12 | 7 | 37 | 0.47 |
| "present" | 5 | 10 | 8 | 23 | 0.29 |
| > rl | 2 | 6 | 11 | 19 | 0.24 |
| C | 25 | 28 | 26 | 79 |  |
| c | 0.32 | 0.35 | 0.33 |  | 1.0 |
| The number of pluses $\mathrm{P}=18(10+8+6+11)+12(8+11)+5(6+11)+10(11)$ |  |  |  |  | $=1053$ |
| The number of minuses $\mathrm{M}=12(5+2)+7(5+10+2+6)+10(2)+8(2+6)$ |  |  |  |  | = 329 | So $\quad S=1053-322=731$.

To compute the denominator of $\tau_{\mathrm{b}}$,

$$
\mathrm{SS}_{\mathrm{a}}=37^{2}+23^{2}+19^{2}=2259
$$

$$
\mathrm{SS}_{\mathrm{c}}=25^{2}+28^{2}+26^{2}=2085
$$

and $\quad \tau_{\mathrm{b}}=\frac{724}{\frac{\sqrt{\left(79^{2}-2259\right)\left(79^{2}-2085\right)}}{2}}=\frac{724}{2034} \quad=0.36$.

### 14.4.2 Test of Significance for $\tau_{b}$

To determine whether $\tau_{\mathrm{b}}$ is significantly different from zero, S must be divided by its standard error $\sigma_{\mathrm{S}}$ and compared to a table of the normal distribution, just as in Chapter 8. Agresti (1984) provides the following approximation to $\sigma_{S}$ which is valid for P and M larger than 100:

$$
\begin{equation*}
\sigma_{S} \cong \sqrt{\frac{1}{9} \cdot\left(1-\sum_{i=1}^{m} a_{i}^{3}\right)\left(1-\sum_{j=1}^{k} c_{j}^{3}\right) \cdot N^{3}} \tag{14.9}
\end{equation*}
$$

where $a_{i}$ and $c_{j}$ are the marginal probabilities of each row and column.

The exact formula for $\sigma_{S}$ (Kendall, 1975) is much more complicated. It is the square root of equation 14.10:

$$
\sigma_{S}^{2}=\frac{\left(n(n-1)(2 n+5)-\sum_{i=1}^{m} A_{i}\left(A_{i}-1\right)\left(2 A_{i}+5\right)-\sum_{j=1}^{k} C_{j}\left(C_{j}-1\right)\left(2 C_{j}+5\right)\right)}{18}+
$$

If one variable were continuous and contained no ties, equation 14.10 would simplify to the square of equation 8.4.

To test for significance of $\tau_{b}$, the test statistic $Z_{S}$ is computed as in Chapter 8:
$\mathrm{Z}_{\mathrm{S}}=\left\{\begin{array}{ll}\frac{S-1}{\sigma_{S}} & \text { if } S>0 \\ 0 & \text { if } S=0 \\ \frac{S+1}{\sigma_{S}} & \text { if } S<0\end{array} \quad\right.$ [14.11]
$\mathrm{Z}_{\mathrm{S}}$ is compared to the $\alpha / 2$ quantile of the normal distribution to obtain the two-sided p-value for the test of significance on $\tau_{b}$.

Example 3, cont.
Is the value of $\tau_{\mathrm{b}}=0.36$ significantly different from zero? From equation 14.9 the approximate value of $\sigma_{S}$ is

$$
\begin{aligned}
\sigma_{S} & \cong \sqrt{\frac{1}{9} \cdot\left(1-\left(0.47^{3}+0.29^{3}+0.24^{3}\right)\right) \cdot\left(1-\left(0.32^{3}+0.35^{3}+0.33^{3}\right)\right) \cdot 79^{3}} \\
& \cong \sqrt{\frac{(0.86) \cdot(0.89) \cdot 79^{3}}{9}}=\sqrt{42329}=205.74 \\
Z_{\mathrm{S}} & \cong \frac{724-1}{205.74}=3.51
\end{aligned}
$$

and from a table of the normal distribution the one-sided p -value is $\mathrm{p}=0.0002$. Therefore $\mathrm{H}_{\mathrm{O}}$ : $\tau_{\mathrm{b}}=0$ is rejected, which means that pesticide concentrations increase (the distribution shifts to a greater proportion of higher classes) as soil drainage increases.

### 14.5 Other Methods for Analysis of Categorical Data

One other method is prominent in the statistical literature for analysis of all three situations discussed in this chapter -- loglinear models (Agresti, 1984). Loglinear models transform the expected cell probabilities $\mathrm{e}_{\mathrm{ij}}=\mathrm{a}_{\mathrm{i}} \bullet \mathrm{c}_{\mathrm{j}}$ by taking logarithms to produce a linear equation $\ln \left(\mathrm{e}_{\mathrm{ij}}\right)=\mu$ $+\ln \left(\mathrm{a}_{\mathrm{i}}\right)+\ln \left(\mathrm{c}_{\mathfrak{j}}\right)$, where $\mu$ is a constant. Models may be formulated for the completely nominal case, as well as for one or more ordinal variables. Detailed contrasts of the probability of being in column 2 versus column 1, column 3 versus 2, etc. are possible using the loglinear model. Tests for higher dimensioned matrices (such as a 3 -variable $3 \times 2 \times 4$ matrix) can be formulated. Interactions between the variables may be formulated and tested analogous to an analysis of variance on continuous variables. Though the computation of such models is not discussed here, Agresti (1984) provides ample detail.

## Exercises

14.1 Samples of water quality collected at USGS National Stream Quality Accounting Network (NASQAN) stations from 1974 to 1981 show more frequent increases in chloride ion than decreases. 245 stations were classified by Smith et al. (1987) by their trend analysis results at $\alpha=0.1$. One reasonable cause for observed trends is road salt applications. Estimates of tons of road salt applied to the 245 basins in 1975 and 1980 are used to place the stations into into 3 groups: decreases ( 1980 is more than $20 \%$ less than 1975), increases (1980 is more than $20 \%$ greater than 1975), and little or no change. The two variables are then summarized by this $3 \times 3$ table:

Trend in C1- (1974-81, $\alpha=0.1$ )

| $\Delta$ road salt appl. | Down | No trend | Up | Totals |
| :---: | :---: | :---: | :---: | :---: |
| Down | 5 | 32 | 9 | 46 |
| No change | 14 | 44 | 25 | 83 |
| Up | 10 | 51 | 55 | 116 |
| Totals | 29 | 127 | 89 | 245 |

Test $\mathrm{H}_{\mathrm{O}}$ : a basin's trend in chloride ion is independent of its change in road salt application, versus the alternative that they are related.
a) using a contingency table. Interpret the test result.
b) using Kendall's tau. Interpret the test result.
c) which test is more appropriate, and why?
14.2 Fusillo et al. (1985) sampled 294 wells in New Jersey for volatile organic compounds. The wells were classified by whether they were located in an outcrop location near the surface, or whether they were further downdip and somewhat more protected from direct contamination. Determine whether the probability of finding detectable levels of volatile compounds differs based on the location of the well.

| Location | Non-detects | Detect VOC | Totals |
| :---: | :---: | :---: | :---: |
| Downdip <br> Outcrop | 106 | 9 | 115 |
|  | 129 | 50 | 179 |
|  | 235 | 59 | 294 |

14.3 Regulation of organo-tin antifouling paints for boats was announced in 1988 in Switzerland. Concentrations of tributyltin (TBT, in ng/L) in unfiltered water samples from Swiss marinas were measured in 1988 to 1990 (Fent and Hunn, 1991). Is there evidence of a decrease in TBT concentrations in marina waters as these paints were being taken off the market?

Number of samples


## Chapter 15

## Regression for Discrete Responses

Concentrations of a volatile organic chemical are measured in numerous wells across a large study area. About $75 \%$ of the resulting samples are below the laboratory reporting limit. The likelihood of finding concentrations above this limit is suspected to be a function of several variables, including population density, industrial activity, and traffic density. What is the most appropriate way to model the probability of being above the reporting limit using a regressionlike relationship?

Streams can be classified according to whether or not they meet some criteria for use set by a regulatory agency. For example, a stream may be considered "fishable" or "not fishable", depending on several concentration and esthetic standards. What is the probability that a stream reach will meet the "fishable" criteria as a function of population density, distance downstream from the nearest point source, and percentage of the basin used for crop agriculture?

The above situations involve fitting a model similar to OLS regression, in that the explanatory variables are continuous. However the response variable is discrete -- it can be designated by an integer value (see figure 4.1). Discrete (or categorical) response variables are often encountered when the measurement process is not sufficiently precise to provide a continuous scale. Instead of an estimate of concentration, for example, only whether or not a sample exceeds some threshold, such as a reporting limit or health standard, is recorded. In water resources this response is usually ordinal. Logistic regression is the most commonly-used procedure for this situation. The equation predicts the probability of being in one of the possible response groups.

Discrete response variables are commonly binary (two categories). For example, species of organism or attribute of an organism are listed as either present or absent. Analysis of binary responses using logistic regression is discussed in the following sections, beginning with 15.1. Analysis of multiple response categories is discussed in section 15.4.

### 15.1 Regression for Binary Response Variables

With OLS regression, the actual magnitude of a response variable is modelled as a function of the magnitudes of one or more continuous explanatory variables. When the response is a binary categorical variable, however, it is the probability p of being in one of the two response groups that is modelled. The response variable is coded by setting the larger of the two possible responses (above or present) equal to 1 , and the lower to 0 . The predicted probability p is then the probability of the response being a 1 , with $1-\mathrm{p}$ as the probability of the response being a 0 . The explanatory variables may be either continuous as in OLS regression, or a mixture of continuous and discrete variables similar to analysis of covariance. If all explanatory variables are discrete, logistic regression provides a multivariate alternative to the test for significance by Kendall's tau used in Chapter 14.

### 15.1.1 Use of Ordinary Least Squares

In the case of a binary response, the attempt to predict $\hat{\mathrm{p}}=$ the probability of a response of 1 could be done with OLS regression. This would be a simple but incorrect approach. There are three reasons why this is not appropriate (Judge, et al., 1985):

1. Predictions $\hat{\mathrm{p}}$ may fall outside of the 0 to 1 boundary.
2. The variance of $\hat{\mathrm{p}}$ is not constant over the range of x 's, violating one of the basic assumptions of OLS. Instead, the variance of the binary response variable equals $\mathrm{p} \cdot(1-\mathrm{p})$, where p is the true probability of a 1 response for that x . Because this is not constant over x , weighted least squares must be used to obtain minimum variance and unbiased estimates of slope and intercept. See Draper and Smith (1981, pp. 108-116) for the WLS approach. WLS is still not appropriate, however, if estimates go beyond the 0 to 1 boundary.
3. Residuals from the regression cannot be normally distributed. This renders tests on the slope coefficients invalid.

OLS been used with discrete responses when multiple observations occur for all or most combinations of explanatory variables. The responses ( 0 or 1 ) are first grouped by some range of explanatory variable(s). This creates a new continuous y variable, the proportion of responses which equal 1. Even so, least-squares regression fails the three criteria above, so that more appropriate methods are warranted.

### 15.2 Logistic Regression

Logistic regression, also called logit regression, transforms the estimated probabilities $\hat{\mathrm{p}}$ into a continuous response variable with values possible from - to + infinity. The transformed response is predicted from one or more explanatory variables, and subsequently retransformed back to a value between 0 and 1. A plot of estimated probabilities has an $S$ shape (figure 15.1). The estimates of probability change most rapidly at the center of the data. Thus logistic regression is most applicable for phenomena which change less rapidly as p approaches its limits of 0 or 1 . However, when the range of predicted probabilities does not get near its extremes, the plot is one of mild curvature (figure 15.2). Thus the function is a flexible and useful one for many situations. A review of this and other categorical response models is given by Amemiya (1981).


Figure 15.1 Logistic regression equations with - and + slopes. Note that estimates change more rapidly in the center than at the extremes.

### 15.2.1 Important Formulae

The odds ratio is defined as the ratio of the probability of obtaining a 1 divided by the probability of obtaining a 0 :

$$
\begin{equation*}
\text { odds ratio }=\left(\frac{\mathrm{p}}{1-\mathrm{p}}\right) \tag{15.1}
\end{equation*}
$$

where p is the probability of a response of 1 .

The $\log$ of the odds ratio or logit transforms a variable constrained between 0 and 1 , such as a proportion, into a continuous and unbounded variable. The logit can then be modeled as a linear function of one or more explanatory variables to produce logistic regression:

$$
\begin{equation*}
\log \left(\frac{\mathrm{p}}{1-\mathrm{p}}\right)=\mathrm{b}_{0}+\mathbf{b X} \tag{15.2}
\end{equation*}
$$

where $b_{0}$ is the intercept, $\mathbf{X}$ is a vector of $k$ explanatory variable(s), and $\mathbf{b X}$ includes the slope coefficients for each explanatory variable so that $\mathbf{b} \mathbf{X}=\mathrm{b}_{1} \mathrm{X}_{1}, \mathrm{~b}_{2} \mathrm{X}_{2}, \ldots \mathrm{~b}_{\mathrm{k}} \mathrm{X}_{\mathrm{k}}$.

Thus the odds ratio is modelled as

$$
\begin{equation*}
\left(\frac{\mathrm{p}}{1-\mathrm{p}}\right)=\exp \left(\mathrm{b}_{0}+\mathbf{b} \mathbf{X}\right) \tag{15.3}
\end{equation*}
$$

To return the predicted values of the response variable to original units, the logistic transformation (the inverse of the logit transformation) is used:

$$
\begin{equation*}
\mathrm{p}=\frac{\exp \left(\mathrm{b}_{0}+\mathbf{b X}\right)}{\left[1+\exp \left(\mathrm{b}_{0}+\mathbf{b X}\right)\right]} \tag{15.4}
\end{equation*}
$$

For example, the mutliple logistic regression equation with two explanatory variables would look like

$$
\mathrm{p}=\frac{\exp \left(\mathrm{b}_{0}+\mathrm{b}_{1} \mathrm{X}_{1}+\mathrm{b}_{2} \mathrm{X}_{2}\right)}{\left[1+\exp \left(\mathrm{b}_{0}+\mathrm{b}_{1} \mathrm{X}_{1}+\mathrm{b}_{2} \mathrm{X}_{2}\right)\right]}
$$

For a single x variable, the odds of obtaining a 1 response increase multiplicatively by $\mathrm{e}^{\mathrm{b}} 1$ for every unit increase in X . The inflection point of the curve is at $-\mathrm{b}_{0} / \mathrm{b}_{1}$, which is the median of the data. The slope of the estimated probability is greatest at this point. Equations are analogous for multiple explanatory variables. Biologists call the inflection point the median lethal dose ( $\mathrm{LD}_{50}$ ) when predicting the probability of death from some concentration (dose) of toxicant. The animal has a $50 \%$ chance of survival at this dose.

### 15.2.2 Computation by Maximum Likelihood

Estimates $b_{j}$ of the $j=1, \ldots k$ slope coefficients could physically be computed by WLS when the input data are proportions between 0 and 1 (but they should not -- see section 15.1.1).
However, the original data are most often coded only in the binary form, with replicates not available for computing proportions. A more general method for computing slope coefficients, valid for both binary and proportions as input data, is maximum likelihood estimation.
Maximum likelihood optimizes the likelihood that the observed data would be produced from a given set of slopes. It is an iterative procedure available in the more complex statistical software packages. A function called the $\log$ likelihood (l) of the overall regression model is written as:

$$
\begin{equation*}
l=\sum_{i=1}^{n}\left(y_{i} \cdot \ln \left[\hat{\mathrm{p}}_{\mathrm{i}}\right]+\left(1-\mathrm{y}_{\mathrm{i}}\right) \cdot \ln \left[1-\hat{\mathrm{p}}_{\mathrm{i}}\right]\right) \tag{15.5}
\end{equation*}
$$

for the $i=1, n$ binary observations $y_{i}$ and predicted probabilities $\hat{p}$. When $y_{i}=0$, the second term inside the brackets is nonzero, and a $\hat{p}$ is desirable which is close to 0 . When $y_{i}=1$, the first term is nonzero and a $\hat{p}$ close to 1 is desirable. The $\log$ of either $\hat{p}$ or $[1-\hat{p}]$ will be negative, and therefore 1 is a negative number which is maximized (brought closest to 0 ) by iteratively substituting estimates of p derived from estimates of slopes and intercept. The log likelihood may be alternately reported as the positive number $\mathrm{G}^{2}$, the $-\mathbf{2} \log$ likelihood, which is minimized by the MLE procedure:

$$
\begin{equation*}
-2 \log \text { likelihood } G^{2}=-2 \cdot 1 . \tag{15.6}
\end{equation*}
$$

### 15.2.3 Hypothesis Tests

### 15.2.3.1 Test for overall significance

An overall test of whether a logistic regression model fits the observed data better than an intercept-only model (where all slopes $b_{j}=0$ ), analogous to the overall $F$ test in multiple regression, is given by the overall likelihood ratio $\left(\mathrm{lr}_{\mathrm{O}}\right)$ :

$$
\begin{equation*}
\operatorname{lr}_{\mathrm{O}}=2 \cdot\left(1-\mathrm{l}_{0}\right)=\left(\mathrm{G}_{0}^{2}-\mathrm{G}^{2}\right) \tag{15.7}
\end{equation*}
$$

where 1 is the $\log$ likelihood of the full model, $1_{0}$ is the log likelihood of the intercept-only model, and $\mathrm{G}^{2}{ }_{0}$ is the $-2 \log$ likelihood of the intercept only model.

The overall likelihood ratio $1 r_{O}$ can be approximated by a chi-square distribution with k degrees of freedom, where k is the number of slopes estimated. If $\mathrm{lr}_{\mathrm{O}}>\chi_{\mathrm{k}, \alpha}^{2}$ then the null hypothesis that all $b_{j}=0$ can be rejected. Should the null hypothesis not be rejected, the best estimate over all $\mathbf{X}$ of the probability of a 1 is simply the proportion of the entire data set which equals 1.

### 15.2.3.2 Testing nested models

To compare nested logistic regression models, similar to the partial F tests in OLS regression, the test statistic is the partial likelihood ratio lr :

$$
\begin{equation*}
\operatorname{lr}=2 \cdot\left(\mathrm{l}_{\mathrm{c}}-\mathrm{l}_{\mathrm{S}}\right)=\left(\mathrm{G}_{\mathrm{s}}^{2}-\mathrm{G}_{\mathrm{c}}^{2}\right) \tag{15.8}
\end{equation*}
$$

where $\quad l_{\mathrm{C}}$ is the log likelihood for the more complex model, and
$1_{\mathrm{S}}$ is the $\log$ likelihood for the simpler model.

The partial likelihood ratio is approximated by a chi-square distribution with $\left(\mathrm{k}_{\mathrm{c}}-\mathrm{k}_{\mathrm{S}}\right)$ degrees of freedom, the number of additional coefficients in the more complex model. For the case where only one additional coefficient is added, the chi-square with 1 degree of freedom equals the
square of a $t$-statistic called Wald's $\mathbf{t}$, computed from the estimated coefficient $b$ divided by its standard error. Degrees of freedom for the $t$-statistic are the number of observations $n$ minus the number of estimated slopes, or $\mathrm{n}-\mathrm{k}$. As with OLS regression, some computer software will report the t -statistic, while others report the $\mathrm{t}^{2}=\chi^{2}$ value; p -values will be essentially the same for either form of the test.
15.2.4 Amount of Uncertainty Explained, $\mathrm{R}^{2}$

A measure of the amount of uncertainty explained by the model, actually the proportion of loglikelihood explained, is McFadden's $\mathrm{R}^{2}$, or the likelihood- $\mathbf{R}^{\mathbf{2}}$,

$$
\begin{equation*}
\mathrm{R}^{2}=1-\frac{1}{\mathrm{l}_{0}} \tag{15.9}
\end{equation*}
$$

where 1 and $\mathrm{l}_{0}$ are as before. The likelihood- $\mathrm{R}^{2}$ is uncorrected for the number of coefficients in the model. much like $\mathrm{R}^{2}$ in OLS regression.

A second measure of the amount of uncertainty explained by the model is the $\mathrm{R}^{2}$ between the observed and predicted values of p, or Efron's $\mathbf{R}^{2}$

$$
\text { Efron's } R^{2}=1-\frac{\sum_{i=1}^{n}\left(y_{i}-\hat{p}\right)^{2}}{\sum_{i=1}^{n}\left(y_{i}-\bar{p}\right)^{2}}
$$

 not as appropriate as the likelihood-R ${ }^{2}$ because the residuals $\left(y_{i}-\hat{p}\right)$ are heteroscedastic due to the binary nature of the $y_{i}$.

### 15.2.5 Comparing Non-Nested Models

To compare two or more non-nested logistic regression models, partial likelihood ratios are not appropriate. This is the situation in OLS regression where Mallow's Cp or PRESS is used. For likelihood ratio tests, a statistic related to Mallow's Cp is Akaike's Information Criteria (AIC). AIC includes both a measure of model error $(-1)$ and a penalty for too many variables, the number of explanatory variables k . Better models are those with small AIC. Akaike's information criteria

$$
\begin{equation*}
\text { AIC }=-1+k \tag{15.11}
\end{equation*}
$$

AIC can also be written to expressly include the comparison of each candidate model to the full model (the model which includes all possible explanatory variables).

$$
\begin{aligned}
\text { AIC }^{*} & =2\left(\mathrm{l}_{\mathrm{f}}-\mathrm{l}\right)-2 \cdot\left(\mathrm{k}_{\mathrm{f}}-\mathrm{k}\right) \\
& =\left(\mathrm{G}^{2}-\mathrm{G}^{2} \mathrm{f}\right)-2 \cdot \Delta \mathrm{df} \\
& =\operatorname{lr}-2 \cdot \Delta \mathrm{df}
\end{aligned}
$$

where $\mathrm{l}_{\mathrm{f}}$ is the $\log$ likelihood of the full model, $\mathrm{k}_{\mathrm{f}}$ is the degrees of freedom of the full model, $\Delta \mathrm{df}$ is the difference in the degrees of freedom between the model and the full model, and lr is the partial likelihood ratio comparing the candidate and full models. Either form should be minimized to find the best model.

Related to the AIC is an adjusted $\mathbf{R}^{\mathbf{2}}$ which adjusts for the degrees of freedom in the model. It penalizes a model which includes too many slope parameters. The adjusted $\mathrm{R}^{2}$ allows comparisons between models with differing number of explanatory variables:

$$
\begin{equation*}
\text { adjusted } \mathrm{R}^{2}=1-\frac{(\mathrm{l}-\mathrm{k})}{\mathrm{l}_{0}}=1-\frac{2 \cdot \mathrm{AIC}}{\mathrm{G}_{0}^{2}} \tag{15.12}
\end{equation*}
$$

This adjusted $R^{2}$ should be maximized.

## Example 1

Eckhardt et al. (1989) reported the pattern of occurrence for several volatile organic compounds in shallow groundwaters on Long Island, NY. TCE detections for 643 samples are listed in table 15.1 below, where 1 signifies a concentration above the reporting limit of 3 ppb . Logistic regression between occurrence (1) or non-occurrence (0) as a function of population density gives the following results:

| Population Density | $\frac{\text { no. } 1 \mathrm{~s}}{}$ |  | $\frac{\text { no. 0s }}{}$ | $\frac{\mathrm{N}}{}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 148 | 149 | $\frac{\% 1 \mathrm{~s}}{0.7}$ |
| 2 | 4 | 80 | 84 | 4.8 |
| 3 | 10 | 88 | 98 | 10.2 |
| 5 | 25 | 86 | 111 | 22.5 |
| 6 | 11 | 33 | 44 | 25.0 |
| 8 | 8 | 24 | 32 | 25.0 |
| 9 | 29 | 14 | 43 | 67.4 |
| 11 | 19 | 31 | 50 | 38.0 |
| 13 | 6 | 5 | 11 | 54.5 |
| 14 | 2 | 11 | 13 | 15.4 |
| 17 | 2 | 5 | 7 | 28.6 |
| 19 | 0 | 1 | $\underline{1}$ | $\underline{0.0}$ |
| overall | 117 | 526 | 643 | 18.2 |

Table 15.1 TCE data in the Upper Glacial Aquifer, Long Island

The log likelihood for the intercept-only model $1_{0}=-305.0\left(\mathrm{G}^{2}{ }_{0}=610.0\right)$. To determine the significance of population density (POPDEN) as an explanatory variable, the likelihood ratio is
computed by subtracting the log likelihood of this one-variable model from that of interceptonly model, and comparing to a chi-square distribution:

$$
\operatorname{lr}=610.0-533.0=77.0 \quad \text { with } 1 \mathrm{df} \text { resulting in a p-value }=0.0001
$$

Table 15.2 gives the important statistics for the model. A plot of the logistic regression line along with bars of $\pm 2$ standard errors are shown in figure 15.2.

$$
-2 \log \text { likelihood }=533.0
$$

| Explanatory variable | Estimate | Partial t-statistic | p-value |
| ---: | :---: | :---: | :---: |
| INTERCEPT | -2.80 | -13.4 | 0.0001 |
| POPDEN | 0.226 | 8.33 | 0.0001 |

Table 15.2 Statistics for the popden model.


Figure 15.2 Logistic regression line for the TCE data, with percent detections observed for each population density.

The positive slope coefficient for popden means that the probability of a response $=1$ (concentration above the reporting limit) increases with increasing population density. Note that the line did not fit the observed data well at popden=9. A second variable, a binary indicator of whether or not the area around the well was sewered, was added to the model in hopes of improving the fit. Does this second variable help explain more of the variation observed? The results are presented in table 15.3.

| $-2 \log$ likelihood $=506.3$ |  |  |  |
| :---: | :---: | :---: | :---: |
| Explanatory variable | Estimate | Partial t-statistic | p-value |
| INTERCEPT | -3.24 | -12.47 | 0.0001 |
| POPDEN | 0.13 | 4.07 | 0.0001 |
| SEWER | 1.54 | 4.94 | 0.0001 |

Table 15.3 Statistics for the popden + sewer model.

The likelihood ratio test determines whether this model is better than an intercept-only model

$$
\mathrm{lr}_{\mathrm{O}}=610.0-506.3=103.7 \quad \text { with } 2 \mathrm{df} \text { resulting in a } \mathrm{p} \text {-value }=0.0001
$$

Thus this logistic regression is significantly better than just estimating the proportion of data above the detection limit without regard to the two variables. The positive slope estimate for sewer means that the probability of detection of TCE increases with increasing proportion of sewering around the well. Note that this does not prove that sewering itself is the cause -- this could result from sewering as a surrogate for increasing urbanization or industrialization of the area. The usefulness of sewer in comparison to the popden-only model is seen by the significance of its partial t-statistic. It may also be measured by the difference in likelihood ratios for the one and two-variable models:

$$
\mathrm{lr}=533.0-506.3=26.7 \quad \text { with } 1 \mathrm{df} \text { resulting in a p-value }=0.0001 .
$$

Next a model with completely different explanatory variables was tried, relating TCE detections to the amount of land near the well which was classified as industrial land (indlu), and to the depth of the water below land surface. The results are given in table 15.4. As the partial tstatistics are both significant, a logical question is which of the two 2 -variable models is preferable?

| -2 log likelihood $=557.8$ |  |  |  |
| :---: | :---: | :---: | :---: |
| Explanatory variable | Estimate | Partial t-statistic | p-value |
| INTERCEPT | -1.07 | -5.49 | 0.0001 |
| INDLU | 0.092 | 4.61 | 0.0001 |
| DEPTH | 0.008 | -4.52 | 0.0001 |

Table 15.4 Statistics for the indlu + depth model.

As these models are not nested, they must be compared using AIC. Magnitudes of their partial t -statistics will not help decide which to use. As seen is table 15.5, the AIC for the population+sewer model is lower, and therefore is the preferable model between these two candidates.

| Explanatory variables | -1 | k (\# exp. vars.) | AIC |
| :---: | :---: | :---: | :---: |
| POPDEN, SEWER | 253.2 | 2 | 255.2 |
| INDLU, DEPTH | 278.9 | 2 | 280.9 |

Table 15.5 AIC for comparing two 2-variable logit models.

### 15.3 Alternatives to Logistic Regression

Two other methods have been used to relate one or more continuous variables to a binary variable.-- discriminant function analysis (parametric), and the nonparametric rank-sum test. In the following sections these methods are compared to logistic regression.

### 15.3.1 Discriminant Function Analysis

Discriminant function analysis is used as a multivariate classification tool, to decide in which of several groups a response is most likely to belong (Johnson and Wichern, 1982). Probabilities of being in each of the groups is computed as a function of one or more continuous variables. The group having the highest probability is selected as the group most likely to contain that observation. An equation (the discriminant function) is computed from data classified into known groups, and used to classify additional observations whose group affiliation is unknown. As each group is assigned an integer value, these objectives are identical to those of logistic regression.

The primary drawback of discriminant analysis is that it makes two assumptions: 1) multivariate normality, and 2) that the variance of data within each group is identical for all groups. Thus it requires the same assumptions as does a t -test or analysis of variance, but in multiple dimensions when multiple explanatory variables are employed. It will be slightly more efficient than logistic regression if these assumptions are true, but is much less robust (Press and Wilson, 1978). Therefore logistic regression should be preferred when multivariate normality and equality of variances cannot be assumed, as is the case for most of the data found in water resources.

### 15.3.2 Rank-Sum Test

Dietz (1985) has shown that the rank-sum test is a powerful alternative to the more complicated likelihood-ratio test for determining whether a binary response variable is significantly related to one continuous explanatory variable. The responses of 0 and 1 are treated as two separate groups, and the ranks of the continuous variable are tested for differences among the two response groups. When the probabilities of a 0 or 1 differ as a function of $x$, the ranks of $x$ will differ between the two response variable groups. A slight modification to the rank-sum test is necessary for small sample sizes (see Dietz, 1985). The rank-sum test is equivalent to the significance test for Kendall's tau between the binary y variable and a continuous x.

When software is not available to perform likelihood-ratio tests, the rank-sum test can be used with little loss in power. However, it only considers the influence of one explanatory variable. There also is no slope estimate or equation associated with the rank-sum test when the responses are recorded as 0 or 1 . When the responses are proportions between 0 and 1 , Kendall's robust line may be used to linearly relate logits to the explanatory variable, though estimates below 0 or above 1 may result.

### 15.4 Logistic Regression for More Than Two Response Categories

In water resources applications, response variables may often be discretized into more than two response categories. Extensions of logistic regression for binary responses are available to analyze these situations. The method of analysis should differ depending on whether the response variable is ordinal or simply nominal. Ordinal responses such as low, medium and high are the most common situation in water resources. Here a common logit slope is computed, with multiple thresholds differing by offset intercepts in logit units. When responses are not ordinal, the possible response contrasts -- such as the probabilities of being in group 1 versus group 2 and in group 2 versus 3 -- are independent. In this case independent logit models are fit for each threshold.

### 15.4.1 Ordered Response Categories

Categorical response variables sometimes represent an underlying continuous variable which cannot be measured with precision sufficient to provide a continuous scale. For example, concentration data may be discretized into above and below a detection limit, or into three categories based on two thresholds (see below). Biologic activity may be categorized as not affected, slightly affected or severely affected by pollution. The resulting multiple responses $y_{i}$, $\mathrm{i}=1$ to m are ordinal, so that $\mathrm{y}_{1}<\mathrm{y}_{2}<\ldots<\mathrm{y}_{\mathrm{m}}$.

For example, suppose 3 responses are possible:
0 : concentrations are below the reporting limit,
1: concentrations are above the reporting limit but below a health standard, and
2: concentrations are above the health standard.

This corresponds to two thresholds, one below versus above the reporting limit ( 0 versus not 0 ) and the second below versus above the health standard (not 2 versus 2). Figure 15.3 shows that for $y=2$, a transformation of the underlying continuous concentration $\mathrm{Y}^{*}$ can be developed such that $\mathrm{y}=2$ only when $\mathrm{X}>\mathrm{Y}^{*}$ for one explanatory variable X . Similarly, $\mathrm{y}>0$ (above the reporting limit) only when $\mathrm{X}>\mathrm{Y}^{*}-\delta$, where $\delta$ is the difference between the two thresholds in the transformed scale. Therefore the upper threshold can be modeled as:

$$
\begin{equation*}
\log \left(\frac{\operatorname{Prob}(\mathrm{y}=2)}{\operatorname{Prob}(\mathrm{y}=0)+\operatorname{Prob}(\mathrm{y}=0)}\right)=\operatorname{Prob}\left(\mathrm{X}>\mathrm{Y}^{*}\right)=\mathrm{b}_{0}+\mathrm{b}_{1} \mathrm{X} \tag{15.13}
\end{equation*}
$$

where $\mathrm{b}_{0}$ is the estimate of intercept and $\mathrm{b}_{1}$ the estimate of slope. This is a standard logistic regression identical to the binary case of not 2 versus 2 . The probability of being above the lower threshold (reporting limit) is modelled using

$$
\begin{align*}
\log \left(\frac{\operatorname{Prob}(\mathrm{y}=1)+\operatorname{Prob}(\mathrm{y}=2)}{\operatorname{Prob}(\mathrm{y}=0)}\right)=\operatorname{Prob}\left(\mathrm{X}>\mathrm{Y}^{*}-\delta\right) & =\mathrm{b}_{0}+\mathrm{b}_{1}(\mathrm{X}+\delta)  \tag{15.14}\\
& =\mathrm{b}_{0}{ }^{\prime}+\mathrm{b}_{1} \mathrm{X} \\
& =\mathrm{b}_{0}+\lambda+\mathrm{b}_{1} \mathrm{X}
\end{align*}
$$

where $\lambda=\mathrm{b}_{1} \delta$ is a shift parameter that must be estimated (McCullagh, 1980). Because the responses are ordered, the slope $\mathrm{b}_{1}$ is common to all thresholds, and represents the proportional effect of X on the underlying and unobserved $\mathrm{Y}^{*}$. The resulting s-shaped curves for each threshold are simply offset (figure 15.4). Unfortunately the method for efficiently estimating these parameters is not available on many commercial statistics packages. McCullagh (1980) discusses the mathematics. As an alternative, separate logistic regressions can be estimated for each threshold (see below). This procedure is less efficient for the case of ordered responses, being appropriate for nominal responses. Unfortunately, it is the best that is available to most practitioners.


Figure 15.3 Diagram of continuous variable $\mathrm{Y}^{*}$ underlying a discrete response variable


Figure 15.4 Offset logistic curves for an ordered response variable.

### 15.4.2 Nominal Response Categories

For the situation where there is no natural ordering of the possible response categories, an independent logistic regression must be performed for each possible contrast. Thus if there are m response categories there must be $\mathrm{m}-1$ logistic regressions performed. Coefficients of intercept and slope are estimated independently for each. The econometrics literature has treated this situation in depth -- see for example Maddala (1983). Econometrics categories are often ones of choice -- to purchase one product or another, etc. Examples of unordered variables for water resources applications are not as obvious. However, an understanding of the equations appropriate for nominal responses is important, because these are used when most commercial software is employed to perform logistic regression of ordinal responses.

When independent logistic regressions are computed to determine the likelihood of being below versus above adjacent pairs of categories, no requirement of constant slope across thresholds is made. The probabilities employed may take several forms, but the easiest to interpret are logits of the cumulative probabilities of being below versus above each of the $\mathrm{m}-1$ thresholds

$$
\begin{equation*}
\log \left(\frac{\sum \operatorname{Prob}(\mathrm{y}>\mathrm{i})}{\sum \operatorname{Prob}(\mathrm{y} \leq \mathrm{i})}\right), i=1 \text { to } \mathrm{m}-1 . \tag{15.15}
\end{equation*}
$$

These are called cumulative logits, as discussed by Agresti (1984) and Christensen (1990).

For the situation of $\mathrm{m}=3$ ordered responses $(0,1$, and 2 ) corresponding to two thresholds (reporting limit and health standard), $\mathrm{m}-1$ or two logistic regressions must be performed. One equation determines the probability of being at least 1 -- the probability of being above the reporting limit:

$$
\begin{equation*}
\mathrm{L}_{1}=\log \left(\frac{\operatorname{prob}(\mathrm{y}=1)+\operatorname{prob}(\mathrm{y}=2)}{\operatorname{prob}(\mathrm{y}=0)}\right)=\mathrm{b}_{0}+\mathrm{b}_{1} \mathrm{X} . \tag{15.16}
\end{equation*}
$$

A second equation describes the probability of being at least 2 -- the probability of being above the health standard:

$$
\begin{equation*}
\mathrm{L}_{2}=\log \left(\frac{\operatorname{prob}(\mathrm{y}=2)}{\operatorname{prob}(\mathrm{y}=0)+\operatorname{prob}(\mathrm{y}=1)}\right)=\mathrm{b}_{0}^{\prime}+\mathrm{b}_{2} \mathrm{X} . \tag{15.17}
\end{equation*}
$$

Together, these two equations completely define the three probabilities as a function of the k explanatory variables X.

Example 1, cont.
Suppose a second threshold at $10 \mu \mathrm{~g} / \mathrm{L}$ were important for the TCE data of Eckhardt et al. (1989). This could represent an action limit, above which remedial efforts must be taken to clean up the water before use. Separate logistic regressions were performed for the probabilities of being above the $3 \mu \mathrm{~g} / \mathrm{L}$ reporting limit and the $10 \mu \mathrm{~g} / \mathrm{L}$ action limit. A new binary response variable, 0 if TCE concentrations were below 10 and 1 if above, was regressed against population density. The results are reported in table 15.6, and the curves plotted in figure 15.5. Note that the two curves are not simply offsets of one another, but have differing slopes. This situation could be viewed as an interaction, where the rate of increase in probability with unit X is not the same for the two thresholds.

|  |  |  |  |
| ---: | :---: | :---: | :---: |
| Response category | $\mathrm{b}_{0}$ | $\mathrm{~b}_{1}$ | $\mathrm{lr}_{0}-$ |
| Above $3 \mu \mathrm{~g} /$ L report. limit | -2.80 | 0.226 | 77.0 |
| Above $10 \mu \mathrm{~g} /$ L action limit | -3.37 | 0.164 | 23.9 |

Table 15.6 Independent logistic regressions for two TCE thresholds.


Figure 15.5 Independent logistic curves for two TCE thresholds.

## Exercises

15.1 Person and others (1983) evaluated the ability of four factors to predict whether a surface impoundment was contaminated or not. Of particular interest was which of the four factors, information for which must be collected in other areas in the future, showed ability to predict contamination. The factors were:

| Factor | Possible scores |
| :---: | :---: |
| Unsaturated Thickness | 0 (favorable) to 9 (unfavorable) |
| Yields: aquifer properties | 0 (poor) to 6 (good) |
| Groundwater Quality | 0 (poor) to 5 (excellent) |
| Hazard Rating for Source | 1 (low) to 9 (high) |

Each impoundment was rated as contaminated or uncontaminated. Using the data in Appendix C20, compute a logistic regression to determine which of the four explanatory variables significantly affects the probability of contamination. What is the best regression equation using one or more of these variables?

## Chapter 16

## Presentation Graphics

The data are collected, the analyses performed, the conclusions drawn, and now the results must be presented to one or more audiences. Whether by oral presentations or written reports, more information can be quickly conveyed using graphs than by any other method. A good figure is truly worth a thousand table entries.

For oral presentations, rarely are tables effective in presenting information. Listeners are not familiar with the data, and have not poured over them for many hours as has the presenter. Numbers are often not readable further back than the second row. Instead, speakers should take the time to determine the main points to be illustrated, and construct a figure from the data to illustrate those points prior to the presentation. This both shows courtesy to the listeners, and convinces them that the data do provide evidence for the conclusions the speaker has reached.

In a written report, major conclusions are usually listed at the end of the final section, or at the front in an executive summary. A figure illustrating each major conclusion should be contained somewhere in the report. The reader should be able to quickly read an abstract, look at the figures, and have a good idea of what the report is about. Figures should be a "visual abstract" of the report, and are one of the best ways to convince someone to take enough time to read your work. They again give evidence that the data do support the conclusions you have reached.

All graphs are not created equal. Some present quantitative information clearly and precisely. Others are not as effective, and may even be misleading. Guidelines to the "level of precision" for common types of graphics are presented in this chapter. Also presented are a collection of misleading graphics which should be avoided. These come largely from experience, driven by the impression that their use is becoming more common in graphics software on microcomputers.

Understanding the strengths and weaknesses of various types of graphs is important when choosing the most appropriate way to present data. Three references stand out in their evaluation of graphs for quantitative data: Cleveland (1985) discusses the ability of the human eye-brain system to process information. Tufte (1983) describes the artistry involved in creating graphics. Schmid (1983) is a handbook listing numerous examples of both good and bad graphics. This chapter draws on ideas from these three and others.

### 16.1 The Value of Presentation Graphics

Graphs can clarify complex interrelationships between variables. They can picture the "signal" over and above the "noise", letting the data tell its story. In Chapter 2, graphs for understanding data were discussed. These same methods which provide insight to an investigator will also illustrate important patterns and contrasts to an investigator's audience.

Tables simply do not allow easy extraction of a data signal. For example, Exner and Spalding (1976) and Exner (1985) determined concentrations of nitrate in about 400 wells in the Central Platte region of Nebraska ten years apart -- in 1974 and 1984. As little information is available about changes in groundwater quality over time, these are important studies. Data were displayed with maps and tables for each separate period. Comparisons between the periods were done as narrative text, relying on the tables and maps. To better illustrate these data, lowess smooths of nitrate concentration versus depth for the two time periods are shown in Figure 16.1. This concise figure effectively illustrates the increases in nitrate at a given depth over the ten year period, and the decrease in concentration with depth. It shows that increases in concentration over the 10 years are much larger at shallow depths. For a specific nitrate "action level" such as $8 \mathrm{mg} / \mathrm{L}$, the increase in depth reached on average by this concentration can be calculated. Perhaps the valley of lower concentration for the shallow system evident in both time periods can be explained by physical factors, leading to an important new understanding. Or perhaps the wells sampled at these depths were different in some characteristic, leading the scientist to sample additional wells more like those at other depths. A good graph will provide much more understanding than a table to the audience, whether they are scientists or managers, often leading to new understanding or to better decisions.


Figure 16.1 Nitrate concentrations in Nebraska groundwater.
Data from Exner and Spalding (1976) and Exner (1985).

### 16.2 Precision of Graphs

The purpose of a scientific graph is to display quantitative information in a clear and concise manner, illustrating a major concept or finding. During the 1980s research was conducted to determine how easily the human eye-brain system can perform various tasks of perceiving and processing graphical information. The purpose was to rank tasks necessary in interpreting common graphs, such as bar and pie charts, in order to understand which types of graphs are most effective in presenting information. Prior to this time scientists had no objective means of determining which graphs should be preferred over others, and choice was merely a matter of preference.

The primary study was conducted by Cleveland and McGill (1984a). Their major precept was stated as:

A graphical form that involves elementary perceptual tasks that lead to more accurate judgments than another graphical form (with the same quantitative information) will result in better organization and increase the chances of a correct perception of patterns and behavior (pages 535-6).

They then ranked perceptual tasks on the basis of accuracy, as determined by the number of correct judgments of identical data displayed by different graphs. This ranking is given in Table 16.1. Their concept of accuracy might also be thought of as precision -- smaller trends or differences between data groups can be discerned using more "accurate" tasks. Use of graphs employing tasks higher in table 16.1 will allow smaller differences or trends to be seen. Tasks lower in the table are sufficient to display only larger differences. These lower tasks are those most commonly found in "business graphics", newspapers, and other popular illustrations. Thus when deciding which types of graphs to use, both the precision needed and the expected audience must be considered. When scientists are the main audience, graphs using tasks as high in the table as possible are preferable. When less precision is required to illustrate the main points and the audience is the general public or managers, some of the less precise business graphics may communicate more easily.

| More Precise | Position along a common scale |
| :---: | :---: |
| • | Positions along nonaligned scales |
| • | Length, Slope, Angle |
| • | Area |
| Less Precise | Volume, Curvature |

Table 16.1 Precision of perceptual tasks (adapted from Cleveland and McGill, 1984a).

### 16.2.1 Color

Color can both enhance and interfere in the ability to precisely and accurately read graphs. It can interfere in judgments of size between areas of different colors (Cleveland and McGill, 1983). From color theory it is known that "hotter" colors such as reds and oranges, and colors of greater saturation will appear larger than "cooler" colors (blues) and pastels (lesser saturation). Therefore areas shaded a bright red on a map, as is commonly done for computer-map output of pollution studies, will appear larger than they would if shaded another color or with a pastel such as light pink. The eye is drawn to these areas, and their impression is larger than the proportion they would receive by area alone.

Pastels can therefore be used to minimize the biasing effect of both hotter and brighter colors. The low saturation ("washed-out" color) minimizes differences between hotter and cooler shades, and therefore put all areas on an equal footing. Of course this defeats the "newspaper graphics" effect of attracting attention to the graph, but enhances the graph's ability to portray information.

Color can also be quite helpful in presenting data when judgments of size are not being made. When differentiating groups of data on a graph, for example, each group could be assigned a
different color, as opposed to a different symbol or letter. Circles or dots of differing colors allow greater visual discrimination than do differing symbols or letters (Lewandowsky and Spence, 1989). Similarly, color lines allow better perception than solid versus patterned lines. As color is not yet widely available in scientific publication media, its best use to date is in presentations at conferences and lectures. Here color can greatly aid the viewers' precision in differentiating points and lines representing data of different groups.

### 16.2.2 Shading

Figure 16.2 illustrates the most common use of shading -- shaded maps where the density of the ink indicates the magnitude of a single variable. The maps may be of the entire country, a state, or a study area. These "shaded patch maps" or "statistical maps" have inherent difficulties for correct interpretation.


Figure 16.2 Total offstream water withdrawals by state, from Solley et al. (1983).

The first difficulty is that the impression an area makes on the human brain is a function of both the shading and the size of the polygon. Thus larger areas stand out in comparison to smaller areas, though their shading may be equal. In figure 16.2 , Texas stands out not only because it is dark, but because it is large. Of the lightly shaded states, the eye is drawn to Montana (MONT) because of its size rather than to New Jersey (NJ). However, an area's importance may not be related to its physical size. If population is important, as it may be for the water withdrawals in each state as shown in figure 16.2, a state with a higher population like New Jersey may be far more important than is Montana, a state with much smaller population. The weighting given to larger areas on a shaded map is often inappropriate to the data being illustrated.

A second limitation is that all variability within areas is totally obscured. Thus a map is only as precise as the size of the areas being shaded. Water use undoubtedly varies dramatically across Texas and other states, but that cannot be shown on a shaded map unless the states are subdivided into counties. Counties vary considerably in size across the country, so that the generally larger counties in the Western U. S. will produce greater impressions on the viewer than do smaller Eastern counties.

Third, only a small number of shading levels can be distinguished on a map. Five shades of grey including black and white can usually be portrayed, but more than five is difficult to distinguish. Differences degrade as graphs are reproduced on a copier. In an attempt to augment the number of classes shown on a map, patterns of lines and cross-hatching are sometimes used, such as the 13.9-16.9 class in figure 16.2. Such patterns quickly become very confusing, actually reducing the eye's ability to distinguish classes of data. One must also be careful to use a series of patterns whose ink density increases along with the data Figure 16.2 seems to violate this rule, as the shade of the second class (8.0-13.8) appears darker than the third striped pattern.

Two types of alternatives to shaded maps are tried. The first type continues to display the geographic distribution on a map, with symbols depicting data classes within each area (each state). Circles or squares with shading or color according to the classification are one possibility. Bars are another possibility (figure 16.3). With bars the perceptual task is a judgment of length without a common datum, an increase in precision in that differences between areas may be distinguished at more than five levels. However it is often difficult to place the bars within state boundaries. Framed rectangles (figure 16.4) are another symbol which may be used within each state. For these the task is a judgment of length along a non-aligned common scale, an improvement in precision over judgments between shadings.


Figure 16.3 Withdrawals for offstream use by source and state, from Solley et al. (1983).


Figure 16.4 Murder rates per 100,000 population, from Cleveland and McGill (1984a).

## © American Statistical Association. Used with permission.

The second alternative to shaded maps is to abandon a map background, and construct bars or other ratings for each state. These can be classed by region, though much of the regional perspective is sacrificed for state-by-state precision when abandoning maps.

### 16.2.3 Volume and Area

The most common use of area perception is with pie charts. These graphics are most often used when the sum of data equals 100 percent, so that slices of the pie indicate the relative proportion of data in each class (figure 16.5). However, only large differences can be distinguished with pie charts because it is difficult for the human eye to discern differences in area. In figure 16.5 it is only possible to see that the northeast slice in the lower right part of the pie is larger than the others. No other differences are easy to distinguish.


Figure 16.5 Numbers of students from four regions of the U. S.

It is always possible to replace a pie chart with a figure using one of the higher perceptive tasks in order to improve precision. For the same data of figure 16.5, figure 16.6 presents a "dot chart" (Cleveland, 1984), a thin bar graph. Now the judgment is of location along a common scale (the y-axis), and all differences are clearly seen. The four regions can be ordered and estimates of the magnitude for each read from the scale. The data are displayed with much greater precision than with a pie chart.


Figure 16.6 Dot chart of the student data of figure 16.5.

Pie charts have little utility for scientific publications, due to their imprecision. The comparison of water quality at two stations in figure 16.7, for example, would be better done using a more precise method, such as two stiff diagrams (see Chapter 2). The presence of numbers on the graph is a clue that the graph is incapable of portraying differences with the necessary precision. It is instead a circular table. Graphs with numbers are often a "red flag", signalling the inadequacy of the graph itself.


Station 16704000, Wailuku River at Piihonua, Hawaii. Station 16713000, Wailuku River at Hilo, Hawaii.
Figure 16.7 Water quality at two sites in Hawaii (from Yee and Ewart, 1986).

### 16.2.4 Angle and Slope

Judgements of angle and slope occur when comparing two curves, such as in figure 16.8.
Differences between the curves are often of interest, and differences are represented as distances in the y direction. However, the human eye sees differences primarily in a direction perpendicular to the slope of a curve, much like the least normal squares line of Chapter 10. We
do not naturally see differences as they are plotted. So in figure 16.8 it appears that differences are largest in the center, and smallest at the extremes of X. However, the bottom figure shows the differences directly. The largest differences are on the left, with a linear decrease as X increases! To truly see differences in the top figure a judgment is required about the angles of the lines in relation to the $y$ axis, and this is quite difficult. A good rule of thumb is that if differences are of interest, plot the differences directly.


Figure 16.8 Comparison of two curves. From Cleveland and McGill (1985).
© AAAS. Used with permission.

Figure 16.9 is a comparison of measured and model logarithms of streamflow. Which days show the poorest predictions? Though it appears that the largest difference in log streamflow occurs on May 16 and in latter June, the mismatch is actually much greater on and near May 6. If the purpose of the graph is to portray daily differences, the differences themselves should be plotted.


Figure 16.9 Measured and simulated streamflow. From Bloyd et al., 1986.

Another type of graph which uses judgments of slope and angle is a cumulative line graph such as figure 16.10. A quick look at the graph might indicate that $x 2$ and $x 3$ are increasing, simply because their baseline is increasing. To determine the magnitude of any variable except the one whose base is the x -axis requires compensating for the non-horizontal baseline angle as it changes across the range of X . This is obviously difficult to do. The determination of which of the three items in figure 16.10 is largest in periods 1 and 2 is also quite difficult, for example.

One justification for cumulative line graphs is that they show the proportion of values against the total, which is shown as the top line. Moving up the table of perceptual tasks results in a better solution -- to plot each of the variables separately, and plot the total if it is important. This is done in figure 16.11. Determination that x 3 is either equal or greater than the others during periods 1 and 2 is much easier here. The cyclic variation of x 3 is also easier to spot. Comparisons between variables with small magnitudes such as x 2 and x 3 are not swamped out by larger variations in the variable at the base (x1). Judgements are made using position along a common scale (the y-axis), a much easier and more precise task than in 16.10.


Figure 16.10 Cumulative line graph.


Figure 16.11 Variables of figure 16.10 plotted individually.

### 16.2.5 Length

Judgements of length are required when symbols or bars are to be measured which do not have a common datum, and where no common scale is available. Figure 16.12 shows the simplest such case, determination of the length of two offset bars. Which is longer is difficult to visually
determine. An example requiring the use of length judgments are the bars displayed on the map of figure 16.3.

To make these judgments more precise, a common scale can be added to each bar. This is done in figure 16.13 as a framed rectangle. The rectangle surrounding each bar is of exactly the same length, a common reference frame. It is now easier to see that the first bar is indeed longer than the second. This is because the judgment is made using positions of the white areas within the common scale. Their relative differences are greater than the shaded bars, and so more easily seen. In situations where a common datum is impossible such as multiple stiff or other diagrams located on a map, adding a frame of reference will improve the viewer's precision in discerning differences.


Figure 16.12 Judgement of length without a common scale or datum.


Figure 16.13 Framed rectangles of the figure 16.12 data, adding a common scale.

### 16.2 6 Position Along Nonaligned Scales

Framed rectangles are examples of graphs with a common but nonaligned scale, ie. without a common datum. Another graph in this category is a stacked bar chart: stacked (figure 16.14). These graphs of segmented bars require judgments of position and/or length. Only the lowest segments of each bar possess a common datum --they are the easiest to compare. All other comparisons between bars, and among segments within a bar, are more difficult without a common datum. For example, in figure 16.12 it is difficult to determine which of the top two
squares of bar 1 is larger. How about the top and bottom squares ( D vs A ) of bar 3? Or group B squares for bars 1 and 3 ?

To make comparisons more precise, stacked bars can always be unstacked and placed side-byside, producing grouped bar charts (figure 16.15). These graphs belong in the highest precision category -- position along a common scale (common datum). By using a common datum, smaller differences are more easily seen. For example. in bar 1 it is now easy to see that C is larger than D . Square A is larger than D in bar 3, and the group B square for bar 1 is larger than bar 3. The precision with which the graph can be read is greater for the grouped bar chart than the stacked chart, a distinct advantage.

Often bars are stacked so that their totals are easy to compare. With grouped bar charts this is easily accomplished by plotting separate bars of group totals. As both types of bar charts are equally familiar to viewers, it is difficult to see why stacked bars should ever be used over grouped bar charts.


Figure 16.14 Stacked bar charts.


Figure 16.15 Grouped bar charts for the figure 16.14 data.

### 16.2.7 Position Along an Aligned Scale

Grouped bar charts are one example of graphs where data are shown as a position along an aligned (common datum) scale. Also in this category of highest precision are the dot charts of Cleveland (1984). These "skinny bar charts" (figure 16.16) remove some of the visual confusion of bar charts due to the area and shading of the bars. The dots highlight the only information present -- the position at the top of the bar. Though for simple situations the two graphs are equivalent, for complex situations dot charts more clearly show the information. A final advantage to dot charts are that error bars around each value can easily be added.



Figure 16.16 Dot chart for the figure 16.15 data.

Other more-familiar types of graphs also belong in this category, including scatterplots and boxplots. Though discussed and used fully throughout this book, the strengths of boxplots bear repeating. Many boxes can be placed on a page, allowing precise summaries and comparisons of a large amount of information. In figure 16.17 are boxplots for a two-way ANOVA situation. Differences in concentration due to both land-use category and to sewering are easily seen, as are skewness and outliers, by comparing the boxes.

### 16.3 Misleading Graphics to be Avoided

### 16.3.1 Perspective

Figures are often put into perspective, that is tilted to give an impression of three dimensions, in newspaper and other popular graphics. The intent is to make the figure look more "solid". Unfortunately by doing so, judgments of area, length and angle used by the viewer to extract information become impaired. Numerical values are altered by the tilting so that they no longer can be accurately read. Thus the appearance may be more solid, but the information is less so.


Figure 16.17 Boxplots of nitrate concentrations by land use and sewering. From Eckhardt et al., 1989.

One example is given in figure 16.18. A pie chart is presented on the left with three slices (labeled A, B and C) of exactly equal size. After being put into a perspective view at the right, the slices no longer appear equal. Judgements of angle such as these are impossible to get correct once the angles are altered by perspective. A second example is figure 16.19. There bar charts are placed into perspective so that lots of bars can be crammed into one figure. A resulting problem is that some bars are hidden by others. A more serious problem is that comparisons of bar heights must be done along a sloping plane. The base of the graph is not level, but increases towards the back. This makes judgments between bar heights difficult. For example, which is higher, the thermoelectric withdrawals for 1965 or irrigation withdrawals for 1970?

Viewers will tend to see bars towards the back as higher than they should in comparison to bars nearer the front when perspective is used to tilt the base. Thus the front of the "thermoelectric" bars must be compared to the back of the "irrigation" bars in order to accurately assess the data portrayed by bar heights. Comparisons of heights across non-adjacent rows is even more
difficult. The two bars cited above have exactly the same value of 130,000 million gallons per day, though the one at the back appears higher.


Figure 16.18 Pie chart before and after being placed into perspective view.


Figure 16.19 Bar chart of water use data, in perspective view (from Solley et al., 1988).
Perspective should also be avoided when presenting maps. Figure 16.20 is a perspective map of water use in the United States (Solley et al., 1988). Because the base of the map is tilted, values at the back will look higher than those in the front for the same quantity. Comparisons between Montana (at the back) and Louisiana (at the front), for example, are quite difficult. From a table inside the report, Louisiana has a larger value, but it doesn't appear that way on the map. Note also that several states are again partially or totally hidden.


Figure 16.20 Map of water use data in perspective view (from Solley et al., 1983).

Use of perspective solely to attract attention, such as on a cover, is fine. But its use should be avoided within scientific publications. Only large differences will be able to be distinguished, and the inherent distortion of angles will make similar values look dissimilar when on different parts of the graph. Attempts to use perspective to make a graph more "appealing" will only make it useless for its primary purpose -- to accurately and precisely convey numerical information.

### 16.3.2 Graphs With Numbers

Graphs which include numbers may be a signal that the graph is incapable of doing its job. The graph needs to be made more precise. See for example figures 16.7 and 16.26. Tables providing the necessary detail for computations can be placed elsewhere in the report if required. But they do not provide the insight needed to quickly comprehend primary patterns of the data. Adding numbers to graphs which also do not portray those patterns does not add up to an effective graph.

### 16.3.3 Hidden Scale Breaks

Breaks in the scale of measurement on a graph can be very misleading to the viewer. If scale breaks are used, it is the job of the presenter to make them as clear as possible. For example, the scale break in figure 16.21 is not very obvious (it is also not necessary). Bars are drawn right through the data, incorrectly implying that no break is present.


Figure 16.21 Hidden scale break, from Greek (1987)
© 1987 American Chemical Society. Used with permission.


Figure 16.22 Full scale break.

To make a scale break more obvious, Cleveland (1984) suggested the use of a "full scale break" as in figure 16.22. There the jump in depth of wells used for sampling is clearly portrayed. It is difficult for the viewer to misinterpret a scale break using this method. We heartily recommend use of full scale breaks when breaks must be used. Better yet, avoid using scale breaks by employing a transformation of the data such as logarithms to make the break unnecessary.

### 16.3.4 Overlapping Histograms

Overlapping histograms are one of the worst graphs for comparing groups of data, and yet are quite common. They totally obscure differences and similarities between groups. With the excellent alternative of group boxplots available there is little reason to use them. Figure 16.23 shows two sets of overlapping histograms, effective porosity (A) and infiltration capacity (B). Three groups are being compared in A, and two groups in B. There is no way a reader could verify or disprove any conclusions reached in the report concerning these variables by looking at these histograms. The use of lines for shading, automatically produced by many graphics software programs, only makes matters worse. In general, avoid using overlapping histograms!


Figure 16.23 Overlapping histograms of two variables. From Foster et al. (1985).

## Exercises

16.1 Field and laboratory pH were measured on the same samples by Bachman (1984) to determine if values changed over the time it took for shipment to the lab. The data were plotted in the figure below. How might the graph be improved in order to show this comparison?

FIELD


LABORATORY


Figure 16.24 Field versus lab pH. From Bachman, 1984.
16.2 Seasonal patterns of specific conductance for stations along the Merced River are shown below. How might this graph be improved to better show both seasonal and downstream differences?


Figure 16.25 Specific conductance along the Merced River. From Sorenson, 1982.
16.3 Variations in dissolved oxygen and biochemical oxygen demand (BOD) were documented along the Trinity River watershed. How might the graph be improved in order to better show differences between sites?


Figure 16.26 DO and BOD in the Trinity River, TX. From Wells et al., 1986.
16.4 Ice volumes of several glaciers at differing altitudes are compared in the following figure. How might it be changed to better show those differences?


Figure 16.27 Ice volumes of Mount Hood glaciers. Each letter represents a different glacier. From Drieger and Kennard, 1986.
16.5 Water quality (major ions) was displayed for 13 numbered sites below. What other types of plots might have shown this more clearly?


Figure 16.28 Chemical composition of streamwaters at 13 sites.
From Liebermann et al., 1989.
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## Appendix A

## Construction of Boxplots

The upper and lower limits of the central box are defined using either quartiles or hinges. These definitions are clarified below. Then the influence of each definition on the position of the whiskers is demonstrated. Definitions used by commercial software packages are listed, including one non-conventional form called a "box graph".

Quartiles
Quartiles are the 25 th, 50 th and 75 th percentiles of a data set, as defined in chapter 1. Consider a data set $\mathrm{X}_{\mathrm{i}}, \mathrm{i}=1, \ldots \mathrm{n}$. Computation of percentiles follows the equation

$$
\mathrm{p}_{\mathrm{j}}=\mathrm{X}(\mathrm{n}+1) \cdot \mathrm{j}
$$

where $n$ is the sample size of $\mathrm{X}_{\mathrm{i}}$,
$j$ is the fraction of data less than or equal to the percentile value (for the 3 quartiles, $\mathrm{j}=.25, .50$, and .75$)$.
Non-integer values of $(\mathrm{n}+1) \cdot \mathrm{j}$ imply linear interpolation between adjacent values of X.
Computation of quartiles for two small example data sets is illustrated in Table 1.

## Hinges

Tukey (1977) used values for the ends of the box which, along with the median, divided the data into four equal parts. These "fourths" or "hinges" are defined as:

Lower hinge $h_{L}=$ median of all observations less than or equal to the sample median.
Upper hinge $h_{U}=\quad$ median of all observations equal to or greater than the overall sample median.

They may also be defined as:

$$
\begin{aligned}
& \text { Lower hinge } \mathrm{h}_{\mathrm{L}}=\mathrm{X}_{\mathrm{L}} \text {, where } \mathrm{L}=\frac{\text { integer }[(\mathrm{n}+3) / 2]}{2} \text {, and } \\
& \text { Upper hinge } \mathrm{h}_{\mathrm{U}}=\mathrm{X}_{\mathrm{U}} \text {, where } \mathrm{U}=(\mathrm{n}+1)-\mathrm{L} \text {. }
\end{aligned}
$$

where "integer [ ]" is the integer portion of the number in brackets. For example, integer [5.7] = 5. Again, non-integer values of L and U imply interpolation. With hinges, however, this will always
be halfway between adjacent data points. Therefore, hinges are always either data values themselves, or averages of two data points, and so are easier to compute by hand than are percentiles. Hinges will generally be similar to quartiles for large ( $\mathrm{n}>30$ ) sample sizes. For smaller data sets, differences will be more apparent. For example, when $n=12$ the lower hinge is halfway between the 3rd and 4th data points, while the lower quartile is one-quarter of the way between the two points (see Table 1). Both measures split the data into one-fourth below and three fourths above their value. Either are acceptable for use in boxplots.

## Table A1

A. For the following data $X_{i}$ of sample size $n=11$ :

$$
\begin{array}{lllllllllll}
2 & 3 & 5 & 45 & 46 & 47 & 48 & 50 & 90 & 151 & 208
\end{array}
$$

$$
\begin{aligned}
& \mathrm{p}_{.25}=\text { lower quartile }=\mathrm{X}_{(\mathrm{n}+1) \cdot 25}=\mathrm{X}_{3} \quad=5 . \\
& \text { P. } 75=\text { upper quartile }=\mathrm{X}_{(\mathrm{n}+1) \cdot .75}=\mathrm{X} 9 \quad=90 \text {. } \\
& \mathrm{p}_{.50}=\text { median }=\mathrm{X}_{(\mathrm{n}+1)} \cdot 50=\mathrm{X}_{6} \quad=47 . \\
& h_{\underline{l}}=\text { lower hinge }=\text { median }\left[\begin{array}{llllll}
2 & 3 & 5 & 45 & 46 & 47
\end{array}\right] \quad=25 . \\
& h_{u}=\text { upper hinge }=\text { median }\left[\begin{array}{llllll}
47 & 48 & 50 & 90 & 151 & 208
\end{array}\right]=70 \text {. }
\end{aligned}
$$

B. For sample size $n=12$, and data $X_{i}, i=1, \ldots . n$ equal to:

$$
\begin{array}{llllllllllll}
2 & 3 & 5 & 45 & 46 & 47 & 48 & 49 & 50 & 90 & 151 & 208
\end{array}
$$

$$
\begin{aligned}
& \mathrm{P}_{.25}=\text { lower quartile }=\mathrm{X}_{(\mathrm{n}+1)} \cdot 25=\mathrm{X}_{3.25}=\mathrm{X}_{3}+0.25 \cdot\left(\mathrm{X}_{4}-\mathrm{X}_{3}\right)=15 . \\
& \mathrm{P}_{.75}=\text { upper quartile }=\mathrm{X}_{(\mathrm{n}+1) \cdot .75}=\mathrm{X}_{9} .75=\mathrm{X} 9+0.75 \cdot\left(\mathrm{X}_{10}-\mathrm{X} 9\right)=80 . \\
& \mathrm{p}_{.50}=\text { median }=\quad \mathrm{X}_{(\mathrm{n}+1) \cdot .50}=\mathrm{X}_{6.5}=\mathrm{X}_{6}+0.50 \bullet\left(\mathrm{X}_{7}-\mathrm{X}_{6}\right)=47.5 \text {. } \\
& \mathrm{h}_{\underline{l}}=\text { lower hinge }=\text { median }\left[\begin{array}{lllll}
2 & 3 & 5 & 45 & 46 \\
4
\end{array}\right] \quad=25 . \\
& \mathrm{h}_{\mathrm{u}}=\text { upper hinge }=\text { median }\left[\begin{array}{llllll}
48 & 49 & 50 & 90 & 151 & 208
\end{array}\right] \quad=70 .
\end{aligned}
$$



Figure A1. Boxplots for the Table A1 data

Figure A1 shows standard boxplots for the Table 1 data using both percentiles and hinges. Data in Table 1 were designed to maximize differences between the two measures. Real data, and larger sample sizes, will evidence much smaller differences. Note that the definitions of the box boundaries directly affect whisker lengths, and also determines which data are plotted as "outside" values.

It would be ideal if all software used the same conventions for drawing boxplots. However, that has not happened. Software written by developers who stick to the original definitions prefer hinges; those who want box boundaries to agree with tabled percentiles use quartiles. The Table 1 data can be used to determine which convention is used to produce boxplots.

## Non-conventional definitions

Other statistical software use another (non-conventional) value for the box boundaries (Frigge and others, 1989). They use the next highest data value for the lower box boundary whenever $n / 4$ is not an integer. This avoids all interpolation. Note that n , not $\mathrm{n}+1$, is used.

StatView uses a percentile-type boxplot similar to the truncated boxplot, except that the upper and lower 10 percent of data are plotted as individual points. The weakness of this scheme is that 10 percent of the data will always be plotted individually at each end of the plot, and so it is less effective for defining and emphasizing unusual values. Also important is that StatView uses yet another definition for the box boundaries, $\mathrm{X}(\mathrm{n}+2) \bullet \boldsymbol{j}$, in calculating the quartiles. This nonconventional boxplot was called a "box graph" by Cleveland (1985).

Therefore some statistical software will produce boxes differing from conventional boxplots, particularly for small data sets.

## Boxplots for Censored Data

Data sets whose values include some observations known only to be below (or above) a limit or threshold can also be effectively displayed by boxplots. First set all values below the threshold to some value less than (not equal to) the reporting limit. The actual value is not important, and could be 0 , one-half the reporting limit, etc. Produce the boxplot. Then draw a line across the graph at the value of the threshold, and erase all lines below this value from the graph.

This procedure was used for data in figure A2. If less than 25 percent of the data are below the threshold, this procedure will affect at most only the lower whisker (as in the Hoover Dam through Morelos Dam boxplots). If between 25 and 75 percent are below the threshold, the box will be partially hidden below the threshold (as in the CO-UT Line and Cisco boxes). If more than 75 percent of the data are below the threshold, part of the upper whisker and outside values will be visible above the threshold, as in the Lees Ferry box. In each case, these boxplots accurately and fairly illustrate both the distribution of data above the threshold, and the percentage of data below the threshold.


Figure A2. Dissolved solids concentrations along the Colorado River, artificially censored at a threshold of $600 \mathrm{mg} / \mathrm{L}$.

A second alternative for boxplots of censored data is to estimate the percentiles falling below the threshold, and drawing dashed portions of the box below the threshold using these estimates. Helsel and Cohn (1988) have compared methods for estimating these percentiles. When multiple thresholds occur, such as thresholds which have changed over time or between laboratories, a solid line can be drawn across the plot at the highest threshold. Portions of the boxes above the highest threshold will be correct as long as each censored observation is assigned some value below its threshold. Quartiles falling below the highest threshold should be determined by using the methods recommended by Helsel and Cohn (1988). All lines below the highest threshold are only estimates, and should be drawn as dashed lines on the plot.

## Displaying confidence intervals

As an aid for displaying whether two groups of data have different medians, confidence intervals for the median as defined in chapter 3 can be added to boxplots. When boxplots are placed side by side, their medians are significantly different if the confidence intervals do not overlap. Three methods of displaying these intervals are shown in figure A3. In the first method (A), the box is "notched" at both upper and lower limits, making the box narrower for all values within the interval. In the second (B), parentheses are drawn within the box at each limit. Shading is used in (C) to illustrate interval width. If displaying differences in medians is not of primary interest, these
methods add visual confusion to boxplots and are probably best avoided. Confusion is compounded when the interval width falls beyond the 25 th or 75 th percentiles. Of the three, shading seems the easiest to visualize and least confusing.


Figure A3. Methods for displaying confidence interval of median using a boxplot.
A. Notched boxplots
B. Parentheses
C. Shaded boxplot

## Appendix B

## Tables

Table B1 Cunnane plotting positions for $\mathrm{n}=1$ to 20
Table B2 Normal quantiles for Cunnane plotting positions of Table B1
Table B3 Critical values for the PPCC test for normality
Table B4 Quantiles (p-values) for the rank-sum test
Table B5 Quantiles (p-values) for the sign test
Table B6 Critical test statistic values for the signed-rank test
Table B7 Critical test statistic values for the Friedman test
Table B8 Quantiles (p-values) for Kendall's tau ( $\tau$ )

Table B1. Cunnane plotting positions for sample sizes $n=1$ to 20

$$
\begin{aligned}
& \begin{array}{llllllllllllllllll}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & \overline{10} & 11 & 12 & 13 & 14 & 15 & 16 & 17 & 18 \\
19 & 20
\end{array} \\
& \mathrm{~N}=5 \\
& \begin{array}{lllll}
. & . & . & . & . \\
\hline
\end{array} \\
& \mathrm{N}=6
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{N}=7 \\
& \begin{array}{lllllll}
. & .08 & .22 & . & . & . & . \\
\hline
\end{array} \\
& \mathrm{N}=8
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{N}=9
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{N}=10
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{N}=11 \\
& \begin{array}{lllllllllll}
. & 05 & .14 & .23 & .32 & .41 & .50 & .59 & .68 & .77 & .86
\end{array} \\
& \mathrm{~N}=12 \\
& \begin{array}{llllllllllll}
.05 & . & . & .21 & .30 & .38 & .46 & .54 & .62 & .70 & .79 & .87
\end{array} \\
& \mathrm{~N}=13
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{N}=14
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{N}=15 \\
& \begin{array}{lllllllllllllll}
.04 & .11 & .17 & .24 & .30 & .37 & .43 & .50 & .57 & .63 & .70 & .76 & .83 & .89 & .96
\end{array} \\
& \mathrm{~N}=16 \\
& \begin{array}{llllllllllllllll}
.04 & .10 & .16 & .22 & .28 & .35 & .41 & .47 & .53 & .59 & .65 & .72 & .78 & .84 & .90 & .96
\end{array} \\
& \mathrm{~N}=17 \\
& \begin{array}{lllllllllllllllll}
. & 03 & .09 & .15 & .21 & .27 & .33 & .38 & .44 & .50 & .56 & .62 & .67 & .73 & .79 & .85 & .91
\end{array} \\
& \mathrm{~N}=18 \\
& \begin{array}{llllllllllllllllll}
. & .03 & .09 & .14 & .20 & .25 & .31 & .36 & .42 & .47 & .53 & .58 & .64 & .69 & .75 & .80 & .86 & .91
\end{array} \\
& \text { N-19 } \\
& \begin{array}{lllllllllllllllllll}
.03 & .08 & .14 & .19 & .24 & .29 & .34 & .40 & .45 & .50 & .55 & .60 & .66 & .71 & .76 & .81 & .86 & .92 & .97
\end{array} \\
& \mathrm{~N}=20 \\
& \left.\begin{array}{llllllllllllllllllll}
. & .03 & .08 & .13 & .18 & .23 & .28 & .33 & .38 & .43 & .48 & .52 & .57 & .62 & .67 & .72 & .77 & .82 & .87 & .92
\end{array}\right) .97
\end{aligned}
$$

Table B2. Upper tail normal quantiles for the plotting positions of Table B1 (for lower tail quantiles, multiply all nonzero quantiles by -1 )

| 0.000 | $\begin{aligned} & \mathbf{N}=\mathbf{5} \\ & 0.502 \end{aligned}$ | 1.198 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0203 | $\mathrm{N}=6$ | 1300 |  |  |  |  |  |  |  |
| 0.000 | $\begin{aligned} & \mathbf{N}=7 \\ & 0.355 \end{aligned}$ | 0.765 | 1.383 |  |  |  |  |  |  |
| 0.153 | $\begin{aligned} & \mathbf{N}=8 \\ & 0.475 \end{aligned}$ | 0.859 | 1.453 |  |  |  |  |  |  |
| 0.000 | $\begin{aligned} & \mathbf{N}=\mathbf{9} \\ & 0.276 \end{aligned}$ | 0.575 | 0.939 | 1.513 |  |  |  |  |  |
| 0.123 | $\begin{aligned} & \mathbf{N}=10 \\ & 0.377 \end{aligned}$ | 0.659 | 1.007 | 1.565 |  |  |  |  |  |
| 0.000 | $\begin{aligned} & \mathbf{N}=11 \\ & 0.225 \end{aligned}$ | 0.463 | 0.732 | 1.067 | 1.611 |  |  |  |  |
| 0.103 | $\begin{aligned} & \mathbf{N}=12 \\ & 0.313 \end{aligned}$ | 0.538 | 0.796 | 1.121 | 1.653 |  |  |  |  |
| 0.000 | $\begin{aligned} & \mathbf{N}=13 \\ & 0.191 \end{aligned}$ | 0.389 | 0.604 | 0.852 | 1.169 | 1.691 |  |  |  |
| 0.088 | $\begin{aligned} & \mathbf{N}=14 \\ & 0.267 \end{aligned}$ | 0.456 | 0.663 | 0.904 | 1.212 | 1.725 |  |  |  |
| 0.000 | $\begin{aligned} & \mathbf{N}=15 \\ & 0.165 \end{aligned}$ | 0.336 | 0.517 | 0.716 | 0.950 | 1.252 | 1.757 |  |  |
| 0.077 | $\begin{aligned} & \mathbf{N}=16 \\ & 0.234 \end{aligned}$ | 0.397 | 0.571 | 0.765 | 0.992 | 1.289 | 1.787 |  |  |
| 0.000 | $\begin{aligned} & \mathbf{N}=17 \\ & 0.146 \end{aligned}$ | 0.295 | 0.452 | 0.620 | 0.809 | 1.031 | 1.323 | 1.814 |  |
| 0.069 | $\begin{aligned} & \mathbf{N}=18 \\ & 0.208 \end{aligned}$ | 0.351 | 0.502 | 0.666 | 0.849 | 1.067 | 1.354 | 1.839 |  |
| 0.000 | $\begin{aligned} & \mathbf{N}=19 \\ & 0.131 \end{aligned}$ | 0.264 | 0.402 | 0.548 | 0.707 | 0.887 | 1.101 | 1.383 | 1.864 |
| 0.062 | $\begin{aligned} & \mathbf{N}=20 \\ & 0.187 \end{aligned}$ | 0.315 | 0.449 | 0.591 | 0.746 | 0.922 | 1.133 | 1.411 | 1.886 |

Table B3. Critical $r^{*}$ values for the probability plot correlation coefficient test of normality (from Looney and Gulledge, 1985a)
© American Statistical Association. Used with permission.
[reject $\mathrm{H}_{0}$ : data are normal when PPCC $\mathrm{r}<\mathrm{r}^{*}$ ]

|  | $\boldsymbol{\alpha}$ 保level |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{n}$ | .005 | .010 | .025 | .050 | .100 | .250 |
| 3 | .867 | .869 | .872 | .879 | .891 | .924 |
| 4 | .813 | .824 | .846 | .868 | .894 | .931 |
| 5 | .807 | .826 | .856 | .880 | .903 | .934 |
| 6 | .820 | .838 | .866 | .888 | .910 | .939 |
| 7 | .828 | .850 | .877 | .898 | .918 | .944 |
| 8 | .840 | .861 | .887 | .906 | .924 | .948 |
| 9 | .854 | .871 | .894 | .912 | .930 | .952 |
| 10 | .862 | .879 | .901 | .918 | .934 | .954 |
| 11 | .870 | .886 | .907 | .923 | .938 | .957 |
| 12 | .876 | .892 | .912 | .928 | .942 | .960 |
| 13 | .885 | .899 | .918 | .932 | .945 | .962 |
| 14 | .890 | .905 | .923 | .935 | .948 | .964 |
| 15 | .896 | .910 | .927 | .939 | .951 | .965 |
| 16 | .899 | .913 | .929 | .941 | .953 | .967 |
| 17 | .905 | .917 | .932 | .944 | .954 | .968 |
| 18 | .908 | .920 | .935 | .946 | .957 | .970 |
| 19 | .914 | .924 | .938 | .949 | .958 | .971 |
| 20 | .916 | .926 | .940 | .951 | .960 | .972 |
| 21 | .918 | .930 | .943 | .952 | .961 | .973 |
| 22 | .923 | .933 | .945 | .954 | .963 | .974 |
| 23 | .925 | .935 | .947 | .956 | .964 | .975 |
| 24 | .927 | .937 | .949 | .957 | .965 | .976 |
| 25 | .929 | .939 | .951 | .959 | .966 | .976 |
| 26 | .932 | .941 | .952 | .960 | .967 | .977 |
| 27 | .934 | .943 | .953 | .961 | .968 | .978 |
| 28 | .936 | .944 | .955 | .962 | .969 | .978 |
| 29 | .939 | .946 | .956 | .963 | .970 | .979 |
| 30 | .939 | .947 | .957 | .964 | .971 | .979 |
| 31 | .942 | .950 | .958 | .965 | .972 | .980 |
| 32 | .943 | .950 | .959 | .966 | .972 | .980 |
| 33 | .944 | .951 | .961 | .967 | .973 | .981 |
| 34 | .946 | .953 | .962 | .968 | .974 | .981 |
| 35 | .947 | .954 | .962 | .969 | .974 | .982 |
| 36 | .948 | .955 | .963 | .969 | .975 | .982 |
| 37 | .950 | .956 | .964 | .970 | .976 | .983 |
| 38 | .951 | .957 | .965 | .971 | .976 | .983 |
| 39 | .951 | .958 | .966 | .971 | .977 | .983 |
| 40 | .953 | .959 | .966 | .972 | .977 | .984 |
|  |  |  |  |  |  |  |

Table B3. Cont.

|  | 人-level |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{n}$ | $\mathbf{. 0 0 5}$ | .010 | . $\mathbf{0 2 5}$ | . $\mathbf{0 5 0}$ | $\mathbf{. 1 0 0}$ | . $\mathbf{2 5 0}$ |
| 41 | .953 | .960 | .967 | .973 | .977 | .984 |
| 42 | .954 | .961 | .968 | .973 | .978 | .984 |
| 43 | .956 | .961 | .968 | .974 | .978 | .984 |
| 44 | .957 | .962 | .969 | .974 | .979 | .985 |
| 45 | .957 | .963 | .969 | .974 | .979 | .985 |
| 46 | .958 | .963 | .970 | .975 | .980 | .985 |
| 47 | .959 | .965 | .971 | .976 | .980 | .986 |
| 48 | .959 | .965 | .971 | .976 | .980 | .986 |
| 49 | .961 | .966 | .972 | .976 | .981 | .986 |
| 50 | .961 | .966 | .972 | .977 | .981 | .986 |
| 55 | .965 | .969 | .974 | .979 | .982 | .987 |
| 60 | .967 | .971 | .976 | .980 | .984 | .988 |
| 65 | .969 | .973 | .978 | .981 | .985 | .989 |
| 70 | .971 | .975 | .979 | .983 | .986 | .990 |
| 75 | .973 | .976 | .981 | .984 | .987 | .990 |
| 80 | .975 | .978 | .982 | .985 | .987 | .991 |
| 85 | .976 | .979 | .983 | .985 | .988 | .991 |
| 90 | .977 | .980 | .984 | .986 | .988 | .992 |
| 95 | .979 | .981 | .984 | .987 | .989 | .992 |
| 100 | .979 | .982 | .985 | .987 | .989 | .992 |

Table B4. Quantiles (p-values) for the rank-sum test statistic $\mathrm{W}_{\mathrm{rs}}$

$$
\mathrm{p}=\operatorname{Prob}\left[\mathrm{W}_{\mathrm{rs}} \geq \mathrm{x}\right]=\operatorname{Prob}\left[\mathrm{W}_{\mathrm{rs}} \leq \mathrm{x}^{*}\right]
$$

| n [smaller sample size] $=3$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{m}=4$ | $\mathrm{m}=5$ | $\mathrm{m}=6$ | $\mathrm{m}=7$ | $\mathrm{m}=8$ | $\mathrm{m}=9$ | $\mathrm{m}=10$ |
| $\mathrm{x} \quad \mathrm{p} \quad \mathrm{x}^{*}$ | $\mathrm{x} \quad \mathrm{p} \quad \mathrm{x}^{*}$ | x p $\mathrm{x}^{*}$ | $\mathrm{x} \quad \mathrm{p} \quad \mathrm{x}^{*}$ | $\mathrm{x} \quad \mathrm{p} \quad \mathrm{x}^{*}$ | $\mathrm{x} \quad \mathrm{p} \quad \mathrm{x}$ * | $\mathrm{x} \quad \mathrm{p} \quad \mathrm{x} *$ |
| 16.1148 | 18.1259 | 20.13110 | 22.13311 | 24.13912 | 27.10512 | 29.10813 |
| 17.0577 | 19.0718 | 21.0839 | 23.09210 | 25.09711 | 28.07311 | $30.080 \quad 12$ |
| 18.0296 | 20.0367 | 22.0488 | 24.0589 | 26.06710 | 29.05010 | 31.05611 |
| 1905 | 21.0186 | 23.0247 | 25.0338 | 27.0429 | 30.0329 | 32.03810 |
|  | 2205 | 24.0126 | 26.0177 | 28.0248 | 31.0188 | 33.0249 |
|  |  | 2505 | 27.0086 | 29.0127 | 32.0097 | 34.0148 |
|  |  |  | $28 \quad 0 \quad 5$ | 30.0066 | 33.0056 | $35.007 \quad 7$ |
| n [smaller sample size] $=4$ |  |  |  |  |  |  |
| $\mathrm{m}=4$ | $m=5$ | $\mathrm{m}=6$ | $\mathrm{m}=7$ | $\mathrm{m}=8$ | $\mathrm{m}=9$ | $\mathrm{m}=10$ |
| $x \quad \mathrm{x} \quad \mathrm{x}^{*}$ | x p $\mathrm{x}^{*}$ | x p | $x \quad \mathrm{x} \quad \mathrm{x}^{*}$ | x $\mathrm{p} \quad \mathrm{x}^{*}$ | $x \quad \mathrm{x} \quad \mathrm{x}^{*}$ | $\mathrm{x} \quad \mathrm{p} \quad \mathrm{x}^{*}$ |
| 22.17114 | 25.14315 | 28.12916 | 31.11517 | 34.10718 | 36.13020 | 39.12021 |
| 23.10013 | 26.09514 | 29.08615 | 32.08216 | 35.07717 | 37.09919 | 40.09420 |
| 24.05712 | 27.05613 | 30.05714 | 33.05515 | 36.05516 | 38.07418 | 41.07119 |
| 25.02911 | 28.03212 | 31.03313 | 34.03614 | 37.03615 | 39.05317 | 42.05318 |
| 26.01410 | 29.01611 | 32.01912 | 35.02113 | 38.02414 | 40.03816 | 43.03817 |
| $27 \quad 0 \quad 9$ | 30.00810 | 33.01011 | 36.01212 | 39.01413 | 41.02515 | 44.02716 |
|  | 3100 | 34.00510 | 37.00611 | 40.00812 | 42.01714 | 45.01815 |
|  |  |  | 38.00310 | 41.00411 | 43.01013 | 46.01214 |
|  |  |  |  |  | 44.00612 | 47.00713 |



## TABLE B4 continued

| $\mathrm{m}=7$ | n [smaller sample size $]=7$ |  |  |
| :---: | :---: | :---: | :---: |
|  | $\mathrm{m}=8$ | $\mathrm{m}=9$ | $\mathrm{m}=10$ |
| $\underline{\mathrm{x}} \mathrm{p} \quad \mathrm{x} *$ | x p $\mathrm{x}^{*}$ | $x \quad \mathrm{x} \quad \mathrm{x}^{*}$ | $\mathrm{x} \quad \mathrm{p} \mathrm{x}$ * |
| 61.15944 | 65.16847 | 70.15049 | 74.15752 |
| 62.13043 | 66.14046 | 71.12648 | 75.13551 |
| 63.10442 | 67.11645 | 72.10547 | 76.11550 |
| 64.08241 | 68.09544 | 73.08746 | 77.09749 |
| 65.06440 | 69.07643 | 74.07145 | 78.08148 |
| 66.04939 | 70.06042 | 75.05744 | 79.06747 |
| 67.03638 | 71.04741 | 76.04543 | 80.05446 |
| 68.02737 | 72.03640 | 77.03642 | 81.04445 |
| 69.01936 | 73.02739 | 78.02741 | 82.03544 |
| 70.01335 | 74.02038 | 79.02140 | 83.02843 |
| 71.00934 | 75.01437 | 80.01639 | 84.02242 |
| 72.00633 | 76.01036 | 81.01138 | 85.01741 |
|  | 77.00735 | 82.00837 | 86.01240 |
|  |  | 83.00636 | 87.00939 |


| $\mathrm{n}[$ smaller sample size] |  |
| :---: | :---: |
| $=9$ |  |


| $\mathrm{n}[$ smaller sample size $]=$ |
| :---: | :---: | :---: |
| $\mathrm{m}=10$ | $\mathrm{p} \quad \mathbf{x}^{*}$,
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Table B5. -- Quantiles (p-values) for the sign test statistic $\mathrm{S}^{+}$

Quantiles for the sign test are identical to quantiles of the binomial distribution with percentile $\mathrm{p}=0.5$. The approximation given in chapter 6 and used by most statistical software packages can be used for $n \geq 20$. Statistics textbooks that contain a table of exact quantiles for the binomial distribution for sizes below 20 include Hollander and Wolfe (1999) and Zar (1999).

An online table of exact quantiles for the binomial distribution can be found as of 5/2002 at: http://faculty.vassar.edu/lowry/binomial01.html

An example of using this online table:
Enter n (the number of data pairs) and $\mathrm{p}(=0.5)$. An exact table will be printed. Pvalues are cumulative probabilities, or values of the cumulative distribution function (cdf). For small values of the test statistic $\mathrm{S}^{+}$(called k in the online table) - values belown/2, use the "Down" column to read off a one-sided p -value for the sign test. For $\mathrm{S}^{+}$larger than $\mathrm{n} / 2$, use the "Up" column. The example output below is for $\mathrm{n}=13$. A one-sided p -value for $\mathrm{S}^{+}=4$ (the probability of getting an $\mathrm{S}^{+} \leq 4$ ) is 0.133 . The p-value for $S^{+}=9$ (the probability of getting an $S^{+} \geq 9$ ) also equals 0.133 . For a two-sided test, $\mathrm{p}=0.266$.

| Exact Probability | Cumulative <br> Down | Probability <br> Up |
| :--- | :--- | :--- |
| 0.000122070313 | 0.000122070313 | 1.0 |
| 0.001586914063 | 0.001708984375 | 0.999877929688 |
| 0.009521484375 | 0.01123046875 | 0.998291015625 |
| 0.034912109375 | 0.046142578125 | 0.98876953125 |
| 0.087280273438 | 0.133422851563 | 0.953857421875 |
| 0.157104492188 | 0.29052734375 | 0.866577148438 |
| 0.20947265625 | 0.5 | 0.70947265625 |
| 0.20947265625 | 0.70947265625 | 0.5 |
| 0.157104492188 | 0.866577148438 | 0.29052734375 |
| 0.087280273438 | 0.953857421875 | 0.133422851563 |
| 0.034912109375 | 0.98876953125 | 0.046142578125 |
| 0.009521484375 | 0.998291015625 | 0.01123046875 |
| 0.001586914063 | 0.999877929688 | 0.001708984375 |
| 0.000122070313 | 1.0 |  |
| 0.000122070313 |  |  |



Figure B1. Two-sided critical region (p-values), shaded, for the sign test. $n=13, S^{+}=4$ or 9 .

Table B6 - Critical test statistic values for the signed-rank statistic $\mathrm{W}^{+}$ (from McCornack, 1965)
© American Statistical Association. Used with permission.

The approximation given in chapter 6 , used by most statistics software packages, can be used for $\mathrm{n}>15$ and $\alpha \geq 0.025$. For $\alpha<0.025$, see exact tables in the McCornack paper or a textbook such as Hollander and Wolfe (1999), even for large sample sizes.
$\left[\right.$ reject $\mathrm{H}_{0}$ : at one-sided $\alpha$ when
$\mathrm{W}+\leq$ table entry $(\operatorname{small} \mathrm{W})]$

| $\alpha$-level |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{n}$ | .005 | .010 | .025 | .050 |
| 5 |  |  |  | 0 |
| 6 |  |  | 0 | 2 |
| 7 |  | 0 | 2 | 3 |
| 8 | 0 | 1 | 3 | 5 |
| 9 | 1 | 3 | 5 | 8 |
| 10 | 3 | 5 | 8 | 10 |
| 11 | 5 | 7 | 10 | 13 |
| 12 | 7 | 9 | 13 | 17 |
| 13 | 9 | 12 | 17 | 21 |
| 14 | 12 | 15 | 21 | 25 |
| 15 | 15 | 19 | 25 | 30 |
| 16 | 19 | 23 | 29 | 35 |
| 17 | 23 | 27 | 34 | 41 |
| 18 | 27 | 32 | 40 | 47 |
| 19 | 32 | 37 | 46 | 53 |
| 20 | 37 | 43 | 52 | 60 |

[ reject $\mathrm{H}_{0}$ : at one-sided $\alpha$ when $\mathrm{W}+\geq$ table entry (large W)]

|  | $\alpha$-level |  |  |  |
| :---: | ---: | :---: | ---: | ---: |
| $\mathbf{n}$ | .005 | .010 | .025 | .050 |
| 5 |  |  |  | 15 |
| 6 |  |  | 21 | 19 |
| 7 |  | 28 | 26 | 25 |
| 8 | 36 | 35 | 33 | 31 |
| 9 | 44 | 42 | 40 | 37 |
| 10 | 52 | 50 | 47 | 45 |
| 11 | 61 | 59 | 56 | 53 |
| 12 | 71 | 69 | 65 | 61 |
| 13 | 82 | 79 | 74 | 70 |
| 14 | 93 | 90 | 84 | 80 |
| 15 | 105 | 101 | 95 | 90 |
| 16 | 117 | 113 | 107 | 101 |
| 17 | 130 | 126 | 119 | 112 |
| 18 | 144 | 139 | 131 | 124 |
| 19 | 158 | 153 | 144 | 137 |
| 20 | 173 | 167 | 158 | 150 |

Table B7 - Critical test statistic values for the Friedman statistic Xf (from Martin, Leblanc and Toan, 1993)
© The Canadian Journal of Statistics. Used with permission.
The chi-square approximation given in chapter 7 is used by most statistics software packages. For comparing 3 to 5 groups of data with sample sizes (blocks) $\mathrm{n}<10$ in each group, an exact table should be used.
[reject $\mathrm{H}_{0}$ : at $\alpha$ when $\mathrm{Xf} \geq$ table entry]

| $\mathrm{k}=3$ groups | $\alpha$-level |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | :--- |
| $\mathbf{n}$ | $\mathbf{0 0 5}$ | $\mathbf{0 1 0}$ | $\mathbf{0 2 5}$ | $\mathbf{. 0 5 0}$ | $\mathbf{. 1 0}$ |
| 3 |  |  |  | 6.00 | 6.00 |
| 4 | 8.00 | 8.00 | 8.00 | 6.50 | 6.00 |
| 5 | 10.00 | 8.40 | 7.60 | 6.40 | 5.20 |
| 6 | 10.33 | 9.00 | 8.33 | 7.00 | 5.33 |
| 7 | 10.29 | 8.86 | 7.71 | 7.14 | 5.43 |
| 8 | 9.75 | 9.00 | 7.75 | 6.25 | 5.25 |
| 9 | 10.67 | 8.67 | 8.00 | 6.22 | 5.56 |
| 10 | 10.40 | 9.60 | 7.80 | 6.20 | 5.00 |


| $\mathrm{k}=\mathbf{4}$ groups | $\boldsymbol{\alpha}$-level |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $\mathbf{n}$ | $\underline{\mathbf{n} 05}$ | $\mathbf{. 0 1 0}$ | $\mathbf{. 0 2 5}$ | $\mathbf{. 0 5 0}$ | $\mathbf{. 1 0}$ |
| 2 |  |  |  | 6.00 | 6.00 |
| 3 | 9.00 | 9.00 | 8.20 | 7.40 | 6.60 |
| 4 | 10.20 | 9.60 | 8.40 | 7.80 | 6.30 |
| 5 | 10.92 | 9.96 | 8.76 | 7.80 | 6.36 |
| 6 | 11.40 | 10.20 | 8.80 | 7.60 | 6.40 |
| 7 | 11.40 | 10.37 | 9.00 | 7.80 | 6.43 |
| 8 | 11.85 | 10.50 | 9.00 | 7.65 | 6.30 |
| 9 | 12.07 | 10.87 | 9.13 | 7.80 | 6.47 |
| 10 | 12.00 | 10.80 | 9.12 | 7.80 | 6.36 |


| $\mathrm{k}=5$ groups | $\alpha$-level |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | . 005 | . 010 | . 025 | . 050 | . 10 |
| 2 |  | 8.00 | 8.00 | 7.60 | 7.20 |
| 3 | 10.67 | 10.13 | 9.60 | 8.53 | 7.47 |
| 4 | 12.00 | 11.20 | 9.80 | 8.80 | 7.60 |
| 5 | 12.48 | 11.68 | 10.24 | 8.96 | 7.68 |
| 6 | 13.07 | 11.87 | 10.40 | 9.07 | 7.73 |
| 7 | 13.26 | 12.11 | 10.51 | 9.14 | 7.77 |
| 8 | 13.50 | 12.30 | 10.60 | 9.30 | 7.80 |
| 9 | 13.69 | 12.44 | 10.67 | 9.24 | 7.73 |
| 10 | 13.84 | 12.48 | 10.72 | 9.28 | 7.76 |

Table B8 -- Quantiles (p-values) for Kendall's S statistic and tau correlation coefficient
For $\mathrm{N}>10$ use the approximation given in section 8.2.2

One-sided $\mathrm{p}=\operatorname{Prob}[\mathrm{S} \geq \mathrm{x}]=\operatorname{Prob}[\mathrm{S} \leq-\mathrm{x}]$

| x | $\mathrm{N}=$ Number of data pairs |  |  |  |  | $\mathrm{N}=$ Number of data pairs |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 4 | 5 | 8 | 9 |  | 3 | 6 | 7 | 10 |
|  |  |  |  |  | x |  |  |  |  |
| 0 | 0.625 | 0.592 | 0.548 | 0.540 | 1 | 0.500 | 0.500 | 0.500 | 0.500 |
| 2 | 0.375 | 0.408 | 0.452 | 0.460 | 3 | 0.167 | 0.360 | 0.386 | 0.431 |
| 4 | 0.167 | 0.242 | 0.360 | 0.381 | 5 |  | 0.235 | 0.281 | 0.364 |
| 6 | 0.042 | 0.117 | 0.274 | 0.306 | 7 |  | 0.136 | 0.191 | 0.300 |
| 8 |  | 0.042 | 0.199 | 0.238 | 9 |  | 0.068 | 0.119 | 0.242 |
| 10 |  | 0.0083 | 0.138 | 0.179 | 11 |  | 0.028 | 0.068 | 0.190 |
| 12 |  |  | 0.089 | 0.130 | 13 |  | 0.0083 | 0.035 | 0.146 |
| 14 |  |  | 0.054 | 0.090 | 15 |  | 0.0014 | 0.015 | 0.108 |
| 16 |  |  | 0.031 | 0.060 | 17 |  |  | 0.0054 | 0.078 |
| 18 |  |  | 0.0156 | 0.038 | 19 |  |  | 0.0014 | 0.054 |
| 20 |  |  | 0.0071 | 0.022 | 21 |  |  | 0.0002 | 0.036 |
| 22 |  |  | 0.0028 | 0.0124 | 23 |  |  |  | 0.023 |
| 24 |  |  | 0.0009 | 0.0063 | 25 |  |  |  | 0.0143 |
| 26 |  |  | 0.0002 | 0.0029 | 27 |  |  |  | 0.0083 |
| 28 |  |  | $<0.0001$ | 0.0012 | 29 |  |  |  | 0.0046 |
| 30 |  |  |  | 0.0004 | 31 |  |  |  | 0.0023 |
| 32 |  |  |  | 0.0001 | 33 |  |  |  | 0.0011 |
| 34 |  |  |  | <0.0001 | 35 |  |  |  | 0.0005 |
| 36 |  |  |  | <0.0001 | 37 |  |  |  | 0.0002 |
|  |  |  |  |  | 39 |  |  |  | <0.0001 |
|  |  |  |  |  | 41 |  |  |  | $<0.0001$ |
|  |  |  |  |  | 43 |  |  |  | <0.0001 |
|  |  |  |  |  | 45 |  |  |  | <0.0001 |

Table generated by D. Helsel

## Appendix C

## Data Sets

|  |  | Chapter cited <br> Data Set C1 |
| :--- | :--- | :---: |
| Data Set C2 | Annual peak discharges for the Saddle River, NJ | 2,3 |
| Data Set C3 | Daily streamflow for the Potomac River, Wash. D.C. | 3,6 |
| Data Set C4 | Atrazine concentrations | 3 |
| Data Set C5 | Subset of iron concentrations at low flow | 6 |
| Data Set C6 | Complete set of iron concentrations | 7 |
| Data Set C7 | Specific capacities of wells in Pennsylvania | 7 |
| Data Set C8 | Corbicula on the Tennessee River | 7 |
| Data Set C9 | TDS concentrations for the Cuyahoga River, Ohio | 7 |
| Data Set C10 | Phosphorus transport, Illinois River at Marseilles | 9 |
| Data Set C11 | Grain size and permeability of alluvial aquifers | 9 |
| Data Set C12 | ROE and TDS data, | 9 |
| Data Set C13 | Rappahannock R. near Fredericksburg, Virginia | 10 |
| Data Set C14 | Mean annual runoff and basin characteristics | 10 |
| Data Set C15 | Urban total nitrogen loads | 11 |
| Data Set C16 | Uranium and TDS in groundwaters | 11 |
| Data Set C17 | Green River, Kentucky sediment transport data | 11 |
| Data Set C18 | Maumee River, Ohio total P trends data | 12 |
| Data Set C19 | Water levels, P-R-M system middle aquifer, NJ | 12 |
| Data Set C20 | Factors affecting contamination from impoundments | 12 |
|  |  | 15 |

Data sets are available in both ASCII and MS Excel formats. See the online location from which you obtained this book for the data files HhappC.dat and HhappC.xls .

## Appendix D

## Answers to Selected Exercises

## Chapter 1

1.1 For the well yield data:
a) mean $=0.19$
b) trimmed mean $=0.05$
c) geometric mean $=0.04$
d) median $=0.04$
e) They differ because the data are skewed. The estimates which are more robust are similar, while the mean is larger.
1.2
a) standard deviation $=0.31$
b) interquartile range $=0.36$
c) $\mathrm{MAD}=0.04$
d) skew $=2.07$. quartile skew $=0.83$.

Because the data are asymmetric, the median difference is small, but the IQR and standard deviation are not.
mean $=1.64$
median $=0.80$
geometric mean $=0.04$
skew $=3.09$
std. dev. $=2.85$
$\mathrm{IQR}=0.61$
MAD $=0.25$
quartile skew $=-0.10$

The largest observation is an outlier. Though the skew appears to be strongly positive, and the standard deviation large, this is due only to the effect of that one point. The majority of the data are not skewed, as shown by the more resistant quartile skew coefficient.
a) assuming the outlying observation is accurate, representing some high-nitrogen location which is important to have sampled, the mean must be used to compute the mass of nitrogen falling per square mile. It would probably be computed by weighting concentrations by the surface area represented by each environment. The median would under-represent this mass loading.
b) the median would be a better "typical" concentration, and the IQR a better "typical" variability, than the mean and standard deviation. This is due to the strong effect of the one unusual point on these traditional measures.

## Chapter 2

## $2.1 \quad$ a)


b)


Annual Peak Streamflow, in cfs
c)


Either a cube root or logarithmic transform would increase symmetry.
$2.2 \quad$ a)

b)


The data are strongly right-skewed. A log transformation makes these data more symmetric.
2.3 Q-Q plot.


Boxplots:


Histograms:



The granodiorite shows higher chloride concentrations than does the quartz monzonite. This can be seen with any of the three graphs, but most easily with the boxplot. From the $\mathrm{Q}-\mathrm{Q}$ plot, the relationship does not look linear.
2.4 There appears to be no effect of the waste treatment plant.

## Chapter 3

3.1 nonparametric: $\mathrm{x}^{\prime}=4(\alpha / 2=.0154) . \mathrm{R}_{\mathrm{l}}=5, \mathrm{R}_{\mathrm{u}}=14$.
$0.4 \leq \mathrm{Cl}_{0.5} \leq 3.0$ at $\alpha=0.031$.
This is as close to 0.05 as the table allows.
parametric: Using the natural logs of the data,

$$
\begin{gathered}
\exp (-0.045-2.11 \cdot \sqrt{1.63 / 18}) \leq \mathrm{GM}_{\mathrm{x}} \leq \exp (-0.045+2.11 \cdot \sqrt{1.63 / 18}) \\
0.51 \leq \mathrm{GM}_{\mathrm{x}} \leq 1.80
\end{gathered}
$$

Either of intervals is reasonable. The logs of the data still retain some skewness, so the nonparametric interval may be more realistic. The parametric interval might be preferred to obtain an alpha of 0.05 . The choice would depend on whether the assumption of lognormality was believed.
3.2 symmetric: $\quad 0.706-2.12 \cdot \sqrt{0.639 / 17} \leq \mu \leq 0.706+2.12 \cdot \sqrt{0.639 / 17}$

$$
0.30 \leq \mu \leq 1.12
$$

Point estimates: mean $=0.705$ (assuming normal distribution).
mean $=\exp (-0.849+0.5 \cdot 1.067)$
$=0.73$ (assuming a lognormal distribution).
As the logs of the data are more symmetric than the data prior to transformation, the lognormal (2nd) estimate is preferred.
3.3 Parametric $95 \%$ prediction interval:
$0.19-2.20 \cdot \sqrt{0.0975+(0.0975 / 12)}$ to $0.19+2.20 \cdot \sqrt{0.0975+(0.0975 / 12)}$
or $\quad-0.53$ to 0.91 gallons $/ \mathrm{min} /$ foot. Includes 0.85 , so same distribution.
Nonparametric $95 \%$ prediction interval:
$\mathrm{X}[0.025 \cdot 13]$ to $\mathrm{X}_{[0.975 \cdot 13]} \mathrm{X}_{0.325}$ to $\mathrm{X}_{12.675}$
The sample size is too small to produce such a wide ( $95 \%$ ) nonparametric prediction interval. Therefore a parametric interval must be used. However, the negative lower end of the parametric prediction interval indicates that a symmetric interval is not appropriate. So an asymmetric interval resulting from taking logarithms should be used instead of the one above.
3.4 The data look relatively symmetric, so no logs taken.
mean: $\quad 683 \pm 126$, or $\quad 557->809 \alpha=.05$.
median: $\quad \mathrm{R}_{\mathrm{l}}=6, \mathrm{R}_{\mathrm{u}}=15 \quad$ 524->894 $\alpha=.041$.
3.5 The 90 th percentile $=2445 \mathrm{cfs}$. A one-sided $95 \%$ confidence interval for the 90th percentile (an upper confidence limit to insure that the intake does not go dry) is found using the large-sample approximation of equation 3.17:

$$
\begin{aligned}
\mathrm{R}_{\mathrm{u}} & =365 \bullet 0.1+\mathrm{z}[0.95] \cdot \sqrt{365 \bullet 0.1 \bullet(0.9)}+0.5 \\
& =36.5+1.645 \cdot 5.73+0.5=46.4
\end{aligned}
$$

The 46th ranked point is the upper CI, or 2700 cfs .

## Chapter 4

4.1 For the before-1969 data, PPCC $r=0.986$. For the after-1969 data, PPCC $r=0.971$. Critical values of r are 0.948 and 0.929 , respectively. Therefore normality cannot be rejected for either period at $\alpha=0.05$.
4.2 For the arsenic data, PPCC $r=0.844$. The critical $r^{*}$ from Appendix table B3 is $r^{*}=0.959$. Therefore reject normality. For log-transforms of the data, PPCC $\mathrm{r}=0.973$. Normality of the transformed data is not rejected.

## Chapter 5

5.1 The p-value remains the same.
5.2 Given that we wish to test for a change in concentration, but the direction of the change is not specified in the problem, this should be a two-sided test. If it had stated we were looking for an increase, or a decrease, the test would have been a one-sided test.
5.3 a. Quantiles are the 12 "after" data, and 12 quantiles computed from the 19 "before" data:

| $i$ | $j$ | "after" | "before" |
| ---: | :---: | :---: | :---: |
| 1 | 1.34 | 1350.00 | 1222.13 |
| 2 | 2.92 | 2260.00 | 1715.25 |
| 3 | 4.49 | 2350.00 | 1739.84 |
| 4 | 6.06 | 2870.00 | 1900.82 |
| 5 | 7.64 | 3060.00 | 2506.23 |
| 6 | 9.21 | 3140.00 | 2614.92 |
| 7 | 10.79 | 3180.00 | 2717.21 |
| 8 | 12.36 | 3430.00 | 2873.61 |
| 9 | 13.93 | 3630.00 | 3375.24 |
| 10 | 15.51 | 3780.00 | 3591.15 |
| 11 | 17.08 | 3890.00 | 3922.29 |
| 12 | 18.66 | 5290.00 | 4617.37 |



The relationship appears additive. The Hodges-Lehmann estimate (median of all possible after-before differences) $=480 \mathrm{cfs}$.
b. After regulation, the reservoir appears to be filling. Any test for change in flow should omit data during the transition period of 1969-1970. Plots of time series are always a good idea. They increase the investigator's understanding of the data. Low flows after regulation are not as low as those before. This produces the pattern seen in the Q-Q plot of the low quantiles being lower after regulation. while the upper quantiles appear the same, as shown by the drift closer to the $x=y$ line for the higher values.

c. With 1969 and 70 included, $\mathrm{W}_{\mathrm{rs}}=273.5 \mathrm{p}=0.22$. The after flows are not significantly different. With 1969 and 70 excluded, $\mathrm{W}_{\mathrm{rs}}=243.5 \mathrm{p}=0.06$. The after flows are close to being significantly different -- more data after regulation is needed.

| $\frac{\underline{\text { Exact test }}}{\underline{\mathrm{X}}}$ | $\underline{Y}$ | $\underline{\mathrm{R}(\mathrm{Y})}$ | $\underline{\mathrm{R}(\mathrm{X})}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1.5 | 2 | 1 |
| 2 | 2.5 | 4 | 3 |
| 3 | 3.5 | 6 | 5 |
|  |  |  |  |
| 4 | 4.5 | 8 | 7 |
|  | 5.5 | 9 |  |
|  | 7.0 | 10 |  |
|  | 10.0 | 11 |  |
|  | 20.0 | 12 |  |
|  | 40.0 | 13 |  |
|  | 100.0 | 14 |  |
| $\mathrm{n}=4 \mathrm{~m}=10$ |  | $\mathrm{~W}_{\mathrm{rs}}=\Sigma \mathrm{R}_{\mathrm{x}}=16$ |  |

From table B4, $\operatorname{Prob}\left(\mathrm{W}_{\mathrm{rs}} \leq 16\right)=.027$. The two-sided exact p -value $=0.054$

## Large-sample approximation

The mean is $\mu_{\mathrm{W}}=\frac{\mathrm{n} \bullet(\mathrm{N}+1)}{2}=\frac{4 \cdot 15}{2}=30$
The standard deviation is given by $\sigma_{\mathrm{W}}=\sqrt{\frac{\mathrm{n} \cdot \mathrm{m} \cdot(\mathrm{N}+1)}{12}}=7.0711$

$$
\mathrm{Z}_{\mathrm{rs}}=\frac{16-\mu_{\mathrm{W}}+1 / 2}{\sigma_{\mathrm{W}}}=-1.909
$$

Using linear interpolation between -1.9110 and -1.8957 in a table of the standard normal distribution gives the one-tail probability of 0.028 . So the two-sided approximate p -value is 0.056 .

## t-test on the ranks

Replacing variable values by ranks gives

$$
\begin{array}{lllc}
\bar{x}=4 & S_{x}=2.582 & S^{2}{ }_{x}=6.667 & n=4 \\
\bar{y}=8.9 & S_{y}=3.928 & S_{y}^{2}=15.429 & m=10
\end{array}
$$

The pooled variance is :

$$
\begin{aligned}
& \mathrm{S}^{2}=\frac{3 \mathrm{~S}_{\mathrm{x}}^{2}+9 \mathrm{~S}_{\mathrm{y}}^{2}}{12}=13.2386 \\
& \mathrm{~S}=3.639
\end{aligned}
$$

$$
\mathrm{t}=\frac{\bar{x}-\bar{y}}{S \sqrt{(1 / n+1 / m)}}=-2.27610
$$

Linear interpolation for a student's $t$ with 12 degrees of freedom gives

$$
.975+\frac{(2.27610-2.1788)}{(2.6810-2.1788)} \cdot .015=.97791 \quad 1.0-.97791=.022
$$

The two-sided rank transform p-value is .044 .

| Summary |  |
| :---: | :---: |
| Approach | p-value |
| Rank-Sum Exact | 0.054 |
| Rank-Sum Approx. | 0.056 |
| t test on ranks | 0.044 |

To compute $\hat{\Delta}$, the $(\mathrm{n} \bullet \mathrm{m})=40$ differences $\left(\mathrm{X}_{\mathrm{i}}-\mathrm{Y}_{\mathrm{j}}=\mathrm{D}_{\mathrm{j}}\right)$ are:

| $\left(\mathrm{Y}_{1}\right)$ | 0.5 | 1.5 | 2.5 | 3.5 | 4.5 | 6 | 9 | 19 | 39 | 99 |
| :--- | ---: | ---: | ---: | ---: | ---: | :--- | :--- | :--- | :--- | :--- |
| $\left(\mathrm{Y}_{2}\right)$ | -0.5 | 0.5 | 1.5 | 2.5 | 3.5 | 5 | 8 | 18 | 38 | 98 |
| $\left(\mathrm{Y}_{3}\right)$ | -1.5 | -0.5 | 0.5 | 1.5 | 2.5 | 4 | 7 | 17 | 37 | 97 |
| $\left(\mathrm{Y}_{4}\right)$ | -2.5 | -1.5 | -0.5 | 0.5 | 1.5 | 3 | 6 | 16 | 36 | 96 |

$$
\hat{\mathrm{D}}=\text { median of } 40 \mathrm{D}_{\mathrm{j}} \text { 's }\left(\mathrm{D}_{\text {rank }} 20+\mathrm{D}_{\text {rank }} 21\right) / 2=3.75
$$

> Yields with fracturing
$\mathrm{r}_{\text {crit }}=.932$, accept normality $\quad \mathrm{r}_{\text {crit }}=.928$, reject normality
Because one of the groups is non-normal, the rank-sum test is performed.
$\mathrm{W}_{\mathrm{rs}}=\Sigma \mathrm{R}_{\mathrm{without}}=121.5$. The one-sided p-value from the large-sample approximation $\mathrm{p}=0.032$. Reject equality. The yields from fractured rocks are higher.
5.6 The test statistic changes very little $\left(\mathrm{W}_{\mathrm{rs}}=123\right)$, indicating that most information contained in the data below detection limit is extracted using ranks. Results are the same (one-sided p-value $=0.039$. Reject equality). A t-test could not be used without improperly substituting some contrived values for less-thans which might alter the conclusions.

## Chapter 6

6.1 The sign test is computed on all data after 683 cfs is subtracted. $\mathrm{S}^{+}=11$. From table B5, reject if $\mathrm{S}^{+} \geq 14$ (one-sided test). So do not reject. $\mathrm{p}>0.25$.
6.2 c is not a matched pair.
6.3 a. $H_{0}: \mu($ South Fork) $-\mu($ North Fork $)=0$.
$\mathrm{H}_{1}: \mu($ South Fork $)-\mu($ North Fork $) \neq 0$.
b. A boxplot of the differences shows no outliers, but the median is low. Conductance data are usually not skewed, and the PPCC $\mathrm{r}=0.941$, with normality not rejected. So a t-test on the differences is computed (parametric).

c. $t=-4.24 \quad \mathrm{p}=0.002 \quad$ Reject $\mathrm{H}_{0}$.
d. Along with the boxplot above, a scatterplot shows that the South Fork is higher only once:

e. The mean difference is -64.7 .
6.4 Because of the data below the reporting limit, the sign test is performed on the differences Sept-June. The one-sided p -value $=0.002$. Sept atrazine concentrations are significantly larger than June concs before application.
6.5 For the t -test, $\mathrm{t}=1.07$ with a one-sided p -value of 0.15 . The t -test cannot reject equality of means because one large outlier in the data produces violations of the assumptions of normality and equal variance.

## Chapter 7

7.1 As a log-transformed variable, pH often closely follows a normal distribution. See the following boxplots:

pH for three piezometer groups (from Robertson et al., 1984)

The PPCC for the three groups ( 0.955 for BP-1, 0.971 for BP-2, and 0.946 for BP-9) cannot disprove this assumption. Therefore ANOVA will be used to test the similarity of the three groups.

Anova Table:

| Source | df | SS | MS | F | p-value |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Piez Gp | 2 | 7.07 | 3.54 | 9.57 | 0.002 |
| $\underline{\text { Error }}$ | $\underline{15}$ | $\underline{5.54}$ | 0.37 |  |  |
| Total | 17 | 12.61 |  |  |  |

The groups are declared different. Statistics for each are:

| GP | N | Mean | Std. Dev. | Pooled Std. Dev $=0.608$ |
| :--- | ---: | ---: | :---: | :---: |
| BP-1 | 6 | 7.65 | 0.596 |  |
| BP-2 | 6 | 6.68 | 0.279 |  |
| BP-9 | 6 | 8.20 | 0.822 |  |

A Tukey's test on the data is then computed to determine which groups are different. The least significant range for Tukey's test is

$$
\begin{aligned}
\operatorname{LSR} & =\mathrm{q}_{(0.95,2,15)} \cdot \sqrt{0.37 / 6}=3.01 \cdot 0.248 \\
& =0.75
\end{aligned}
$$

Any group mean pH which differs by more than 0.75 is significantly different by the Tukey's multiple comparison test. Therefore two piezometer groups are contaminated, significantly higher than the uncontaminated $\mathrm{BP}-2$ group:

$$
\mathrm{BP}-9 \cong \mathrm{BP}-1>\mathrm{BP}-2
$$

Since the sample sizes are small ( $\mathrm{n}=6$ for each group) one might prefer a Kruskal-Wallis test to protect against any hidden non-normality:

| GP | N | MEDIAN | $\overline{\mathrm{R}}_{\mathrm{j}}$ |
| :---: | :---: | :---: | :---: |
| BP-1 | 6 | 7.60 | 11.3 |
| BP-2 | 6 | 6.75 | 3.6 |
| BP-9 | 6 | 8.00 | 13.6 |

Overall Median $=9.5$
$\mathrm{K}=11.59 \quad \chi^{2} 0.95,(2)=5.99$. Reject $\mathrm{H}_{0}$, with $\mathrm{p}=0.003$. ANOVA and Kruskal-Wallis tests give identical results.
7.2 Boxplots of the data indicate skewness. Therefore the Kruskal-Wallis test is computed:

$$
\mathrm{K}=7.24 \quad \text { Corrected for ties, } \mathrm{K}=7.31 . \mathrm{p}=0.027
$$

Reject that all groups have the same median chloride concentration.


The medians are ranked as granodiorite $>$ qtz monzonite $>$ ephemeral. Individual $\mathrm{K}-\mathrm{W}$ tests are computed for adjacent pairs at $\alpha=0.05$ :
granodiorite $\cong \mathrm{qtz}$ monzonite ( $\mathrm{p}=0.086$ )
qtz monzonite $\cong$ ephemeral ( $\mathrm{p}=0.27$ ). So:
granodiorite qtz monzonite ephemeral
$\qquad$
7.3 Median polish for the data of strata 1:

|  | Winter | Spring | Summer | Fall | Year median |
| :--- | :--- | :--- | :---: | :---: | :---: |
| 1969 | 25.25 | 11.25 | 10.25 | 10.75 | 8.75 |
| 1970 | 16.5 | 2.5 | 1.5 | 2 | 0.00 |
| 1971 | 15 | 1 | 0 | 0.5 | -1.50 |
| median | 14.25 | 0.25 | -0.75 | -0.25 | $\mathbf{2 . 2 5}$ |

Corbicula densities were 14 units higher in winter than in other seasons, and 9 to 10 units higher in 1969 than 1970 or 1971. Those effects dominated all others. This is shown by a plot of the two-way polished medians:


The residuals are skewed, as shown in a boxplot:


However, a residuals plot of cell residuals versus the comparison value shows outliers, but an overall slope of zero, stating that no power transformation will improve the situation very much.

7.4 Due to the outliers noted above, ranks of the Corbicula data were used to test the effects of season and year on the number of organisms.

| Source | df | SS | MS | F | p-value |
| :--- | :---: | ---: | :---: | :---: | :---: |
| Year | 2 | 1064.7 | 532.33 | 13.78 | 0.000 |
| Season | 3 | 1300.7 | 433.57 | 11.23 | 0.000 |
| Year*Season | 6 | 560.8 | 93.46 | 2.42 | 0.057 |
| Error | $\underline{24}$ | $\underline{926.8}$ | 38.62 |  |  |
| Total | 35 | 3853.0 |  |  |  |

A two-way ANOVA on the ranks indicates that both season and year are significant influences on the density of Corbicula, and that there is no interaction. This is illustrated well by the plot of polished medians above.
7.5 Not answered.

## Chapter 8

8.1 The plot of uranium versus total dissolved solids looks like it could be nonlinear near the 0 TDS boundary. So Spearman's rho was computed, and rho $=0.72$ with $\mathrm{t}_{\mathrm{r}}=4.75$ and $\mathrm{p}<0.001$.

8.2 Pearson's $\mathrm{r}=0.637$ with $\mathrm{t}_{\mathrm{r}}=3.79$ and $\mathrm{p}<0.001$. Kendall's tau $=0.53$ with $\mathrm{p}<0.001$. The suggestion of nonlinearity would favor either rho or tau, though the nonlinearity is not serious in this case.
8.3 Not answered.

## Chapter 9

9.1 A residuals plot for the untransformed variables shows strong curvature. A log-log regression gives an acceptable plot, with one outlier not influencing the line:

$$
\log (\text { Yield })=6.74+1.39 \bullet \log (\text { Grain Size }) \quad \mathrm{t}=8.14 \quad \mathrm{p}<0.001
$$

9.2 The overall mean yield will be the average of estimates of mean yield for the four wells from the regression equation. Applying the $1 / 2 \mathrm{~s}^{2}$ correction factor to obtain the mean yield rather than the median, the estimated mean yields are:
$46.104 \quad 120.830 \quad 316.669 \quad 556.380$ with overall mean $=260 \mathrm{gal} / \mathrm{day} / \mathrm{ft}^{2}$.
9.3 Here are some possible transformations, including the $\log$. Can $\log \mathrm{Q}$ be improved on? explanatory variable
Q

Q 0.5
$\log \mathrm{Q}$
Q ${ }^{-0.25}$
$\mathrm{Q}^{-0.5} \quad 55.4 \%$
$\mathrm{Q}^{-1} \quad 47.9 \%$
$1 /(1+0.00001 \mathrm{Q}) \quad 41.8 \%$
$1 /(1+0.0001 \mathrm{Q}) \quad 47.6 \%$
$1 /(1+0.001 \mathrm{Q}) \quad 58.5 \%$
$1 /(1+0.01 \mathrm{Q}) \quad 52.4 \%$
$1 /(1+0.1 \mathrm{Q}) \quad 48.5 \%$
There are perhaps two other good candidate explanatory variables on this list, $\mathrm{Q}^{-0.25}$, and $1 /(1+0.001 \mathrm{Q})$. Neither improve significantly over $\log \mathrm{Q}$, based on $\mathrm{R}^{2}$ or on residuals plots. A residuals plot and probability plot of residuals for the hyperbolic transformation having $\mathrm{b}=0.001$ are below.

When $\mathrm{b}=0.00001$ or smaller, the model is virtually identical to the linear model TDS $=$ $\mathrm{b}_{0}+\mathrm{b}_{1} \mathrm{Q}$ [a power transformation with $\theta=1$ ]. When $\mathrm{b}=0.1$ or larger, the model is virtually identical to the inverse model TDS $=\mathrm{b}_{0}+\mathrm{b}_{1}(1 / \mathrm{Q})$ [a power transformation with $\theta=-1$ ]. Values of b in between these provide functions similar to moving down the ladder of powers from $\theta=1$ to $\theta=-1$. The advantage of using the hyperbolic function is its interpretability as a mixing of ground and surface waters (Johnson et al., 1969).
9.4 If the objective is to predict LOAD, then that (or its transform) should be the dependent variable. The regression statistics (especially PRESS) will then tell how well the predictions will do. If $\ln (\mathrm{C})$ is used as the dependent variable, the standard error $\mathrm{s}=0.3394$, exactly
the same as in the equation for $\ln (\mathrm{LOAD})$, but $\mathrm{R}^{2}=17.3 \%$ rather than $67.9 \%$ for $\ln (\mathrm{LOAD})$. The t statistic on $\beta_{1}$ is -4.43 , also significant but not as much as when $\mathrm{y}=$ $\ln (\mathrm{LOAD})$. In other words, the error of the $\ln (\mathrm{C})$ values is exactly the same magnitude as the errors of $\ln (\mathrm{LOAD})$. The percent variation explained drops from $67.9 \%$ to $17.3 \%$, the difference being the strong effect of Q on variation in LOAD. Note the changes in regression coefficients. The previous model was $\ln (\mathrm{LOAD})=0.789+0.761 \ln (\mathrm{Q})$. This one is $\ln (\mathrm{C})=-.194-.239 \ln (\mathrm{Q})$. The intercept decreased by an amount equal to $\ln (2.7)$ (the $\log$ of the unit conversion coefficient) and the slope decreased by exactly 1 because Q is removed from both sides. The standard errors of the coefficients are both unchanged.

If LOAD were computed by using the regression for $\ln (\mathrm{C})$ and then multiplying that result by 2.7 Q, exactly the same estimates would result as when using the equation for $\ln (\mathrm{LOAD})$. This is true regardless of which estimation method is employed (median, MLE, or Smearing), and will always be true for log-log regression estimation. The moral of the story is: if your boss thinks that you shouldn't use $\ln (\mathrm{LOAD})$ as the dependent variable and you can't convince him or her otherwise, go ahead and predict $\ln (\mathrm{C})$, and from that $\ln (\mathrm{LOAD})$, and you will still get the results you got doing it the simple way.

## Chapter 10

10.1

| X | Y | Slopes |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | 30 | 10 | 15 | 13 | 9.2 |
| 2 | 40 | -10 | 7.5 | 7.33 | 4 |  |
| 3 | 30 | 25 | 16 | 8.67 |  |  |
| 4 | 55 | 7 | 0.5 |  |  |  |
| 5 | 62 | -6 |  |  |  |  |
| 6 | 56 |  |  |  |  |  |

Ranked slopes: $-10,-6,0.5,4,7,7.33,7.55,8.67,9.2,10,13,15,16,25,30$
a) $\quad$ Median slope $=\quad 8.67=$ Theil slope estimator $\hat{\mathrm{b}}_{1}$

Median X $=3.5$
Median Y $=47.5$
$\mathrm{S}=\mathrm{P}-\mathrm{M} \quad=13-2=11$
b) $\tau \quad=\frac{\mathrm{S}}{\mathrm{n}(\mathrm{n}-1) / 2} \quad=\frac{11}{6 \cdot 5 / 2} \quad=0.73$
c) intercept $\hat{\mathrm{b}}_{0}=\mathrm{Y}_{\text {med }}-\hat{\mathrm{b}}_{1} \cdot \mathrm{X}_{\text {med }}=47.5-8.67 \cdot 3.5=17.17$
$\mathrm{Y}=17.17+8.67 \cdot \mathrm{X} \quad$ is the Kendall-Theil equation
$(\mathrm{Y}=10.07+9.17 \bullet \mathrm{X} \quad$ is the OLS equation for the same data $)$
d) from table B 8 , for $\mathrm{S}=11$ and $\mathrm{n}=6$, two-sided p -value $=2 \bullet 0.028=0.056$.
10.2

| X | $\frac{\mathrm{Y}}{}$ |  | Slopes |  |  |  |  |  |
| :--- | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 |  | 30 | 10 | 15 | 47.5 |  |  |
| 2 | 40 | -10 | 7.5 | 53.33 | 4 | 9.2 |  |  |
| 3 | 30 | 25 | 85 | 8.67 |  |  |  |  |
| 4 | 55 | 145 | 0.5 |  |  |  |  |  |
| 5 | 200 | -144 |  |  |  |  |  |  |
| 6 | 56 |  |  |  |  |  |  |  |

Ranked slopes $-144,-10,0.5,4,7.5,8.67,9.2,10,15,25,30,47.5,53.33,85,145$
a) Median slope $=10=$ Theil slope estimator $\hat{\mathrm{b}}_{1}$

Median X $=3.5$
Median $Y=47.5$
b) $\quad \mathrm{S}$ and $\tau$ are unchanged
c) $\quad \hat{\mathrm{b}}_{0}=47.5-10 \cdot 3.5=12.5$

$$
\mathrm{Y}=12.5+10 \cdot \mathrm{X} \quad \text { the Kendall-Theil equation is similar to ex. 10.1. }
$$

$$
(\mathrm{Y}=-8.33+21 \cdot \mathrm{X} \quad \text { the OLS slope has changed a lot from ex. 10.1) }
$$

d) the p -value is unchanged.
e) for a $95 \%$ confidence interval, the closest entry in table B 8 to $\alpha / 2=0.025$ is $\mathrm{p}=0.028$ for $\mathrm{X}_{\mathrm{u}}=11$. From eqs. 10.3 and 10.4,

$$
\mathrm{R}_{\mathrm{u}}=\frac{(15+11)}{2}=13 \text { for } \mathrm{N}=15 \text { and } \mathrm{X}_{\mathrm{u}}=11
$$

The rank $\mathrm{R}_{1}$ of the pairwise slope corresponding to the lower confidence limit is

$$
\mathrm{R}_{1}=\frac{(15-11)}{2}+1=3
$$

So an $\alpha=0.054$ confidence limit for $\hat{\beta}_{1}$ is the interval between the 3 rd and 13th ranked pairwise slope (the 3rd slope in from either end), or

$$
0.5 \leq \hat{\beta}_{1} \leq 53.3
$$

10.3 The unweighted OLS regression equation is

$$
\mathrm{Y}=-8.3+21.0 \cdot \mathrm{X} \quad \mathrm{t}=1.41 \quad \mathrm{p}=0.23
$$



The residuals are then divided by $6 \cdot(\mathrm{MAD})$, where the MAD is the median of the absolute values of the residuals. Bisquare weights are computed for each data point:

| pt \# | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| weight | 0.999 | 0.996 | 0.935 | 0.954 | 0.179 | 0.631 |

A first weighted least squares is then computed:

$$
\mathrm{Y}=3.1+13.1 \mathrm{X} \quad \mathrm{t}=1.49 \quad \mathrm{p}=0.21
$$

Bisquare weights are again computed for each data point, using residuals from the first WLS:

| pt \# | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| weight | 0.984 | 0.952 | 0.938 | 1.000 | 0.000 | 0.746 |

A second WLS is then computed:

$$
\mathrm{Y}=10.4+8.80 \mathrm{X} \quad \mathrm{t}=2.73 \quad \mathrm{p}=0.07
$$

Though the slope has diminished from the OLS line, the significance has greatly increased due to the lower weight of the outlier. Note the similarity between this WLS and the Kendall's robust line. A residuals plot shows that the WLS line fits most of the data much better than with OLS. The outlier's influence on the slope has diminished, and its residual remains large.


Some object: "Isn't this WLS line the same as throwing away the outlier -- it has a weight of zero?" The difference is that the outlier was determined to be downweighted to zero by the data itself, not an arbitrary decision by the data analyst. Weighted least squares also allows outliers to have partial weights, not simply a zero or one weight as with discarding the outlier. So WLS is far less arbitrary and far more consistent in its assignment of weights to all data points than is throwing away outliers.
10.4 Lowering $=-2.07-0.167 \cdot$ Years $\quad r^{2}=0.76$


OLS does not follow the data as well as the smooth because the data are nonlinear.
10.5 Plotting the 20 years of joint data shows that curvature and heteroscedasticity exist, and transformation is required before regression. Thus the natural logs of both are taken. A linear relation results, as shown in the following plot.


Regression between the 20 year joint record at the two stations is:

$$
\operatorname{Ln}(\text { Short })=1.095+0.507 \cdot \operatorname{Ln}(\text { Base }) \quad \mathrm{t}=6.00 \quad \mathrm{p}<0.001 \quad \mathrm{R}^{2}=0.67
$$

Using this equation and the 30 additional years of record at Base, 30 years of simulated flows at Short are generated. Now the LOC is used to generate estimates of the "Short" 30 -year record. Summary statistics for the 20 years of joint $\operatorname{Ln}$ (Base) and $\operatorname{Ln}$ (Short) records are as follows:

|  | n | Mean | Stdev | Median | $\underline{\text { P25 }}$ | P75 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ln(Short) | 20 | 2.319 | 0.524 | 2.160 | 1.862 | 2.850 |
| Ln(Base) | 20 | 2.414 | 0.844 | 2.190 | 1.802 | 3.200 |

From equation 10.10,

$$
\begin{aligned}
\mathrm{Y}_{\mathrm{i}} & =\overline{\mathrm{Y}}+\operatorname{sign}[\mathrm{r}] \cdot \frac{\mathrm{s}_{\mathrm{y}}}{s_{\mathrm{x}}} \cdot\left(\mathrm{X}_{\mathrm{i}}-\mathrm{X}\right), \quad \text { or } \\
& \mathrm{Ln}(\text { Short }) \stackrel{2.319+(.524 / .844)}{=} \cdot(\operatorname{Ln}(\text { Base })-2.414) \\
& =0.820+.621 \cdot \operatorname{Ln}(\text { Base })
\end{aligned}
$$

Note how the slope and intercept for LOC differ from the regression coefficients. Summary statistics for the estimated flows at "Short" by the two methods are compared to the true 30-year record from Appendix C13 in the following table.

|  | $\underline{\mathrm{n}}$ | $\underline{\text { Mean }}$ | $\underline{\underline{\text { Stdev}}}$ | $\underline{\text { Median }}$ | $\underline{\text { P25 }}$ | $\underline{\underline{\text { P75 }}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| OLS est. | 30 | 2.2087 | 0.4975 | 2.0228 | 1.7731 | 2.6249 |
| LOC est. | 30 | 2.184 | 0.609 | 1.956 | 1.651 | 2.694 |
| true values | 30 | 2.079 | 0.613 | 1.930 | 1.630 | 2.290 |

The standard deviation for the regression estimate is too small, as expected.

Boxplots are presented below for three groups: the 30-year estimates using regression and LOC combined with the 20-year record at Short, and the actual 50 -year record. LOC comes closer to correctly estimating the lowest and highest flows. The regression estimates are too low for high flows, and too high for low flows. They "regress" toward the mean more than the actual data because the standard deviation of the estimates is too small, as $\mathrm{R}^{2}<1$.

10.6 Not answered.

## Chapter 11

11.1 The full multiple regression model contains strong multi-collinearity. The VIFs among the four percentage variables are huge:

| $\begin{aligned} \text { LOGTN }= & -1.3+0.596 \text { LOGDA }+0.346 \text { LOGIMP }+0.0314 \text { MMJTEMP } \\ & -0.0494 \text { MSRAIN }+0.040 \text { PRES }+0.035 \text { PNON }+0.037 \text { PCOMM }+ \\ & 0.024 \text { PIND } \end{aligned}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{n}=42$ | $\mathrm{s}=0.61$ | $\mathrm{R}^{2}=0.59$ |  |  |  |
| Parameter | Estimate | $\underline{\text { Std.Err }(\beta)}$ | t-ratio | p | VIF |
| Intercept $\beta_{0}$ | -1.28 | 24.60 | -0.05 | 0.959 |  |
| Slopes $\beta_{\mathrm{k}}$ |  |  |  |  |  |
| LOGDA | 0.596 | 0.121 | 4.94 | 0.000 | 1.8 |
| LOGIMP | 0.346 | 0.228 | 1.52 | 0.138 | 3.8 |
| MMJTEMP | 0.031 | 0.019 | 1.65 | 0.107 | 10.1 |
| MSRAIN | -0.049 | 0.021 | -2.32 | 0.026 | 9.1 |
| PRES | 0.040 | 0.245 | 0.16 | 0.873 | 9227.2 |
| PNON | 0.035 | 0.246 | 0.14 | 0.888 | 3062.2 |
| PCOMM | 0.037 | 0.245 | 0.15 | 0.882 | 8311.4 |
| PIND | 0.024 | 0.246 | 0.10 | 0.922 | 2026.2 |
| Table 11.9 Regression statistics and VIF's for Exercise 11.1 |  |  |  |  |  |

To determine why the multi-collinearity is so strong, the correlation matrix is computed.

|  | LOG |  |  |  |  |  |  | MMJ | MS |
| :--- | ---: | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- |
|  | LOGTN LOGDA | IMP | TEMP | RAIN | PRES | PNON | PCOMM |  |  |
| LOGDA | 0.565 |  |  |  |  |  |  |  |  |
| LOGIMP | 0.058 | -0.382 |  |  |  |  |  |  |  |
| MMJTEMP | -0.205 | -0.188 | 0.094 |  |  |  |  |  |  |
| MSRAIN | -0.259 | -0.083 | 0.018 | 0.915 |  |  |  |  |  |
| PRES | 0.294 | 0.210 | -0.246 | 0.040 | 0.003 |  |  |  |  |
| PNON | -0.042 | 0.319 | -0.639 | 0.066 | 0.065 | -0.321 |  |  |  |
| PCOMM | -0.218 | -0.441 | 0.589 | -0.027 | 0.039 | -0.747 | -0.206 |  |  |
| PIND | -0.131 | 0.060 | 0.114 | -0.111 | -0.164 | -0.226 | -0.124 | -0.180 |  |

Surprisingly, the percentage terms do not have large pair-wise correlation coefficients. Instead, they are strongly related in that the four of them add to $100 \%$, except for rounding error. This is why the VIFs are so large. Therefore at least one of them should be dropped. The variable with the smallest partial F (PIND) could be chosen. This brings the VIF down from over 9000 to 10, still large. In order to save much time the Cp and PRESS statistics can be computed for all possible models. The results below show that the best 5 -variable model, containing LOGDA, LOGIMP, MMJTEMP,

MSRAIN, and PIND, is the best in terms of prediction errors (PRESS) and model bias/standard error $(\mathrm{Cp})$. VIFs are below $10\left(\mathrm{R}^{2}<0.9\right)$ and so are acceptable.

|  |  |  |  |  |  | Va | ariab | ble is | in th | the | mod |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | M |  |  |  |
|  |  |  |  |  |  |  |  | M |  |  |  |
|  |  |  |  |  |  |  | $\bigcirc \mathrm{J}$ | J S |  |  | P |
|  |  |  |  |  |  |  | G T | T R | P P | P | C |
|  |  |  |  |  |  |  | I E | E A | R N | N | $\bigcirc \mathrm{I}$ |
| \# of |  | - |  |  |  |  | M M | M I | E 0 | $\bigcirc$ | M N |
| Vars | R-sq | PRESS | C-p | Max VIF |  |  | P P | P N | S N | N | M |
| 1 | 32.0 | 22.9 | 17.0 | ---- | X | x |  |  |  |  |  |
| 1 | 8.6 | 30.0 | 35.8 | ---- |  |  |  |  | X |  |  |
| 2 | 40.7 | 21.2 | 11.9 | 1.2 |  | X | X |  |  |  |  |
| 2 | 37.5 | 22.2 | 14.5 | 1.1 | X | X |  |  |  | X |  |
| 3 | 46.4 | 20.2 | 9.3 | 1.2 |  | X | X |  | X |  |  |
| 3 | 45.2 | 19.8 | 10.3 | 1.2 |  |  | X |  |  |  |  |
| 4 | 51.2 | 18.9 | 7.4 | 1.2 |  |  | X | X |  |  | X |
| 4 | 50.9 | 19.8 | 7.7 | 1.2 |  | X | x | X | X |  |  |
| * 5 | 57.0 | 17.8 | 4.7 | 6.8 |  |  | X X | X X |  |  | X |
| 5 | 56.2 | 18.0 | 5.4 | 7.5 | X | X |  | X X | X |  | X |
| 6 | 59.1 | 18.2 | 5.1 | 7.1 |  |  | X X | X X | X |  | X |
| 6 | 58.6 | 18.9 | 5.4 | 7.1 |  | X | X X | X X | x | X | X |
| 7 | 59.1 | 19.4 | 7.0 | 10.0 |  |  | X X | X X | X X | X | X |
| 7 | 59.1 | 19.4 | 7.0 | 13.2 |  |  | X X | X X | X |  | X |
| 8 | 59.1 | 20.1 | 9.0 | 9227 |  | X X | X X | X X | X X | X | X X |

A residuals plot from the minimum PRESS and Cp model shows no hint of curvature or increasing variance. Therefore this model is preferred.


Residuals plot for the regression of Exercise 11.1
11.2 First compare those models which have equal numbers of parameters and eliminate the ones with higher SSE.

Compare 4 to $7, \quad$ eliminate 4
Compare 3 to 6 , eliminate 3
Compare 2 to 5 , eliminate 2
Compare 6 to $8, \quad$ eliminate 6

Now, for the remaining models ( $1,5,7,8,9.10$ ) perform $F$ tests between pairs of nested models. The order in which to proceed is arbitrary.

| Compare | F | $\underline{\mathrm{df}} \mathrm{num}^{\text {df }}$ denom | $\mathrm{F}_{\text {crit }}$ | conclusion |
| :---: | :---: | :---: | :---: | :---: |
| Models 1 to 5 | 11.18 | 123 | 3.9 | reject $\mathrm{H}_{0}$,eliminate model 1 |
| Models 5 to 7 | 0.28 | 2121 | 3.1 | do not reject eliminate model 7 |
| Models 5 to 8 | 1.39 | 122 | 3.9 | do not reject eliminate model 8 |
| Models 5 to 9 | 0.77 | 3120 | 2.68 | do not reject eliminate model 9 |
| Models 5 to 10 | 0.88 | 118 | 2.29 | do not reject eliminate model 10 |

Model 5 is the preferred model.

Another possible approach is to use either PRESS or Mallows Cp.

| Model | p | $\mathrm{s}^{2}$ | Cp |
| :---: | :---: | :---: | :---: |
| 1 | 3 | 0.5636 | 14.29 |
| 2 | 4 | 0.5350 | 8.37 |
| 3 | 5 | 0.5343 | 9.17 |
| 4 | 6 | 0.5359 | 10.51 |
| 5 | 4 | 0.5183 | 4.41 |
| 6 | 5 | 0.5207 | 5.98 |
| 7 | 6 | 0.5245 | 7.84 |
| 8 | 5 | 0.5166 | 5.00 |
| 9 | 7 | 0.5212 | 8.06 |
| 10 | 9 | 0.5208 | 9.95 |

The results are interpreted as: the transport curve is quadratic with a shift in intercept for the winter months. Only two seasons (not three) can be distinguished. The slope of the curve does not change with season.
11.3 Not answered.
11.4 Not answered.

## Chapter 12

12.1 Regression

$$
\begin{array}{lrll} 
& \text { load }=25,250-12.6 \text { year } & \mathrm{r}^{2}=10.6 \% \\
\text { (t) } & (1.53) & (-1.50) & \text { two-sided } \mathrm{p} \text { value }=0.134 \tag{1.53}
\end{array}
$$

Multiple regression

$$
\begin{array}{lrrl} 
& \text { load }=28,152-14.4 \text { year }+0.696 q & r^{2}=88.3 \% \\
(\mathrm{t}) & (4.69) & (-4.60) & (10.91)
\end{array} \text { two-sided } \mathrm{p} \text { value } \cong 0.0001
$$

Mann-Kendall

$$
\text { load }=11,800-5.8 \text { year } \quad \text { two-sided } p \text { value }=0.415
$$

Mann-Kendall on Residuals
Regression model is $\quad$ load $=-110+0.681 \mathrm{q} \mathrm{r}^{2}=74.5 \%$
(t) $\quad(-1.24) \quad$ (7.44)

Kendall fit: $\quad$ residual $=28,250-14.4$ year two-sided $p$ value $=0.0001$
therefore
load $\quad=-110+0.681 q+$ residual

$$
=-110+0.681 q+28,250-14.4 \text { year }
$$

$$
=28,140-14.4 \text { year }+0.681 q
$$

12.2 Winter: $P=16, M=34, S=-18$

1 tie of 3,2 ties of 2
$\operatorname{Var}[\mathrm{S}]=159.33$
$\mathrm{Z}=-1.347$
$\mathrm{p} \quad=0.18$ very little evidence of downtrend in winter lead

Spring: $\quad \mathrm{P}=27, \mathrm{M}=38, \mathrm{~S}=-11$
3 ties of 2, 1 tie of 5
$\operatorname{Var}[\mathrm{S}]=249$
$\mathrm{Z}=0.633$
$\mathrm{p}=0.53$ no evidence of downtrend in spring lead

Summer: $\quad P=16, M=33, S=-17$
1 tie of 4
$\operatorname{Var}[\mathrm{S}] \quad=156.33$
$\mathrm{Z}=-1.28$
$\mathrm{p}=0.20 \quad$ very little evidence of downtrend in summer lead

Fall: $\quad \mathrm{P}=11, \mathrm{M}=37, \mathrm{~S}=-26$
1 tie of 4,1 tie of 2
$\operatorname{Var}[\mathrm{S}] \quad=155.33$
$\mathrm{Z}=2.005$
$\mathrm{p} \quad=0.045 \quad$ fairly strong evidence of downtrend in fall lead

Seasonal Kendall: $\quad S=-72$
$\operatorname{VAR}[\mathrm{S}]=720$
$\mathrm{Z}=-2.646$
$\mathrm{p}(2$-sided $)=0.008$

Thus, even though the evidence from no individual season was highly conclusive, the data from all seasons taken together provides highly conclusive evidence of a downtrend in lead.
12.3 Maumee River Trends in Total Phosphorus
12.3.1 Parametric analysis first: LOAD vs TIME

Simple linear regression: $\quad$ LOAD $=444-0.221$ TIME

$$
\begin{array}{lcc}
t=-0.42 & \mathrm{p}=0.673 \\
\mathrm{~s}=20.59 & \text { R-sq }=0.1 \% & \text { R-sq(adj) }=0.0 \%
\end{array}
$$

A boxplot of the residuals shows them to be terribly skewed. A transformation is required. Try logarithms. Then the regression equation is:

$$
\left.\begin{array}{rl}
\ln (\mathrm{LOAD})=117 & -0.0592 \text { TIME } \\
\mathrm{t} & =-1.32 \\
\mathrm{~s}=1.770 & \mathrm{p}
\end{array} \quad=0.189 \quad \text { R-sq }=1.3 \% \quad \text { R-sq(adj }\right)=0.6 \%
$$

There is a fairly normal distribution of residuals, so a test based on regression seems legitimate. Very weak evidence of trend -- (two-sided) p-value of 0.189 . But are there strong flow and/or seasonal effects? A plot of the residuals versus $\log$ of streamflow (LQ) shows a strong dependence on flow. Removing this should greatly enhance the power to detect any trend which is present.


Boxplots of residuals by month also show a strong seasonal cycle, high in the winter \& spring, low in summer. The best model we could find includes time, $\ln (Q), \ln (Q)^{2}$, and sine and cosine of $2 \pi \mathrm{~T}$ :
$\operatorname{LLOAD}=83.3-0.0425$ TIME $+1.08 \ln \mathrm{Q}+0.0679 \ln (\mathrm{Q})^{2}-0.0519 \operatorname{SIN}+0.141 \operatorname{COS}$

| Predictor | Coef | Stdev | t-ratio | p |
| :--- | ---: | ---: | ---: | ---: |
| Constant | 83.32 | 22.06 | 3.78 | 0.000 |
| TIME | -0.04250 | 0.01115 | -3.81 | 0.000 |
| $\operatorname{lnQ}$ | 1.08175 | 0.04947 | 21.87 | 0.000 |
| $\ln (Q)^{2}$ | 0.06789 | 0.01868 | 3.63 | 0.000 |
| SIN | -0.05190 | 0.06252 | -0.83 | 0.408 |
| COS | 0.14058 | 0.05441 | 2.58 | 0.011 |
| S $=0.4398$ | $R-s q$ | $94.1 \%$ | $R-s q(a d j)=93.9 \%$ |  |

This is interpreted as a strong evidence of downtrend, with a p-value $<.001$ The slope (in $\log$ units) $=-0.0425$ per year. All coefficients are significant at $\alpha=0.05$ except for $\operatorname{sine}(2 \pi \mathrm{~T})$. The sine must either be left in, or both it and the cosine taken out. To test whether together they are significant, an F test is performed. The model without these terms, with the standard error s $=0.449$, is:

$$
\text { LLOAD }=85.1-0.0434 \text { TIME }+1.06 \mathrm{LQ}+0.0748 \text { LQSQ }
$$

| Predictor | Coef | Stdev | t-ratio | p |
| :--- | ---: | ---: | ---: | ---: |
| Constant | 85.09 | 22.51 | 3.78 | 0.000 |
| TIME | -0.04340 | 0.01138 | -3.81 | 0.000 |
| $\operatorname{lnQ}$ | 1.05921 | 0.04518 | 23.44 | 0.000 |
| $\ln (Q)^{2}$ | 0.07481 | 0.01865 | 4.01 | 0.000 |
| $s=0.4490$ | $R-s q=93.7 \%$ | $R-s q(a d j)=93.6 \%$ |  |  |

So the F test to compare these two models is:

$$
F=\frac{(26.01-24.57) / 2.0}{0.193}=3.73
$$

Comparing to an F distribution with 2 and 127 degrees of freedom, the two-sided p value is 0.027 . Therefore reject the simpler model in favor of including the seasonal sine and cosine terms.

To predict estimates of load for the two times and two flow conditions above, natural logs of these values are input to the regression equation. The third column below reports the predicted logs of Load from the regression equation.

| lnQ | Time | Predicted lnL | Bias-Corrected L |
| :---: | :---: | :---: | :---: |
| 2.4 | 1972.5 | 2.3356 | 11.3852 |
| 0.0 | 1972.5 | -0.6516 | 0.574136 |
| 2.4 | 1986.5 | 1.7406 | 6.27963 |
| 0.0 | 1986.5 | -1.2467 | 0.316640 |

These predicitons must be transformed and corrected for bias. Using the Ferguson (MLE) bias correction, $0.5 \cdot \mathrm{~s}^{2}=0.5 \bullet(0.4398)^{2}=0.097$. So the bias correction equals $\exp (0.097)$, or about $10 \%$. The four predicted total phosphorus loads are given above in the fourth column.

Therefore the percent change at high flow over the 14 -year time period is:

$$
(6.2763-11.3852) / 11.3852=-0.448732
$$

The change in percent per year is
$-0.448732 \cdot 100 / 14=-3.205$. That is a $-3.2 \%$ change in total P per year.

The same analysis at lower flow over the 14 years is:
$(0.31664-0.574136) / 0.574136=-0.4485$, the same amount as at high flow.
Re-expressing the slope estimate in original units as a percent change, the average change equals $-4.2 \%$ per year:

$$
100 \cdot[\exp (-0.0425)-1.0]=-4.16096
$$

12.3.2 The nonparametric approach

The seasonal-Kendall test on the original observations, using 12 seasons (months): Tau $=-0.06$ with a p -value of 0.3835 .

$$
\log (\operatorname{Load})=0.505-0.046 \bullet \text { time },
$$

where time $=0$ at the begining of the first year of the record (typically a water year), and time is in units of years.

Residuals from a regression of $\log (\mathrm{Load})$ versus $\log \mathrm{Q}$ and $\log \mathrm{Q}^{2}$ removes the effect of flow:

$$
\log (\operatorname{Load})=-0.745+1.06 \log \mathrm{Q}+0.0758 \log \mathrm{Q}^{2}
$$

The S-K test on the regression residuals: $\quad$ tau $=-0.25$ with $\mathrm{p}=0.0002$ and $\log (\operatorname{Load})=0.312-0.048 \cdot$ time

So, if flow is not first removed, the significant trend would be missed. Both the Seasonal Kendall on the residuals and multiple regression give a highly significant pvalue. The S-K slope is $4.8 \%$ rather than $4.16 \%$ because of the effect of the low residuals during 1972-1977.

12.4 Not answered.
12.5 Nat answered.

## Chapter 13

### 13.1 Not answered

13.2 Because there is only one reporting limit, Kendall's tau can easily be computed for this data: tau $=-0.40$ with $\mathrm{p}=0.023$. There is a significant decrease in TPT concentrations with depth.
13.3 Estimates of the four descriptive statistics for each of 5 multiple-threshold methods (see Helsel and Cohn, 1988) are:

| Method | MEAN | ST.DEV. | MEDIAN | $\underline{\mathrm{IQR}}$ |
| :---: | :---: | :---: | :---: | :---: |
| ZE (substitute zero) | 12.36 | 75.48 | 0.00 | 1.10 |
| HA (substitute 1/2 dl) | 13.91 | 75.28 | 1.10 | 3.30 |
| DL (substitute the dl) | 15.45 | 75.19 | 1.30 | 4.10 |
| MR (prob plot regression) | 12.57 | 75.44 | 0.29 | 1.54 |
| MM (lognormal MLE) | 8.30 | 61.52 | 0.34 | 1.62 |

Because of the outlier at $560 \mu \mathrm{~g} / \mathrm{L}$ the data have more skewness than a lognormal distribution, and methods which assume a lognormal distribution for all the data (MM) would not be expected to estimate moment statistics well. It is not surprising therefore that the MLE method produces moment estimates dissimilar to the other methods. We generally select the MR moment estimates and the MM quantile estimates (those printed in bold), due to the results of Helsel and Cohn (1988).

## Chapter 14

14.1 a) Contingency table

Expected values $\mathrm{E}_{\mathrm{ij}}$
Trend in C1 ${ }^{-}$(1974-81, $\alpha=0.1$ )

| $\Delta$ road salt appl. | Down | No trend | Up | Totals |
| :---: | :---: | :---: | :---: | :---: |
| Down | 5.44 | 23.84 | 16.71 | 46 |
| No change | 9.82 | 43.02 | 30.15 | 83 |
| Up | 13.73 | 60.13 | 42.14 | 116 |
| Totals | 29 | 127 | 89 | 245 |

Table of $\frac{(0-\mathrm{E})^{2}}{\mathrm{E}}$
Trend in C1- (1974-81, $\alpha=0.1$ )

| $\Delta$ road salt appl. | Down | No trend | Up | Totals |
| :---: | :---: | :---: | :---: | :---: |
| Down | 0.04 | 2.79 | 3.56 |  |
| No change | 1.78 | 0.02 | 0.88 |  |
| Up | 1.01 | 1.39 | 3.93 |  |
| $\chi^{2}=15$. |  |  |  |  |

The results indicate that the category of chloride trends is dependent on the category of salt applications, with a p-value of 0.004 . Where increases in road salt occurred, there are more up trends and fewer down trends than would be expected from the marginal distributions of up trends and down trends. Where decreases in road salt occurred, there are fewer up trends than would be expected.
b) Kendall's tau
$\mathrm{P}=$ no. pluses $=5(44+25+51+55)+32(25+55)+14(51+55)+44(55)=7339$
$\mathrm{M}=$ no. minuses $=32(14+10)+9(14+44+10+51)+44(10)+25(10+51)=3804$
$\mathrm{S}=7339-3804=3535$.

$$
\begin{aligned}
\tau_{\mathrm{b}} & =\frac{3535}{\frac{\sqrt{\left(245^{2}-\left(46^{2}+83^{2}+116^{2}\right)\right)\left(245^{2}-\left(29^{2}+127^{2}+89^{2}\right)\right)}}{2}} \\
& =3535 / 18164=0.19
\end{aligned}
$$

To test for significance,

$$
\begin{aligned}
\sigma_{S} & \cong \sqrt{\frac{1}{9} *\left(1-\left(.19^{3}+.34^{3}+.47^{3}\right)\right) *\left(1-\left(.12^{3}+.52^{3}+.36^{3}\right)\right)} \\
& =\sqrt{\frac{\left(0.85 * 0.81 * 245^{3}\right)}{9}}=1061
\end{aligned}
$$

and so $\mathrm{Z}_{\mathrm{S}}=3534 / 1061=3.33$ and two-sided $\mathrm{p}=0.0008$.
The two variables are significantly and positively related.
c) Kendall's tau is more appropriate because

1. It includes the information that the variables are ordinal into the test. The p-value for Kendall's tau is lower than that for the contingency table, reflecting this additional information.
2. It provides a measure of the direction of association $\tau_{b}$. Since $\tau$ is positive, the trends in $\mathrm{Cl}^{-}$increase with increasing trends in road salt application.
14.2 Based on the tables below, there is a significant association between location of the well and the probability of detecting volatiles. The more protected downdip wells indeed have less chance of being contaminated than do the outcrop wells.

|  | Expected values $\mathrm{E}_{\mathrm{ij}}$ |  |
| :---: | :---: | :---: |
|  |  |  |
| Location | Non-detects | Detect VOC | Totals

Table of $\frac{(0-E)^{2}}{E}$

| Location |
| :--- |
| Non-detects |
| Lowndip |
| Downder |
| Outcrop |
|  |
|  |
| $\quad \chi^{2}=17.647$ |

14.3 To test for association, Kendall's tau-b is used because both time and concentration variables are ordinal. Computations are shown in the boxes below.

TBT Concentration

| Year | $\leq 200$ | > 200 | $\mathrm{A}_{\mathrm{i}}$ | ai |
| :---: | :---: | :---: | :---: | :---: |
| 1988 | 2 | 7 | 9 | 0.18 |
| 1989 | 9 | 13 | 22 | 0.43 |
| 1990 | 10 | 10 | 20 | 0.39 |
| $\mathrm{C}_{\mathrm{j}}$ | 21 | 30 | 51 |  |
| $c_{j}$ | 0.41 | 0.59 |  | 1.0 |

The number of pluses $\quad \mathrm{P}=2(13+10)+9(10)=136$
The number of minuses $\quad M=7(9+10)+13(10)=263$
So $\quad S=136-263=-127$.

To compute the denominator of $\tau_{\mathrm{b}}, \quad \mathrm{SS}_{\mathrm{a}}=9^{2}+22^{2}+20^{2}=965$.

$$
\mathrm{SS}_{\mathrm{C}}=21^{2}+30^{2} \quad=1341
$$

and $\quad \tau_{\mathrm{b}}=\frac{-127}{\frac{\sqrt{\left(51^{2}-965\right)\left(51^{2}-1341\right)}}{2}}$

$$
=\frac{-127}{717.9} \quad=-0.18
$$

From equation 14.9 the approximate value of $\sigma_{\mathrm{S}}$ is

$$
\begin{aligned}
\sigma_{S} & \cong \sqrt{\frac{1}{9} \cdot\left(1-\left(0.18^{3}+0.43^{3}+0.39^{3}\right)\right) \cdot\left(1-\left(0.41^{3}+0.59^{3}\right)\right) \cdot 51^{3}} \\
& \cong \sqrt{\frac{(0.86) \cdot(0.73) \cdot 51^{3}}{9}}=\sqrt{9253}=96.2 \\
\mathrm{Z}_{\mathrm{S}} & \cong \frac{-127+1}{96.2}=-1.31
\end{aligned}
$$

and from a table of the normal distribution the one-sided p -value is $\mathrm{p}=0.095$.
Therefore $\mathrm{H}_{\mathrm{O}}: \tau_{\mathrm{b}}=0$ is not rejected at $\alpha=0.05$, but is for $\alpha=0.10$. Thus there is weak evidence of a downtrend in TBT concentrations based on a split at $200 \mathrm{ng} / \mathrm{L}$. Stronger evidence could be obtained by collecting data for subsequent years, or by obtaining better resolution of the data (the original data reported concentration values rather than a split at $200 \mathrm{ng} / \mathrm{L}$ ).

## Chapter 15

15.1 Logistic regression for the full model with four explanatory variables gives:

| Variable | Parameter <br> Name | Standard <br> Estimate | $\underline{\text { Error }}$ | $\underline{\text { Wald's t }}$ | $\underline{\text { p-value }}$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
|  | -13.20539 | 3.55770 | -3.71 | 0.0002 |  |
| Thick | 0.51527 | 0.15093 | 3.41 | 0.0004 |  |
| Yields | 0.42909 | 0.27484 | 1.56 | 0.0607 |  |
| GW Qual | 0.03035 | 0.32460 | 0.09 | 0.4642 |  |
| Hazard | 1.08952 | 0.29860 | 3.65 | 0.0002 |  |

with a likelihood ratio $\operatorname{lr}_{\mathrm{O}}=49.70$ and $\mathrm{p}<0.000$ as compared to the intercept-only model. However, two of the variables (Yields and GW Qual) have insignificant tstatistics. In the following model they are dropped, and $\operatorname{lr}_{\mathrm{O}}$ recomputed:

| Variable | Parameter <br> Name | Standard <br> Estimate | $\underline{\text { Error }}$ | $\underline{\text { Wald's t }}$ |
| ---: | ---: | ---: | ---: | ---: | | p-value |
| ---: |
| Constant |

with a likelihood ratio $\operatorname{lr}_{\mathrm{O}}=52.54$ and $\mathrm{p}<0.000$ as compared to the intercept-only model. The partial likelihood ratio to test whether the first model is significantly better than the simpler second model is:

$$
\operatorname{lr}=\operatorname{lr}_{\mathrm{O}(\text { simple })}-\operatorname{lr}_{\mathrm{O}(\text { complex })}=52.54-49.70=2.84
$$

which for a chi-square distribution with 2 degrees of freedom gives:

$$
\mathrm{p}=0.242 .
$$

Therefore the two additional variables (Yields and GW Qual) do not appreciably add to the explanatory power of the model.

## Index

3-dimensional rotation, 60
7 -day 10 -year low flow, 83
additive relation, 42,142
checking for, 186
adjacent values, 26
adjusted $\mathrm{R}^{2}, 399$
adjusted variable Kendall test, 336
adjusted variable plots, 301
AIC, 399
Akaike's information criteria, 399
aligned-ranks, 192
alpha level, 107
alpha level, 68
alternate hypothesis, 104
analysis of variance, 158
ANOVA table, 168
assumptions of, 166
multi-factor, 170
on the ranks, 163
on within-block ranks, 191
one-factor, 164
two-factor ANOVA table, 174
two-way rank tests, 170
unbalanced design, 179
angles, judgment of on graphs, 417
ANOVA. see analysis of variance area, judgment of on graphs, 416
assumption of independence, 252
asymmetric confidence intervals, 69
for the mean, 76
attained significance level, 108
autocorrelation. see serial correlation
bar chart, 62, 206
grouped, 422
stacked, 421
bias correction, 258
bisquare weight function, 284
block effect, 196
blocking, 181, 197
Blom plotting position, 24
boxplots, 24, 39, 423
side-by-side, 129
boxplots, 128, 207
bulging rule, 230
business graphics, 412
categorical variables
Kruskal-Wallis test for, 382
categories, 19
censored data, $3,124,128$
guidelines for use, 373
in trend tests, 353
nonparametric tests, 366
parametric tests, 366
regression, 370
characteristics of data, 2
chemometrics, 372
coefficient of determination, 228
coefficient of skewness, 11
Cohen's method, 353, 360
color, use of in graphs, 412
comparing among distributions, 35
comparison value, 186
compliance with water quality standards, 83
confidence intervals, 66
for percentiles, 82
for percentiles (nonparametric), 84
confidence intervals, cont.
for percentiles (parametric), 90
for regression line, 242
for skewed data, 69
for the mean, 75
for the median, 70
confidence level, 68
constant variance assumption, 255
contingency tables, 378
for censored data, 372
continuity correction, 122, 141, 147
control chart, 93
Cook's D, 250
correction for ties
Kendall's tau;, 215
rank-sum test, 123
correlation, 209
monotonic, 210
correlation coefficient, 210
linear, 218
nonparametric, 212
critical values
lower, 113
upper, 113
cumulative distribution function, 23
cumulative line graph, 419
cumulative logits, 406
Cunnane plotting position, 22, 24, 114
degrees of freedom, 160, 167, 297, 310, 380
detection limit, 3, 128
guidelines for use of data, 373
more than one, 354
trend tests for data below, 353
DFFITS, 250
difference between group means, 135
confidence interval for, 135
differences between groups
estimators, 132
discriminant function analysis, 402
dot and line plot, 36, 38
dot charts, 423
Duncan's multiple range test, 199, 200
Durbin-Watson statistic, 253
efficiency
asymptotic relative, 102
Kendall vs. OLS, 268
equal variance, 124
error rate, 107, 110
overall, 199
pairwise, 199
error sum of squares, 167, 196
exogenous variables in trend tests, 330
expected value, 224
explanatory variable, $99,158,222$
extension of records, 278
factor, 158
factorial ANOVA, 170
assumptions of, 173
far-out values, 26
fixed effects, 180
flood-frequency, 24
flow-duration, 24
framed rectangle, 421
Friedman test, 170, 187, 192
large sample approximation, 188
F-test, 168, 174
geometric mean, 7,73
estimation for censored data, 361
geometric mean functional regression, 276
graphical analysis, 19
graphical comparisons, 35
graphical methods, 128
graphics, 205
graphs
pie chart, 416
angle and slope, 417
boxplots, 423
cumulative line graphs, 419
dot charts, 423
framed rectangles, 421
graphs, cont.
grouped bar charts, 422
hidden scale breaks, 428
judgments of length, 420
misleading, 424
overlapping histograms, 429
precision of, 411
stacked bar charts, 422
use of color, 412
use of numbers on, 427
use of perspective, 424
use of shading, 413
Gringorten plotting position, 24
Gumbel distribution, 90
harmonic mean, 199
Hazen plotting position, 24
heavy tails, 2
heteroscedasticity, 124, 230, 255, 280
hinges, 25
histograms, 206, 429
histograms, 19, 36
Hodges-Lehmann estimator, 132, 155
confidence interval for, 133, 155
for step trend, 349
homoscedasticity, 51
homoscedasticity, 13
hypothesis tests, 97, 109
choice of, 101
classification, 99
classification of, 106
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#### Abstract

Gravity and seismic-reflection data provide insights into the subsurface stratigraphy and structure of the California Wash area of southern Nevada. This area is part of the Lower Colorado flow system and stratigraphic and structural data are important inputs into developing the hydrogeologic framework. These data indicate that the basin beneath California Wash reaches depths of 2-3 km. The eastern margin of the basin coincides with a system of young (Quaternary and late Tertiary) faults, although both seismic and gravity data indicate that the major basin-bounding fault is $2-3 \mathrm{~km}$ west of the mapped young faults. Dry Lake Valley, the adjacent valley to the west, is characterized by thinner basin fill. The basin configuration beneath both California Wash and Dry Lake Valleys based on the inversion of gravity data is unconstrained because of the lack of gravity stations north of $36^{\circ} 30^{\prime}$. Broad aeromagnetic anomalies beneath pre-Cenozoic basement in the Muddy Mountains and Arrow Canyon Range reflect Precambrian basement at depths of $\sim 5 \mathrm{~km}$. These rocks are probably barriers to ground-water flow, except where fractured.


## INTRODUCTION

At the request of the National Park Service, the U.S. Geological Survey conducted analysis of gravity and seismic-reflection data in support of hydrogeologic framework studies of the California Wash area, Nevada (Fig. 1). Gravity data were inverted for thickness of alluvial deposits using a method developed by Jachens and Moring (1990). The inversion was constrained by picks on the thickness of the Cenozoic deposits from three seismic-reflection profiles. Two different models were created to provide limits on the configuration of the ground-water basin and locate faults within the basin.
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## GEOLOGIC SETTING

The mountain ranges in the study area (box in Fig. 1) expose Paleozoic and Mesozoic sedimentary rocks (Fig. 2). These rocks are presumably underlain by Precambrian crystalline basement rocks, such as those exposed in the Virgin Mountains,
approximately 50 km east of California Wash (Fig. 1). The Paleozoic sequence consists of mostly carbonate rocks, which form the major groundwater aquifers in southeast Nevada (Dettinger and others, 1995). Upper Proterozoic sedimentary rocks underlie the Paleozoic sequence in the Spring Mountains (west of Las Vegas) and Sheep Range but are probably absent in this area because these rocks are absent at Frenchman Mountain and in the Virgin Mountains (Longwell and others, 1965). No Proterozoic sedimentary rocks were found at the Virgin Mobil 1A drill hole east of the study area (Fig. 1; Bohannon and others, 1993). Mesozoic rocks, overlying the Paleozoic sequence, are predominantly clastic sedimentary rocks (Tschanz and Pampeyan, 1970; Longwell and others, 1965). In general, of the various bedrock units, only the Paleozoic carbonate units have potential for transmitting large quantities of water (Winograd and Thordarson, 1975; Dettinger and others, 1995). The rest of the pre-Cenozoic sequence is well-consolidated and impermeable and tends to act as a barrier to ground water movement.

The Paleozoic and Mesozoic rocks were affected by the Sevier orogeny, an episode of Cretaceous and early Tertiary (?) decollement thrusting. Cretaceous synorogenic rocks were eroded from emerging thrust highlands and deposited in front of the advancing thrust sheets. These deposits were cut by the oldest thrust faults (e.g., Willow Tank-Summit thrust faults) during Albian-Cenomanian time, but overlap the younger thrust faults (e.g., Muddy Mountain thrust; Bohannon, 1983). These thrust faults (and associated folds) are the dominant structures exposed in the ranges; for example, the Dry Lake thrust fault is the dominant structural feature of the Dry Lake Range and projects north beneath the alluvial deposits of Dry Lake valley (Fig. 2; Longwell and others, 1965). The northernmost exposure of the Dry Lake thrust fault is in the north central Arrow Canyon Range where it is interpreted to terminate into the Arrow Canyon anticline (Page, 1992; Page and Dixon, 1992).

During the Miocene, crustal extension led to development of basin and range topography in the study area. The basins are filled with Miocene to Quaternary sedimentary rocks and unconsolidated deposits. The Muddy Creek Formation is locally exposed within the California Wash basin and is inferred to underlie the younger alluvial deposits (Bohannon, 1984). The Muddy Creek Formation consists of nonmarine siltstone, sandstone, conglomerate, and some paleo-spring carbonate rocks. The Muddy

Creek commonly contains gypsum, which is water-soluble, and introduces sulfates into the groundwater, causing very poor water quality. Below the Muddy Creek is the Horse Spring Formation, which is exposed south and east of the California Wash basin. The Horse Spring Formation is composed of Miocene nonmarine conglomerate, shale, sandstone, siltstone, limestone, evaporites, and volcanic rocks (Longwell and others, 1965; Bohannon, 1984). Both of these Cenozoic sedimentary packages reflect the latest tectonic episode of the region by exhibiting large changes in thickness across basinbounding normal faults according to seismic-reflection data in the Virgin River Valley, some 50 km to the northeast (Bohannon and others, 1993; Carpenter and Carpenter, 1994). The Muddy Creek Formation fills modern topographic depressions (such as the Virgin Valley); older Cenozoic rocks are commonly tectonically disrupted by normal and strike-slip faults.

These basin fill deposits can also be important local aquifers. Because of the large density contrast between the basin fill and the surrounding pre-Cenozoic rocks (in particular the Paleozoic carbonate sequence), gravity techniques are well suited for defining the subsurface shapes of basins and the geometries of faults that bound the basins.

## DRILL HOLE DATA AND PHYSICAL PROPERTIES

The only well constraints in the study area are from two shallow water wells in Dry Lake Valley taken from a Nevada Department of Conservation \& Natural Resources Water Resources Reconnaissance Report (Rush, 1968) and two wells drilled by the U.S. Air Force as part of the Nevada-Utah MX missile-siting investigation in Coyote Springs Valley (Berger and others, 1988). A deep oil test drillhole ("Grace" on Fig. 2) does not provide information on the thickness of Cenozoic fill, but penetrates the Paleozoic sequence which is repeated (Cambrian over Pennsylvanian rocks) by the inferred projection of the Dry Lake thrust fault at a depth of $\sim 2.8 \mathrm{~km}$.

No direct measurements are available on the density of the Cenozoic sedimentary deposits of the basins along LV-1. Indirect information comes from sonic velocities measured in the Mobil Virgin River 1A well 40 km to the northeast (Fig. 1). Using the relationship of Gardner and others (1974) developed for sedimentary rocks,

$$
\rho=0.23 \mathrm{v} 0.25
$$

we estimate the density, $\rho\left(\mathrm{g} / \mathrm{cm}^{3}\right)$, from the sonic velocity, $\mathrm{v}(\mathrm{ft} / \mathrm{s})$. Sonic velocities measured on Cenozoic sedimentary rocks in the Mobil Virgin River 1A well are 2.1-3.0 $\mathrm{km} / \mathrm{s}(7,000-10,000 \mathrm{ft} / \mathrm{s})$ for the first second of two-way travel time (TWTT), increasing to $5.5 \mathrm{~km} / \mathrm{s}(18,000 \mathrm{ft} / \mathrm{s})$ at about 2 seconds TWTT (Bohannon and others, 1993).

We calculated interval velocities along seismic-reflection profile LV-1 (Fig. 1). It is difficult to assess the uncertainties in these interval velocities because of the lack of well logs and check shots. The error is probably $+/-10 \%$, but could be as high as $+/-$ $20 \%$. Velocities are poorly constrained beneath 2.0 s (approximately 3 km ). These velocities are generally higher than those measured in the Mobil Virgin River 1A well (Table 1).

## Table 1--Sonic velocities and calculated densities

(A) Mobil Virgin River 1A well from Bohannon and others (1993)
Depth Average (in km$)^{*} \quad$ Velocity $(\mathrm{km} / \mathrm{s}) \quad$ Density $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$

| $0-0.5$ | 2.1 | 2.11 |
| :--- | :--- | :--- |
| $0.5-1.3$ | 2.3 | 2.15 |
| $1.3-2.1$ | 3.3 | 2.35 |
| $>2.1$ | 4.1 | 2.48 |

(B) Interval velocities from our analysis along LV-1

| $0-0.6$ | 2.1 | 2.10 |
| :--- | :--- | :--- |

$\begin{array}{lll}0.6-1.2 & 3.4 & 2.36\end{array}$
$\begin{array}{lll}1.2-1.8 & 4.2 & 2.49\end{array}$
$\geq 1.8^{* *} \quad 4.8 \quad 2.58$
*based on average velocity
** poorly constrained

## GRAVITY AND MAGNETIC DATA

Nearly 400 stations were used to create an isostatic gravity map of the region (Kane and others, 1979; Langenheim and others, 1999; Phelps and others, 2000). Gravity stations are non-uniformly distributed in the area (fig. 2). Station spacing is on average 1
station per $4 \mathrm{~km}^{2}$, though the station spacing can be as low as 1 station per $10 \mathrm{~km}^{2}$ in the mountainous regions and even within parts of the valleys north of $36^{\circ} 30^{\prime}$.

Gravity data were reduced using the Geodetic Reference System of 1967 (International Union of Geodesy and Geophysics, 1971) and referenced to the International Gravity Standardization Net 1971 gravity datum (Morelli, 1974, p. 18). Gravity data were reduced to isostatic anomalies using a reduction density of $2.67 \mathrm{~g} / \mathrm{cm}^{3}$ and include earth-tide, instrument drift, free-air, Bouguer, latitude, curvature, and terrain corrections. An isostatic correction using a sea-level crustal thickness of 25 km ( 16 mi ), a crustal density of $2.67 \mathrm{~g} / \mathrm{cm}^{3}$, and a mantle-crust density contrast of $0.40 \mathrm{~g} / \mathrm{cm}^{3}$ was applied to the gravity data to remove long-wavelength gravitational effect of isostatic compensation of the crust due to topographic loading. The resulting field is termed the isostatic gravity anomaly and reflects, to first order, density variations within the middle and upper crust (Fig. 3; Simpson and others, 1986). As expected, the valleys are characterized by gravity lows (associated with low-density Cenozoic fill) and the surrounding ranges are characterized by gravity highs.

Aeromagnetic data (fig. 4) consist of a regional survey (U.S. Geological Survey, 1983; Saltus and Ponce, 1988). The regional data were flown at 1000 ft above ground along east-west flightlines spaced 1 mile apart. In the southern Basin and Range, the two important lithologies for producing aeromagnetic anomalies are Tertiary volcanic rocks and Precambrian crystalline basement. In our study area, neither of these lithologies are exposed. However, given the smooth character of the aeromagnetic anomalies, buried Precambrian crystalline basement (or Tertiary intrusions) is a likely source of the anomalies in Figure 4.

## SEISMIC-REFLECTION DATA

The U.S. Geological Survey reprocessed 43 km of multi-channel seismicreflection data along three lines, LV-1, LV-1aext, and LV-3 (Fig. 1). The profiles were purchased from Seitel, Inc. with limited publication rights.

The lines were originally acquired by Pacific West Exploration Co., in the fall of 1978 and winter of 1979. Figures 5-7 show the depth sections of these seismic profiles with corresponding potential-field data. The U.S. Geological Survey bought limited
publication rights of these seismic-reflection data for three reasons: (1) to obtain independent data on the thickness of Cenozoic fill as constraints for the gravity inversion, (2) to calculate the density of the basin fill from seismic velocities (see above section on drill holes and physical properties), and (3) to image the structure within the basin fill.

All three lines were recorded with the following common recording parameters: nominal subsurface coverage 24 fold, CDP interval of 110 ft . ( 33.5 m ), record length of 6s. Recording parameters are listed in Table 2. Reflected energy was typically rich in frequencies between 8 to 60 Hz on lines LV-1 and LV-3. On line LV-1aext, the frequency range was necessarily limited to the $8-40 \mathrm{hz}$, frequency range of the Vibroseis sweep. The data were reprocessed using a crooked line geometry scheme (where necessary) and a processing flow which consisted of automatic gain control, 2-window spiking deconvolution, 2 passes of velocity analyses and 2 passes of surface consistent residual statics calculations. The data were migrated after stacking using a time- and space-varying velocity field, derived by smoothing the final stacking velocities. Typical near-surface interval velocities used for migration were $2.4 \mathrm{~km} / \mathrm{s}$ and velocities increased to approximately $6.0 \mathrm{~km} / \mathrm{s}$ at a two way travel time (TWTT) of 2.5 s . The migrated data were then converted to depth using the same interval velocity field as that used for migration.

Table 2. Recording parameters

| Line | No. of <br> Channels | Source <br> Type | Length/ <br> Depth | Sample <br> Interval | Max. Source- <br> Receiver <br> Offset | Line <br> Length | Recorded |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LV-1 | 96 | Primacord <br> (explosive) | $67 \mathrm{~m} . /$ <br> 76 cm | 4 ms | $3,353 \mathrm{~m}$ | 14.14 km | Sept. <br> 1978 |
| LV- <br> 1aext | 48 | Vibroseis <br> $8-40 \mathrm{hz}$ | $18 \mathrm{~s} /$ <br> Surface | 4 ms | $3,017 \mathrm{~m}$ | 7.81 km | Feb. <br> 1979 |
| LV-3 | 48 | Primacord <br> (explosive) | $67 \mathrm{~m} . /$ <br> 76 cm | 2 ms | $1,743 \mathrm{~m}$ | 12.56 km | Oct. <br> 1978 |

All three transects clearly show strong, coherent reflections indicative of basin fill in the upper 1-3 km. Along LV-1, we interpret the flat reflections between km 2 and km 6 (horizontal distance) to be basin fill that unconformably overlies west-dipping Paleozoic rocks (Fig. 5). Outcrops of Bird Spring Formation in the northernmost Dry

Lake Range interrupt reflections at km 8 and separate the two basins. Another
unconformity between flat reflections and east-dipping reflections occurs between km 10 and 13. The basin fill reflections appear to terminate eastward at about km 21-22 where we interpret the main basin margin fault. The fault position coincides with a pronounced gravity gradient of $\sim 15 \mathrm{mGal}$. A possible fault-plane reflection occurs at about 2 km depth at km 21, suggesting a listric geometry to the basin-bounding fault.

Along LV-1aext, basin-fill reflections are also terminated near the eastern end of the transect, at about km 4 (Fig. 6). We think that the basin fill on these two transects is cut by the same fault system because the inferred basin-bounding fault lies in approximately the same position on a gravity gradient of $15-20 \mathrm{mGal}$ between the two transects (Fig. 3). Shallow, west-dipping reflections between km 5 and km 6.5 (horizontal distance) on line LV-1aext could be Tertiary sedimentary deposits (or Paleozoic rocks). The reflections appear to be offset by a small-displacement fault that projects upward to a mapped fault at $\mathrm{km} \sim 6$.

LV-3 trends subparallel to the California Wash valley axis and is situated entirely within the alluvial deposits. Basin-fill reflections along LV-3 thicken from south (base at about 1 km depth) to north (base at about 3 km depth; Fig. 7). A warping of the reflective package occurs at about km 10 between 1 and 3 km depth. Gravity values are consistent with thickening of the basin fill to km 10 . Only one gravity station controls the abrupt increase in gravity values north of km 10 , which is not mirrored by an abrupt decrease in basin thickness in the seismic-reflection data. The strong reflection at the base of the reflective package between km 10 and km 13 at approximately 3 km depth is most likely the base of the Tertiary sedimentary fill; alternatively, it could be a faultplane reflection of the basin-bounding fault to the east.

## DEPTH TO BASEMENT

We calculated the depth to basement, defined to be pre-Cenozoic rocks, beneath the area of California Wash to define the shape of the underlying basins and to determine the geometry of bounding and internal faults.

## Method

The method used in this study to estimate the thickness of Cenozoic rocks is an updated version of the iterative method developed by Jachens and Moring (1990) that can
incorporate drill hole and other geophysical data (Bruce Chuchel, U.S. Geological Survey, written commun., 1996; Fig. 8). The method requires knowledge of the residual gravity field, exposed geology, and vertical density variation within the Cenozoic basin deposits. Data from drill holes that penetrate bedrock and geophysical data can provide constraints on the thickness of the basin fill and are also input into the model to provide useful constraints to the inversion. The method separates the gravity field into two components, that which is caused by variations of density within the pre-Cenozoic basement rocks and that which is caused by variations of thickness of the Cenozoic basin fill. To accomplish this process, the gravity data are separated into observations made on pre-Cenozoic outcrops and those made on basin fill. The inversion is complicated by two factors: (1) gravity stations measured on pre-Cenozoic rock are influenced by the gravity anomaly caused by low-density deposits in nearby basins, and (2) the basement gravity field varies laterally because of density variations within the pre-Cenozoic basement. The inversion presented here does not take into account lateral variations in the density distribution of the Cenozoic deposits. Lateral variations in basin fill density can be large, in extreme cases inferred to be as high as $0.30 \mathrm{~g} / \mathrm{cm}^{3}$ from seismic velocities measured in the Mobil Virgin River 1A well (Bohannon and others, 1993). However, we think that most density variations would not change the overall general shape of the basin as predicted by the method unless the variations were abrupt.

To overcome these difficulties, a first approximation of the basement gravity field is determined by interpolating a smooth surface through all gravity values measured on bedrock outcrops. Basement gravity values are also calculated at locations where drill holes penetrated bedrock or seismic-reflection data constrain the basement surface, using the Cenozoic density-depth function (table 2). The basin gravity is then the difference between the observed gravity field on the original map and the first approximation of the basement gravity field and is used to calculate the first approximation of the thickness of Cenozoic deposits. The thickness is forced to zero where pre-Cenozoic basement is exposed. This first approximation of the bedrock gravity is too low near the basin edges because of the effects of the nearby low-density deposits on the basement stations. The basement gravity station values are "corrected" for the effects of the low-density deposits (the effects are calculated directly from the first approximation of the thickness of the

Cenozoic deposits) and a second approximation of the basement gravity field is made by interpolating a smooth surface through the corrected basement gravity observations. This iteration leads to an improved estimate of the basin gravity field, an improved depth to bedrock and a new correction to the basement gravity values. This procedure is repeated until successive iterations produce no significant changes in the basement gravity field.

Table 3. Density-depth functions for Cenozoic sedimentary deposits*

| Depth <br> Range | Model A <br> (Based on Virgin well) | Depth |  |
| :--- | :---: | :--- | :--- |
| $0-500 \mathrm{~m}$ | -0.56 | $0-600 \mathrm{~m}$ | -0.57 |
| Range | (Based on LV-1) |  |  |
| $500-1200 \mathrm{~m}$ | -0.52 | $600-1200 \mathrm{~m}$ | -0.31 |
| $1200-2100 \mathrm{~m}$ | -0.33 | $1200-1800 \mathrm{~m}$ | -0.19 |
| $>2100 \mathrm{~m}$ | -0.20 | $>1800 \mathrm{~m}$ | -0.09 |
| *density contrast in $\mathrm{g} / \mathrm{cm}^{3}$. |  |  |  |

## Results

We created two basin models (fig. 9). Both models utilize basement gravity stations and well and seismic constraints. The first model (A) uses the density-depth function derived from sonic velocities shown in Bohannon and others (1993); the second (B), using densities derived from our analysis of interval velocities along LV-1 (Table 2). In addition to the seismic picks from the three profiles presented in this report, we also used picks on basement from seismic lines outside of California Wash described in Carpenter and Carpenter (1994).

The resulting basin models, regardless of the density-depth function utilized, are similar, except in the magnitude of thickness (fig. 9). Model A predicts a maximum basin thickness of 2.8 km along the eastern part of the basin underlying California Wash whereas Model B predicts 3.3 km . Both models indicate that the eastern margin of the basin is deeper than the western margin. The eastern margin of the basin is displaced 2-3 km west of mapped faults (Dohrenwend and others, 1996) offsetting the basin fill. These results are consistent with seismic profiles LV-1 and LV-1aext that support a more westerly position of the main basin edge. This basin margin fault, marked by the steep gravity gradient and abrupt termination of basin fill reflections along LV-1 and LV-1aext,
is assumed to be part of the California Wash fault zone. The western margin of this basin is less pronounced according to both the gravity and seismic data. Basin fill is thinner (< 1 km ) beneath Dry Lake Valley to the west. Neither the gravity nor the seismicreflection data indicate major basin-bounding faults in Dry Lake Valley. The gentlydipping eastern edge of the basin is $\sim 250 \mathrm{~m}$ west of mapped young faults along the eastern margin of Dry Lake Valley (Fig. 2). We find no evidence that these mapped young faults have dip-slip displacements of $>100 \mathrm{~m}$. If the eastern margin is structurally controlled, the margin consists of several, small-displacement normal (or strike-slip) faults with a cumulative offset of less than 1 km .

## DISCUSSION AND RECOMMENDATIONS

Figure 10 shows the interpretation of seismic-reflection profile, LV-1, with constraints from modeling of the gravity and magnetic data. Based on the seismic data, we define two Cenozoic sedimentary packages based on an unconformity in the California Wash basin between km 12 and 20 at 0.5 km depth. We interpret that the upper package consists of relatively undeformed Muddy Creek Formation and that the lower package is Horse Spring Formation based on more extensive seismic information and a deep drill hole (Mobil Virgin River 1A well on Fig. 1) in the Virgin River Valley area. Most likely the lower package consists of the Bitter Ridge limestone member of the Horse Spring Formation, which is exposed at the south end of California Wash valley (Bohannon, 1984). Similar unconformities occur on both LV-1aext (at km 0 and 1.4 km depth) and LV-3 (see km 10 at a depth of 1 km ). Below the sedimentary fill of Dry Lake Valley, the Dry Lake thrust separates west-dipping relatively coherent reflections of the upper plate from disrupted reflections in the lower plate at km 6 and 0.5 km depth. Upper-plate rocks at the base of the thrust are most likely the Cambrian Nopah Formation which occurs in surface exposures of the thrust $\sim 14 \mathrm{~km}$ south of LV-1 near Apex and 12 km north of LV-1 in the Arrow Canyon Range (Page, 1992; Page and Dixon, 1992). Along LV-1, the Dry Lake thrust projects eastward above the Dry Lake Range, and lower-plate rocks of the Bird Spring Formation are exposed at the surface between km 8 and 9. The lower-plate rocks become steeply overturned on the western flank of the
exposures near LV-1, beneath the projected trace of the thrust fault (Longwell and others, 1965).

Based on modeling of the magnetic data, we suggest that the strong reflections at $4-5 \mathrm{~km}$ depth between km 7 and 10 are the top of magnetic Precambrian crystalline basement. Another Precambrian high based on magnetic data at the eastern end of the profile is inferred, although its geometry is not constrained by the seismic-reflection data. Its western edge is roughly coincident with a change in the predominant dip of the reflections between 2-8 km depth, with predominantly west-dipping reflections east of km 20 and predominantly east-dipping reflections west of km 19 . One possible interpretation of the change in dip is a concave-downward fault that offsets Precambrian magnetic basement, perhaps similar to the geometry proposed for north-northeaststriking, oblique-slip faults in the Candy Peak area in the extreme northeast corner of the study area (Anderson and Barnhard, 1993).

The accuracy of the basin models depends on how well constrained various input parameters are. The inversion uses geology compiled at a scale of 1:1,000,000 (Stewart and Carlson, 1978). More precise knowledge of the basement lithologies and contacts would improve the model. Larger uncertainties, though, arise from the distribution of gravity data and poor constraints on the density-depth function.

The basin models suffer from sparse gravity data, particularly for the area north of $36^{0} 30^{\prime}$. Thus, the details of the basin shape and location must be viewed with caution, especially in those areas without seismic-reflection or gravity data. For instance, the eastern third of the gravity profile along LV-3 is constrained by a single gravity station in the basin and probably accounts for the apparent discrepancy between the seismicreflection and gravity data. More gravity data in this area could help resolve whether the deep reflection at 3 km depth is the base of the sedimentary fill or a fault-plane reflection. Gravity data in the basins are needed for a better gravity inversion. Detailed, highresolution gravity profiles along the margins of the basins would locate strands of faults (see Phelps and others (2000) for an example from Coyote Springs Valley or Langenheim and others (1998) for an example from Las Vegas Valley). Basement gravity stations are particularly needed in the northwestern Muddy Mountains and the Arrow Canyon Range to help control the inversion in the northern part of the study area.

Additional drill-hole data and a better density-depth function would allow us to greatly refine the current models of the basins. Because our models are constrained only by basement gravity stations and spatially limited well and seismic data, the basement gravity field cannot resolve basement gravity anomalies that have wavelengths less than the spacing between basement outcrops with gravity observations and wells and seismic control points (as much as 10 km across in some areas). In these areas, the basin model may not be accurate. Drill-hole data, particularly those wells that provide depths to basement rocks, could greatly improve the resolution of the basement gravity field. Additional geophysical data, such as electrical data, would also provide much needed, independent constraints on basin thickness. Additional seismic-reflection data would not only improve the basin thickness model, but also image the geometry of basin-bounding and thrust faults that are important inputs to a hydrogeologic framework. The densitydepth function based on interval velocities could be improved by borehole gravity surveys or by seismic-refraction data.

Higher-resolution aeromagnetic data could highlight intrabasinal faults. Highresolution aeromagnetic data covering the area of Albuquerque, New Mexico, were successful in mapping faults within the basin fill (Grauch and others, 2001). A highresolution aeromagnetic survey in the Virgin Valley area, Nevada-Arizona-Utah imaged not only faults within the Tertiary deposits, but also paleochannels (Jachens and others, 1998). High-resolution aeromagnetic data could also resolve the magnitude of strike-slip movement on faults bounding the eastern margin of California Wash basin.
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Figure 1. Topographic map of study area (outlined by box) and vicinity. Red lines are the three seismic profiles discussed in this report. Dashed red lines are parts of the seismic profiles that remain strictly proprietary. BPS, Blue Point Spring; CP, Candy Peak; DLR, Dry Lake Range; FM, Frenchman Mountain; MS, Muddy Springs; RS, Rogers Spring.


Figure 2. Geologic map of study area. Blue, Paleozoic rocks; green, Mesozoic rocks; yellow, Cenozoic rocks. Brown dots, gravity stations, red lines, faults from Dohrenwend and others (1996). Dark blue lines, seismic-reflection profiles from this study. Thick black lines are thrust faults with barbs on upper plate. Magenta circles, wells; gray circles, picks on basement from seismicreflection data (Carpenter and Carpenter, 1994; this study). Thick magenta lines, interpreted basin-bounding fault from gravity and seismic data. CP, Candy Peak; DLT, Dry Lake thrust fault; MMT, Muddy Mountain thrust fault.


Figure 3. Isostatic gravity map of study area. Green lines are extent of pre-Cenozoic rocks. Brown lines, late Tertiary and Quaternary faults from Dohrenwend and others (1996). See Figure 2 for explanation of other symbols.


Figure 5. Geophysical data along profile LV-1. (A) Gridded aeromagnetic data (B) Gridded isostatic gravity. (C) Depth section of seismic-reflection data. Outcrop, exposure of pre-Cenozoic rock; F, fault from Dohrenwend and others (1996). See Figure 10 for interpretation.



Figure 7. Gridded magnetic (A), gridded gravity (B), and seismic-reflection (C) data along LV-3. Depth section.


Figure 8. Schematic representation of the gravity separation procedure.
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Figure 9A. Basin thickness using density-depth function derived from sonic log of the Mobil Virgin 1A well. Contour intervals, $250 \mathrm{~m}, 1 \mathrm{~km}$. Red dots, gravity stations, magenta circles, wells; purple circles, seismic picks on basement.


Figure 9B. Basin thickness using density-depth function derived from interval velocities from LV-1. Contour intervals, $250 \mathrm{~m}, 1 \mathrm{~km}$. Red dots, gravity stations, magenta circles, wells; purple circles, seismic picks on basement.
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Figure 10. Interpretation of LV-1. (A) Gridded aeromagnetic data (B) Gridded isostatic gravity. (C) Depth section of seismic-reflection data. Green lines on depth section are outlines of density ( D in $\mathrm{g} / \mathrm{cm}^{3}$ ) and magnetic ( S in $10^{-3} \mathrm{cgs}$ units) bodies used to calculate curves shown in (A) and (B). Yellow lines outline sedimentary packages interpreted from seismic data. Black lines are interpreted faults from the seismic-reflection data. Dotted magenta lines are alternate fault locations for the faults bounding the eastern margin of California Wash valley. Dotted blue line is basin depth from Model A. Dark blue lines mark bedding in pre-Cenozoic rocks.


[^0]:    1. The SNWA and LVVWD have interests in the current proceedings before the NSE. Both entities are referred to jointly throughout this report as SNWA.
[^1]:    1. Based on a digital map, measuring stream lengths in ArcGIS.
[^2]:    1. Based on bi-annual snorkel surveys (Section 3.3).
[^3]:    1. Dace also occurred in irrigation ditches extending north from Baldwin Springs and northwest of Apcar (Jones) Springs, but these ditches have been removed and no longer support fish.
    2. Other barriers to fish movement within the Warm Springs Area (e.g., small diameter culverts, stream gages, waterfalls, palm roots, and fallen logs) are also being removed when possible.
    3. Other non-native invasive species downstream in the Muddy River that could pose a threat if introduced into the Warm Springs Area include red shiner (Cyprinella lutrensis) and red swamp crayfish (Procambarus clarkii).
[^4]:    1. These surveys have been confirmed to be accurate using mark-recapture studies (USFWS unpublished data).
[^5]:    1. Historically occupied spring sites were defined in the Recovery Plan (USFWS, 1996, pp. 33-34) as follows. Apcar: spring orifices to confluence with Refuge spring system ( 0.67 miles). Baldwin: spring orifices to confluence with North Fork of Muddy River ( 0.63 miles). Cardy Lamb: spring orifices to confluence with South Fork of Muddy River ( 0.50 miles). [Big] Muddy Springs: spring orifices to confluence with Muddy River ( 0.50 miles). Refuge: [Plummer] spring orifices on MVNWR to confluence with Muddy River ( 0.86 miles). Upper Muddy River: confluence of North Fork and South Fork to approximately $1,000 \mathrm{ft}$ downstream of Warm Springs Road bridge ( 2.07 miles).
[^6]:    1. Reporting has not been finalized yet for 2018 .
[^7]:    1. Native species occur within the area as the result of natural processes rather than human intervention.
    2. NatureServe is a nonprofit scientific network that collects and analyzes decision-quality data about imperiled species and ecosystems and serves as an industry-standard data source for environmental information. (NatureServe, 2019).
[^8]:    1. Moapa dace and Moapa White River springfish are occasionally documented downstream of the Warm Springs Area in very low numbers. A small population of springfish occurs in a shallow pool at the SNWA Hidden Valley property, which appears to have been transplanted.
    2. Only the Virgin River population of the Virgin River chub is currently listed as federally endangered.
[^9]:    1. Nest monitoring provides information on reproductive success, such as brood size and reasons for nest failure. Placing colored bands with unique identification numbers on birds' legs enables the study of life history and population dynamics, such as survivorship and movement.
    2. Given that aquatic macroinvertebrates are not regularly surveyed in many areas, endemicity is uncertain.
    3. In the Recovery Plan, Pahranagat naucorid (Pelocoris biimpressus shoshone) was referred to as Amargosa naucorid (Pelocoris shoshone shoshone), and Moapa pebblesnail (Pyrgulopsis avernalis) as Fluminicola avernalis.
[^10]:    1. MVWD underground water rights at the Arrow Canyon Wells total 7,240 afy (USFWS, 2006a, p. 8).
[^11]:    1. Based on bi-annual snorkel surveys (Section 3.3).
[^12]:    1. The unused portion means water not transpired by vegetation, evaporated from soils, or converted to water vapor.
[^13]:    1. Incidental take may also be authorized to private, non-federal entities undertaking otherwise lawful projects under a permit issued under Section 10 of the ESA. 50 CFR $\S 222.307$.
[^14]:    1. The MOA BO was challenged on ESA and other grounds, but it was upheld by the United States Court of Appeals for the Ninth Circuit.
[^15]:    1. Flow scenarios at Warm Springs West gage included: 3.60 cfs (no reduction), 3.25 cfs ( 10 percent reduction), 2.90 cfs ( 20 percent reduction), and 2.5 cfs ( 30 percent reduction).
[^16]:    1. Froude number was reclassified into pool, glide, and riffle classes using velocity and depth data. Pederson was calculated to be comprised of $50 \%$ pools, $33 \%$ glides, and $17 \%$ riffles; Plummer was comprised of $70 \%$ pools, $18 \%$ glides, and $12 \%$ riffles; and Apcar was comprised of $67 \%$ pools, $15 \%$ glides, and $18 \%$ riffles (Hatten et al., 2013, p. 6).
[^17]:    1. A stochastic model allows for random variation in one or more inputs over time. The variation is usually based on historical data.
[^18]:    1. "...(other than a species of the Class Insecta as determined by the Secretary to constitute a pest whose protection under the provisions of [the ESA] would present an overwhelming and overriding risk to man)" ( 50 CFR § 81.1(c)).
[^19]:    Western Water Law
    The current problems of many large water users in the West - guaranteed supplies, potential for expansion, and envirormental problems can be traced to the history of the

[^20]:    $\dagger$ This property is called the Central Limit Theorem (Conover, 1980). It holds for data which follow a distribution having finite variance, and so includes most distributions of interest in water resources.

[^21]:    ${ }^{1}$ Menlo Park, California
    ${ }^{2}$ Denver, Colorado, Nevada

