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iii

Preface
This report documents a spreadsheet add-in for viewing time series and modeling water 

levels that was developed in Microsoft® Excel 2010. Use of trade names does not constitute 
endorsement by the U.S. Geological Survey (USGS). The spreadsheet add-in has been tested 
for accuracy by using multiple datasets. If users find or suspect errors, please contact the USGS. 

Every effort has been made by the USGS or the United States Government to ensure the 
spreadsheet add-in is error free. Even so, errors possibly exist in the spreadsheet add-in. The 
distribution of the spreadsheet add-in does not constitute any warranty by the USGS, and no 
responsibility is assumed by the USGS in connection therewith. 
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Conversion Factors and Datums
Multiply By To obtain

Length
foot (ft) 0.3048 meter (m)
mile (mi) 1.609 kilometer (km)

Volume
gallon (gal) 3.785 liter (L) 

Flow rate
gallon per minute (gal/min) 0.06309 liter per second (L/s)

Transmissivity*
foot squared per day (ft2/d) 0.09290 meter squared per day (m2/d) 

Vertical coordinate information is referenced to the North American Vertical Datum of 1988 
(NAVD 88).

Horizontal coordinate information is referenced to the North American Datum of 1983 (NAD 83).

Altitude, as used in this report, refers to distance above the vertical datum.

*Transmissivity: The standard unit for transmissivity is cubic foot per day per square foot times 
foot of aquifer thickness [(ft3/d)/ft2]ft. In this report, the mathematically reduced form, foot 
squared per day (ft2/d), is used for convenience.
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Advanced Methods for Modeling Water-Levels and 
Estimating Drawdowns with SeriesSEE, an Excel Add-In

By Keith Halford, C. Amanda Garcia, Joe Fenelon, and Benjamin Mirus

increasing distance at which drawdown, or the pumping 
signal, can be detected (Risser and Bird, 2003; Halford and 
Yobbi, 2006). Drawdown analyses at distances of more than 
1 mile (mi) often fail because environmental water-level fluc-
tuations typically overwhelm the pumping signal. Barometric 
change, tidal forces, surface-water stage changes, or other 
external stresses induce these natural water-level changes in 
wells, which collectively are referred to here as “environmen-
tal fluctuations.” 

Barometric change and tidal forces can induce water-level 
fluctuations in a well greater than 1 foot (ft) during periods 
of less than a few days (Fenelon, 2000). Daily barometric 
changes alone typically exceed 0.3 ft where aquifers are 
confined or the unsaturated zone is thicker than 500 ft (Weeks, 
1979; Merritt, 2004). Episodic recharge events can cause 
water-level rises that exceed 1 ft (O’Reilly, 1998). Climatic 
variations in recharge can induce long-term rising trends 
of more than 3 feet per year that affect detection of small 
pumping signals (Elliott and Fenelon, 2010; Fenelon, 2000). 
Drawdowns can be a fraction of the environmental fluctuations 
in distant observation wells that are more than a mile from a 
pumping well. 

Environmental fluctuations have been modeled previously 
to differentiate natural water-level changes from pumping 
responses. Barometric and tidal effects typically are modeled 
independently and removed from water-level records (Erskine, 
1991; Rasmussen and Crawford, 1997; Toll and Rasmussen, 
2007). These approaches do not remove regional trends, such 
as long-term recharge, and are difficult to automate because all 
significant stresses that affect water levels other than pumping 
are not simulated simultaneously. 

Water levels from background wells can be used to 
explicitly model water-level changes from recharge responses, 
surface-water stage changes, or any other external stress 
(Halford, 2006; Criss and Criss, 2011). A background well 
monitors water levels that are affected by tidal potential-rock 
interaction, imperfect barometric coupling, and all other 
stresses, excluding analyzed pumping, that affect water 
levels in observation wells. The need for antecedent data and 
background water levels has long been recognized (Stallman, 
1971), but these trends and corrections typically have been 
estimated qualitatively. 

Abstract
Water-level modeling is used for multiple-well aquifer 

tests to reliably differentiate pumping responses from natural 
water-level changes in wells, or “environmental fluctuations.” 
Synthetic water levels are created during water-level mod-
eling and represent the summation of multiple component 
fluctuations, including those caused by environmental forcing 
and pumping. Pumping signals are modeled by transforming 
step-wise pumping records into water-level changes by using 
superimposed Theis functions. Water-levels can be modeled 
robustly with this Theis-transform approach because envi-
ronmental fluctuations and pumping signals are simulated 
simultaneously. Water-level modeling with Theis transforms 
has been implemented in the program SeriesSEE, which is a 
Microsoft® Excel add-in. Moving average, Theis, pneumatic-
lag, and gamma functions transform time series of measured 
values into water-level model components in SeriesSEE. Earth 
tides and step transforms are additional computed water-level 
model components. Water-level models are calibrated by mini-
mizing a sum-of-squares objective function where singular 
value decomposition and Tikhonov regularization stabilize 
results. Drawdown estimates from a water-level model are the 
summation of all Theis transforms minus residual differences 
between synthetic and measured water levels. The accuracy 
of drawdown estimates is limited primarily by noise in the 
data sets, not the Theis-transform approach. Drawdowns much 
smaller than environmental fluctuations have been detected 
across major fault structures, at distances of more than 1 mile 
from the pumping well, and with limited pre-pumping and 
recovery data at sites across the United States. In addition to 
water-level modeling, utilities exist in SeriesSEE for viewing, 
cleaning, manipulating, and analyzing time-series data. 

Introduction
Multiple-well, aquifer testing provides the most direct, 

integrated assessment of bulk hydraulic properties within com-
plex geologic systems (Bohling and others, 2003; Sepúlveda, 
2006; Yeh and Lee, 2007; Walton, 2008). The aquifer vol-
ume investigated with multi-well aquifer tests increases with 
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2  Advanced Methods for Modeling Water-Levels and Estimating Drawdowns with SeriesSEE, an Excel Add-In

Environmental fluctuations can be simulated as synthetic 
water levels, which represent the summation of multiple time 
series of barometric-pressure change, tidal potential, and back-
ground water levels, if available (Halford, 2006). Synthetic 
water levels are fitted to measured water levels for a period 
just prior to pumping, which should be more than three times 
greater than the period affected by pumping (Halford, 2006). 
Amplitude and phase of each time series are adjusted to mini-
mize differences between synthetic and measured water levels. 
These synthetic water levels are projected into the pumping 
period, and drawdown is the difference between synthetic and 
measured water levels. This approach is referred to here as the 
“projection approach” to water-level modeling. The projec-
tion approach becomes unreliable where most of the analyzed 
period is affected by pumping. 

Simultaneous modeling of environmental fluctuations 
and pumping signals overcomes the limitations of long-term 
extrapolation by using the projection approach. Environmental 
fluctuations can be defined during the entire period of record, 
which includes pumping and prolonged recovery periods. 
Variable pumping rates, as defined by a schedule of step 
changes, can be transformed to pumping signals by superim-
posing multiple Theis functions (Theis, 1935). Simultaneous 
simulation of all significant stresses affecting water-level 
changes is discussed as the “Theis-transform approach” to 
water-level modeling. 

These water-level modeling approaches have been imple-
mented in the program SeriesSEE, which is a Microsoft® 
Excel add-in. Water levels to be modeled, component fluc-
tuations, and period of analysis are defined interactively and 
viewed in workbooks that are created by SeriesSEE. Water 
levels are modeled with a FORTRAN program that is called 
from Excel. Differences between synthetic and measured 
water levels are minimized with PEST (Doherty, 2010a and 
2010b). Water-level models are calibrated rapidly because 
PEST files are created and executed seamlessly. 

Water-level modeling with SeriesSEE differs from existing 
applications that filter environmental fluctuations or simulate 
pumping (Toll and Rasmussen, 2007; Harp and Vesselinov, 
2011). This is because models of environmental fluctuations, 
Theis transforms, and parameter estimation are integrated in 
SeriesSEE. BETCO (barometric and earth tide correction) and 
similar programs simulate barometric and tidal water-level 
fluctuations but not regional trends and pumping effects (Toll 
and Rasmussen, 2007). Theis transforms have been applied 
previously in other water-level models, but environmental 
fluctuations were simulated with linear trends (Harp and Ves-
selinov, 2011). 

Purpose and Scope
The purpose of this report is to document the approach 

used in SeriesSEE. This is the supporting software for model-
ing water levels that respond to environmental fluctuations and 
pumping. Water levels are modeled so pumping signals can be 

differentiated from environmental fluctuations. A method for 
fitting these water-level models to measured series by adjust-
ing the selected parameters of each component is reported. 
The spreadsheet add-in is compatible with Microsoft® Excel 
2010 (version 14.0) or higher. Use of the spreadsheet add-in 
requires basic knowledge of Excel. Use and applicability of 
this software is documented in this report. The hydrologic 
concepts and methods used in the data processing also are 
described briefly.

Environmental Fluctuations
Environmental fluctuations in measured water levels, or 

natural water-level changes, can be modeled by using perti-
nent time series, such as barometric pressure, tidal potential, 
background water levels, and stream stage. These time series 
represent potential components used to create synthetic water 
levels in a water-level model. Relevant components can be 
selected where a relation is expected with the water-level 
record. For example, water-level fluctuations in well b4mwh 
appear to be related to earth tide, barometric pressure fluc-
tuations, recharge, and pumping (fig. 1). Simulating these 
environmental fluctuations in well b4mwh requires that earth 
tide, barometric pressure, and background water level (wells 
rw204 and sct4) components are included so that synthetic 
water levels can replicate measured water levels. 

Barometric Effects

Barometric pressure induced water-level fluctuations are 
greatest in deep, confined aquifers where the rock matrix 
absorbs most of the atmospheric load (Merritt, 2004). Fluc-
tuations increase because pressure instantly affects water 
levels in wells, whereas a stiff rock matrix transfers little of 
the increased atmospheric load to the confined water column. 
Atmospherically induced water-level fluctuations typically 
are less than 0.2 ft during a day. Large barometric-pressure 
changes from regional storms can cause water-level fluctua-
tions of more than 1 ft during a week.

Barometric changes also measurably affect water levels 
in unconfined aquifers (Weeks, 1979). Pressure changes do 
not propagate instantaneously through the unsaturated zone 
because air is highly compressible. The relatively low pneu-
matic diffusivity of the unsaturated zone creates substantial 
phase lags between atmospheric and water-level changes. 
Unconfined water-level fluctuations can approach the mag-
nitude of confined water-level fluctuations where the depth 
to water exceeds 500 ft. This is because atmospheric loading 
through the wellbore is not balanced by diffusion through the 
unsaturated zone. 
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Environmental Fluctuations  3

Tidal Effects

Tidal forces distort the crust of the earth, which creates 
water-level fluctuations in mid-continent wells (Bredehoeft, 
1967; Marine, 1975; Hanson and Owen, 1982; Narasimhan 
and others, 1984). Earth tides periodically deform (dilate and 
compress) the skeleton of the aquifer system, changing the 
porosity and causing measurable water-level fluctuations of as 
much as 0.1 ft or more in wells penetrating aquifers with small 
storage coefficients (fig. 1). Coupling between the mechanical 
deformation and the fluid filling the secondary porosity ampli-
fies water-level response in wells hydraulically connected to 
the secondary-porosity features, such as fractures or faults. 
The presence of secondary porosity typically renders the 
formation more compliant to imposed stresses, depending on 
orientation of the fractures or faults with respect to the prin-
cipal component directions of the imposed stress. The theo-
retical crustal strain tensors that result from the two principal 
lunar daily and semidiurnal tides are largely horizontal and 

orthogonal to one another. Subvertical fractures with azimuths 
oriented perpendicular to the strain tensor for a particular 
tide tend to amplify the strain and, thereby, the water-level 
response (Bower, 1983). 

The diurnal rise and fall of ocean levels are the most com-
mon manifestation of varying gravitational forces and are 
referred to as ocean tides. Ocean tides affect coastal ground-
water levels through direct head changes in an aquifer or as 
loads applied through a confining unit (Merritt, 2004). Ocean-
tide effects are better approximated with a nearby tidal gage 
than calculated tides because wind and coastal geometry also 
affect ocean tides in addition to direct gravitational forcing.

Background Water Levels

Recharge events, regional pumping, and change in surface-
water stage are identifiable stresses that typically affect large 
areas but are not predicted easily with independent time series 
such as barometric change and tidal potential. Recharge events 
and regional pumping stresses can create similar water-level 

Figure 1. Daily precipitation, groundwater levels, barometric change, and earth tide at Air 
Force Plant 6, Marietta, Georgia, April 22 to May 28, 2004. 
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4  Advanced Methods for Modeling Water-Levels and Estimating Drawdowns with SeriesSEE, an Excel Add-In

changes in multiple wells over areas of many square miles. 
Change in surface-water stages locally affects groundwater 
levels and can be measured directly. Water levels in wells 
sufficiently removed from an aquifer test can simulate these 
regional stresses, local changes in surface-water stages, and 
any other unidentified pervasive stresses. Water levels in 
these remote wells are referred to as background water levels 
(Halford, 2006).

Background water levels can be more effective correctors 
than independent barometric and tidal time series even where 
only barometric and tidal stresses are significant (Halford, 
2006). Barometric forcing through the unsaturated zone lags 
behind water-level changes because of the small permeability 
of unsaturated rock relative to an open well (Weeks, 1979). 
The complex relation between barometric pressure and water 
level in a well is explained poorly with barometric efficiency 
where the unsaturated zone is thick. Background water levels 
from another well of similar construction better approximate 
this relation. Likewise, rock properties and fracture orientation 
in an aquifer control tidal water-level fluctuations as much as 
tidal forcing. Water levels from background wells can better 
approximate the rock-tide interaction than theoretical tidal 
components alone. Independent barometric and tidal time 
series frequently remain necessary because of differences in 
rock properties, fracture orientation, and well completions 
around measured and background wells. 

Water-Level Modeling
Water-level modeling assumes that measured water-level 

fluctuations can be approximated by summing multiple-com-
ponent fluctuations (Halford, 2006). Input series of barometric 
pressure, input series of background water levels, and com-
puted earth tides explain most environmental fluctuations 
(fig. 2). Pumping signals are simulated with multiple Theis 
solutions that transform pumping schedules to water-level 
fluctuations. 

Water-level model components are summed to create a 
synthetic water level. A synthetic water level at time, t, is 
determined:

 SWL(t) 0
1

n

i
i=

= +∑C WLMC  (1)

where 
 C0 is an offset (L) that allows mean values of 

synthetic water levels to match mean 
values of measured water levels, 

 n is the number of water-level model (WLM) 
components, and 

 WLMCi is the ith WLM component in units of the 
modeled water level.

Water-level model results are denoted with the word 
synthetic rather than simulated to differentiate between water-
level and groundwater-flow model results. 

Figure 2. Input series of barometric pressure, input series of background water level, and computed gravity tide. 
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Water-Level Modeling  5

Water-Level Model Components

Input series are measured water levels, barometric pres-
sures, or pumping schedules that are transformed to represent 
water-level change. All input series are assumed to be continu-
ous between each discrete measurement where continuity can 
be piecewise linear or stepwise. Water levels and barometric 
pressures typically are used as piecewise linear functions. 
Pumping schedules typically are used as stepwise functions. 
All input series are transformed into WLM components that 
are smooth, differentiable functions. 

WLM components are created from input series with one 
of six transforms. The parameters that define each transform 
generically are referred to as coefficients because character-
istics and terminology are not consistent among transforms 
(table 1). Moving averages are most frequently used to trans-
form interpolated time series of barometric pressure and back-
ground water levels into WLM components. Pumping sched-
ules are transformed into water-level fluctuations with Theis 
transforms. Earth tides are computed for a given observation 
well location (Harrison, 1971). Transducer displacement, as a 
result of resetting a transducer in a well, is simulated with the 
step transform following a user-specified time. Lag and attenu-
ation of barometric-pressure changes between land surface and 
water table are simulated with the pneumatic-lag transform. 
Water-level rises from infiltration events are simulated with 
the gamma transform. 

WLM components are smooth functions because values 
are interpolated linearly between consecutive data pairs or 
transformed from stepwise data to a smooth function. Interpo-
lation or transformation allows data to be collected at variable 
intervals within a time series. Collection frequencies can differ 
among time series and do not need to be synchronized because 
interpolation or transformation synchronizes comparisons 
(fig. 3).

Moving Average 
Fluctuations of different frequencies exist in input series 

such as barometric changes and background water levels. 
Barometric changes exhibit diurnal, weekly, and seasonal 
fluctuations that differ in amplitude and frequency. Frequency-
dependent differences in water-level fluctuations also exist 
between wells because of differences in well construction and 
aquifer properties. Diurnal water-level fluctuations will be less 
where communication between well and aquifer is impeded 
and wellbore storage is increased. Poorly developed wells with 
large casing diameters and short screens damp high-frequency 
water-level fluctuations. Aquifers with large storage coeffi-
cients and small transmissivity values also will damp water-
level fluctuations. 

Table 1. Water-level model (WLM) components. 
[— is not applicable]

WLM
component

Time
series

Coefficient

1 2 3 4 5

Moving average Any series Multiplier Phase Averaging period — —

Theis transform Pumping sched-
ule

Transmissivity Storage coef-
ficient

Radial distance Flow-rate
conversion

—

Tide Computed Multiplier Phase Latitude Longitude Altitude
Step — Time Offset — — —

Pneumatic lag ª Barometric pres-
sure

KAIR SAIR Thickness of un-
saturated zone

— —

Gamma¹ Infiltration Multiplier k n Time conversion Multiplication 
series

ª Hydraulic properties of the Pneumatic-lag transform, KAIR & SAIR, are with respect to air. KAIR is hydraulic conductivity of air and is about 60 times 
greater than KWATER.SAIR is average air-filled porosity divided by mean air pressure.

¹ The k and n terms represent scale and shape parameters, respectively in the Gamma Probability Distribution Function.

0

0.05

0.10

0:00 6:00 12:00

W
at

er
 le

ve
l c

ha
ng

e,
 in

 fe
et

 

Time, in hour:minute

Series 1
Series 2

Figure 3. Two time series with different collection frequencies 
and sampling times.

SE ROA 11385

JA_4147



6  Advanced Methods for Modeling Water-Levels and Estimating Drawdowns with SeriesSEE, an Excel Add-In

Input series frequently are composed of multiple signals 
of different frequencies. These different frequencies can be 
separated into multiple WLM components with multiple 
moving averages of the input series (fig. 4). Water levels can 
be averaged over periods of hours to days where duration of 
averaging periods and the number of WLM components are 
arbitrary quantities. More than a half dozen WLM components 
frequently are created from a single input series because a 
broad range of averaging periods are more likely to simulate 
the environmental fluctuations. An excess of WLM compo-
nents generally does not degrade results. High-frequency sig-
nals are approximated indirectly by summing multiple WLM 
components with ranges of averaging periods. The original 
input series and WLM component are one and the same where 
an averaging period of 0 is specified (table 1).

The moving-average transform is applied to ith WLM com-
ponent at time, t:

 ( )i i i iWLMC aV t φ= +  (2)

where
 ai is the amplitude multiplier of the ith 

component in units of the modeled water 
level divided by units of the ith component,

 Φi is the phase-shift of the ith component (t), and 
 Vi(t+Φi) is the value of the moving average of ith 

input series at time t+ Φi in units of ith 
component.

Amplitude (a) and phase (Φ) are estimated in equation 
2 to minimize differences between synthetic and measured 
water-levels.

Moving averages are centered about the evaluation time, t, 
where averaging periods are defined by time, not the number 
of measurements. For example, a 12-hr, moving average at 
the time when sampling increased from hourly to 15-minute 
measurements would average 31 values. Six values were mea-
sured prior to the evaluation time, another value was measured 
at the evaluation time, and 24 values were measured after the 
evaluation time.

Figure 4. Input series and four additional water-level model components that were created 
by averaging in periods of 0.5, 1, 2, and 4 days (d). 

Input series
Average 0.5 d
Average 1.0 d
Average 2.0 d
Average 4.0 d

0.2

0.4

0.6

W
at

er
-l

ev
el

 c
ha

ng
e,

 in
 fe

et

2010
09/03 09/06 09/09 09/12
0

SE ROA 11386

JA_4148



Water-Level Modeling  7

Theis Transform
Pumping schedules are converted into water-level 

responses with a simple model: the Theis (1935) solution. 
Water-level changes or drawdown, s, from pumping-rate 
changes are simulated:

  
 

= = =
2

( )
4 4 4i T T T tπ π ∆ 

WLMC s W u W
Q Q r S

 (3)

where 
 Q  is the flow rate (L³/t), 
 T  is the transmissivity (L²/t), 
 W(u)  is the exponential integral solution, 
 u  is dimensionless time, 
 r is the radius (L), 
 S is the storage coefficient (dimensionless), and 
	 Δt  is the elapsed time since the flow rate  

changed (t).

Multiple Theis solutions are superimposed in time to 
simulate water-level responses to variable pumping schedules 
(fig. 5). The effects of multiple pumping wells also can be 
simulated by superposition in space (Harp and Vesselinov, 
2011). Each pumping well with its unique pumping schedule 
and radial distance is simulated with a WLM component in 
SeriesSEE. Pumping signals are discussed here as drawdowns, 
regardless of pumping rate, because discrete drawdown and 
recovery periods do not exist when variable pumping sched-
ules are simulated.

Superimposed Theis solutions serve as transform func-
tions, where step-wise pumping records are translated into 
approximate water-level responses at observation wells. Log-
transforms of transmissivity (T) and storage coefficient (S) 
are estimated in equation 3 to minimize differences between 
synthetic and measured water-levels. Estimates of T and S can 
characterize correctly the hydraulic properties of an aquifer 
if assumptions of the Theis solution are honored. These same 

Figure 5. Theis transform of a pumping schedule to water-level changes at radial distances between 1,250 
and 10,000 feet from a pumping well for a fixed transmissivity and storage coefficient.
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8  Advanced Methods for Modeling Water-Levels and Estimating Drawdowns with SeriesSEE, an Excel Add-In

parameters primarily are fitting terms with little physical 
significance in hydrogeologically complex aquifer systems 
because assumptions of the Theis solution are violated. This 
component of the water-level model is referred to as a “Theis 
transform,” here, and applies to the pumping schedule of a 
single well.

Hydrogeologic complexity and uncertainty are addressed 
by applying multiple Theis transforms to a single pump-
ing schedule. Relatively fast and slow elements of pumping 
signals propagate through complex aquifer systems. These fast 
and slow elements are approximated by Theis transforms with 
relatively high and low hydraulic diffusivities, respectively.

Computed Tides
The tides are displacements of the particles in a celestial 

body caused by the forces of attraction in a neighboring body. 
The terrestrial tides on Earth consist of the atmospheric tides, 
the earth tides, and the ocean tides and are related to the lunar 
and solar cycles (Defant, 1958). Simulated tidal forcing and 
body tides of a solid Earth (oceanless) produced by the moon 
and sun are computed from gravitational and astronomical 
theory for a specified point on the Earth for a specified time by 
using the Harrison (1971) model. Changes in the solid Earth 
caused by the ocean tides are not considered here. Many of the 
model parameters, and thus the computed tidal components, 
are functions of time based on the ephemerides, which are 
computed in the model but are not included here explicitly.

The earth tides result as the crust undergoes volumetric 
strains, Vε , due to variations in tide-generating forces:

 ( )1
3V rrθθ λλε ε ε ε= + +  (4)

where, ƐƟƟ, Ɛλλ, and Ɛrr (positive downwards) represent the 
principal components of the strain-tide tensor with respect to 
polar north, east, and radial, respectively. Most of the stress 
close to the Earth’s surface is plane stress, and the resultant 
strain tide is predominately an areal strain, ƐA (Melchior, 1966:

 ( )1
2A θθ λλε ε ε= +  (5)

The areal strain produced by earth tides is computed from 
theoretical considerations (Harrison, 1971, 1985; Beaumont 
and Berger, 1975; Berger and Beaumont, 1976) by using the 
tidal potential, V (L²/t²), as formulated by Bartels (1957, 1985) 
and computed by Harrison (1971):

The areal strain tide component is formulated as a scaled 
function of the tidal potential (Munk and McDonald, 1960; 
Melchior, 1966, Bredehoeft, 1967):

 ( )2 6A
Vh l
rg

ε = −  (7)

where 
 h̄ and l̄  are Love numbers at the Earth’s surface, and
 g is the gravitational acceleration (L/t²).

Areal strain tide is computed by using h̄ = 0.638 and 
l̄  = 0.088 and is expressed in parts per billion strain (dimen-
sionless). The resulting areal ‘dry’ (in the absence of saturating 
fluid) tidal dilatation at the Earth’s surface, Δt can be expressed 
(Bredehoeft, 1967):

 1 2
1t A

v
v

ε− ∆ =  − 
 (8)

where v is Poisson’s ratio.

The gravity tide oriented downwards normal to the Earth’s 
ellipsoid, gN, is computed (Harrison, 1971):

 = −
V VgN r r θ
∂ ∂
∂ ∂

δ  (9)

where 
 Ɵ is the geocentric polar angle of the observa-

tion point (radians), and 
 δ is the difference between the geodetic and 

geocentric latitudes. 

For example, δ attains a value of about 3.37 × 10-3 radians 
at 45° latitude. Gravity tide is expressed in terms of microgals 
(L/t²). 

The tilt tide in a plane tangent to the Earth’s ellipsoid along 
a specified azimuth oriented with respect to 0° N, γT is com-
puted (Harrison, 1971):

 
 

11 cos sin
sinT

V V V
g r r r

ααγ
θ θ λ

 ∂ ∂ ∂  
 ∂ ∂ ∂  

= δ ++  (10)

where 
 λ is the terrestrial east longitude of the 

observation point (radians) and 
  α is the specified azimuth of tilt (radians). 
Tilt tide is expressed in nanoradians. 

 
2 2 2 22 2

3 3

3cos 1 5cos 3cos 3cos 1
2 2 2

m m m s

s m s

z z z zGMr r GSrV
R R R

   − − −
= + +   

  
 (6)

where 
 G  is the Newtonian constant of gravitation (L³ / M¹-t²), 
 M and S  are the masses of the moon and sun, respectively (M), 
 r  is the distance between the center of the Earth and the observation point on the Earth’s surface (L), 
 Rm and Rs  are the distances of the moon and sun, respectively, from the Earth’s center (L), and 
 zm and zs  are the zenith angles of the moon and sun, respectively (radians).
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Water-Level Modeling  9

Dry, gravity, and tilt tides (Table 2) result from changes in 
gravitational forces as the relative positions of the sun, moon, 
and earth change (Harrison, 1971). These theoretical earth 
tides are computed functions that only require the location of 
an observation well. 

Adjustable WLM components are created by multiplying 
computed dry, gravity, or tilt tide (table 2) by an amplitude. 
Zenith angles primarily are specified by longitude and time 
as referenced to Greenwich Mean Time. A phase shift can be 
applied to the zenith angles through the specified time. Ampli-
tude (a) and phase (Φ) are estimated to minimize differences 
between synthetic and measured water-levels. 

Step Change
Step changes in water-level records are introduced when a 

transducer is disturbed or replaced. Transducer submergence 
can change if the hanger position is moved. Replacing a trans-
ducer is likely to change submergence because the devices 
can differ and cable stretch can occur. A step-change WLM 
component is necessary because shifts of less than 0.03 ft are 
detectable in WLM results. 

A step change in the water-level measurement is simulated 
as follows: 

 
for 

0 for 
i i STEP

i STEP

WLMC h t t
WLMC t t

= ∆ ≥
= <   (11)

where
 Δhi is the step change of the ith component and t 

is the time. The step change is estimated 
in equation 11 to minimize differences 
between synthetic and measured 
water-levels.

Pneumatic Lag 
The pneumatic lag between barometric-pressure changes at 

land surface and the water table can be simulated with a one-
dimensional diffusion equation instead of being approximated 
with multiple moving averages. This alternative approach is 
advantageous for estimating the hydraulic properties of the 
unsaturated zone and precludes using multiple moving aver-
ages of barometric pressure. The propagation of barometric 
changes through the unsaturated zone is solved analytically 
by using equivalent solutions for surface-water/groundwater 
interaction (Rorabaugh, 1964; Barlow and Moench, 1998). 

Stage changes of a fully penetrating river that perturb 
groundwater levels behave similarly to barometric pressure 
changes that perturb air pressures in the unsaturated zone 
(fig. 6). This assumes that pressure changes are small relative 
to the mean air-pressure so air density and specific storage 
are affected minimally. Barometric changes typically are less 
than 2 ft while mean air-pressure ranges between 26 and 34 
ft (Merritt, 2004; Fenelon, 2005). Boundary conditions for a 
one-dimensional, confined aquifer are equivalent to bound-
ary conditions of an areally extensive, thick unsaturated zone. 
The water table is an impermeable boundary because air-filled 
pores cease to exist. 

Table 2. Abbreviations and descriptions of tides that are computed in SeriesSEE.

Tide DESCRIPTION Units Equation

DRY Areal strain tide parts per billion 8

GRAVITY Normal to the Earth ellipsoid microgals 9

TILT Plane tangent to the Earth ellipsoid nanoradians 10

Figure 6. Schematics of one-dimensional, confined aquifer and an areally extensive, 
thick unsaturated zone that experience similar step-changes to a time-varying specified-
head boundary such as a river or barometric-pressure difference.
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10  Advanced Methods for Modeling Water-Levels and Estimating Drawdowns with SeriesSEE, an Excel Add-In

Equivalent hydraulic conductivity and specific storage of 
the unsaturated zone differ from the confined aquifer solution 
because the pores are filled with air rather than water. Equiva-
lent hydraulic conductivity is air permeability divided by the 
viscosity of air and is about 60 times greater than saturated 
hydraulic conductivity because the ratio of water-to-air viscos-
ity ranges from 70 to 40 for temperatures between 10 and 
30°C. Air permeability is affected negligibly by changes in 
barometric pressure (Baehr and Hult, 1991). Specific storage 
of the unsaturated zone is the air-filled porosity divided by the 
mean air pressure. 

Pressure change at a given depth in the unsaturated zone 
from a step-change in pressure at land surface is simulated as 
follows:

Water-table changes are assumed equal and opposite of 
air-pressure changes at the water table. Log-transforms of KAIR 
and SAIR are estimated in equation 12 to minimize differences 
between synthetic and measured water-levels. If the objective 
of a water-level model is to estimate hydraulic properties of 
the unsaturated zone by using equation 11, then multiple mov-
ing averages of barometric pressure cannot be used as WLM 
components. 

Figure 7. Average daily barometric pressure and simulated air pressure at the water table.
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∑  (12)

where 
	 Δp  is the step change in air pressure at land surface (L),
 m  is an index, 
	 Δt  is elapsed time since the step change (t),
  KAIR  is the air permeability divided by viscosity of air (L/t),
  SAIR  is air-filled porosity divided by the mean air-pressure (1/L), and 
 a  is the thickness of the unsaturated zone (L).

Multiple step changes are superimposed in time to simulate air-pressure changes at the 
water table by using barometric-pressure changes at land surface (fig. 7). 
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Gamma Transform
The gamma transform was adapted from a Water-Balance/

Transfer Function (WBTF) model that simulates recharge 
to the water table from precipitation (O’Reilly, 2004). The 
gamma transform retains the transfer function from the 
WBTF model that translates a discrete pulse of infiltration 
below the root zone to recharge at the water table. The delay 
between infiltration and recharge at the water table increases 
as unsaturated-zone thickness increases. Recharge pulses also 
are attenuated and prolonged as unsaturated-zone thickness 
increases. The WBTF model was selected because the transfer 
function simulates these characteristics (O’Reilly, 2004). 

Water-level rise, rather than recharge, is simulated with the 
gamma transform. Water-level rise equals recharge divided by 
specific yield, where the aquifer is unconfined, and conse-
quently has a greater magnitude than recharge (fig. 8). 

Water-table rise from each infiltration event is simulated as 
follows: 

 
1

( )

t
nk

i i
e tWLMC a I

k n k

∆
− −∆ =  Γ  

 (13)

where 
 ai  is the amplitude multiplier of the ith component, 
 I  is amount of infiltration during an event (L), 
	 Δt  is elapsed time since the infiltration event(t), 
 k  is a scale parameter (t), 
 n  is a shape parameter (dimensionless) , and
  Γ(n) is the gamma function, (dimensionless), which 

is equivalent to (n – 1) for integer values of n 
(Potter and Goldberg, 1987, p. 111). 

Multiple step changes are superimposed in time to simulate 
water-table fluctuations from infiltration events below land 
surface (O’Reilly, 2004).

Figure 8. An infiltration schedule and water-level rises simulated with gamma transforms that 
were defined by six pairs of shape (n) and scale (k) parameters. 
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Physical significances have been attributed to the fitting 
parameters ai, k, and n (O’Reilly, 2004). The amplitude mul-
tiplier (ai) converts recharge to water-level rise and should be 
proportional to the inverse of the storage coefficient. The scale 
parameter (k) controls the average delay time imposed by the 
unsaturated zone (Dooge, 1959). The shape parameter (n) has 
been characterized as “the number of linear reservoirs neces-
sary to represent the unsaturated zone” by O’Reilly (2004). 
These explanations are interesting, but estimated values of ai, 
k, and n should be interpreted with great skepticism, if at all. 

Superimposed gamma transforms translate step-wise pre-
cipitation or infiltration records into approximate water-level 
responses at observation wells. Amplitude (a) and the log-
transform of the scale parameter (k) are estimated in equation 
13 to minimize differences between synthetic and measured 
water-levels. The shape parameter (n) is assigned and is not 
estimated. Multiple gamma transforms should be used with 
different values of n if the effect of n is investigated. 

Calibration

Water-level models must be calibrated to reliably differ-
entiate small pumping responses from environmental fluctua-
tions. Efficient and effective calibration requires a quantitative 
measure of model misfit so model parameters can be esti-
mated automatically as is done with the parameter estimation 
software PEST (Doherty, 2010a, 2010b). Differences between 
synthetic and measured water levels, or residuals, define the 
goodness-of-fit and are summed in the measurement objective 
function: 

 ( )
2

1
( ) ( )

nobs

MEAS j j
j

x SWL x MWL
=

Φ = −∑  (14)

where 
 x  is the vector of parameters being estimated, 
 nobs  is the number of observations compared, 
 SWL(x)j  is the jth synthetic water level, and 
 MWLj  is the jth measured water level.

Although the sum-of-squares error serves as the measure-
ment objective function, root-mean-square (RMS) error,

 ( )MEASxRMS
nobs

Φ
=  (15)

is reported because RMS is easily compared to measurements.

Residuals are not weighted in the measurement objective 
function because suspect measured water levels should be 
discarded rather than assigned a low weight. Each measured 
water level is assumed equally important so all water levels 
are weighted equally. Uniform weighting causes differences 
between synthetic and measured water levels to equally affect 
the measurement objective function (eq. 14). 

Stable parameter-estimation results are ensured with 
selective parameter transformation and regularization. Log-
transforms of hydraulic properties are estimated in the Theis, 
pneumatic lag, and gamma transforms to scale parameters and 
precluded negative hydraulic properties (table 3). Regular-
ization avoids estimating insensitive parameters and guides 
estimates toward preferred values. Parameter estimates have 
little to no significance because the parameter values generally 
are not interpreted. Drawdown estimates are interpreted and 
are the ultimate water-level model result. 

Parameter estimation for water-level modeling is uncondi-
tionally stable because singular-value decomposition (SVD) 
regularization is used (Doherty and Hunt, 2010). Insensitive or 
highly correlated parameters are not estimated and remain at 
their assigned values if eliminated by SVD regularization. 

Tikhonov regularization guides estimates to preferred con-
ditions (Doherty, 2010a, 2010b). Regularization observations 
are added to define preferred relations between parameters 
(Doherty and Johnston, 2003). Homogeneity within each of 
the three parameter groups of amplitude, phase, and hydraulic 
property was the preferred relation that was enforced with 
Tikhonov regularization (table 3). 

The balance between fitting measurement and regulariza-
tion observations is controlled by the sum-of-squares measure-
ment error, PHIMLIM, in PEST (Doherty, 2010a, 2010b). 
An expected RMS error defines PHIMLIM, which equals the 
square of the expected RMS error times the number of mea-
sured water levels (nobs). The expected RMS error defaults to 
0.003 (L) in SeriesSEE, but can be changed by the user. 

Table 3. Summary of estimable parameters and parameter groups for water-level modeling (WLM) components. 
[— is not applicable]

WLM
component

Coefficient
1

Parameter
group

Coefficient
2

Parameter
group

Moving Average a Amplitude ɸ Phase

Theis Transform T Hydraulic Property S Hydraulic Property

Tide a Amplitude ɸ Phase

Step — — a Amplitude

Pneumatic Lag KAIR Hydraulic Property SAIR Hydraulic Property

Gamma a Amplitude k Hydraulic Property
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Drawdown Estimation

Drawdown estimates from a water-level model are the 
difference between measured water levels and synthetic water 
levels without the Theis transforms. Alternatively, drawdowns 
can be computed directly by summing all Theis transforms 
and subtracting residuals (fig. 9). The summation of all Theis 
transforms is the direct estimate of the pumping signal. 
Residuals represent all unexplained water-level fluctuations. 
These fluctuations should be random residuals during non-
pumping periods, but can contain unexplained components 
of the pumping signal during pumping and recovery periods. 
This method of estimating drawdowns is called the Theis-
transform approach. 

A limited, application of water-level modeling, the projec-
tion approach, was developed prior to the Theis-transform 
approach (Halford, 2006). Synthetic water levels were devel-
oped and calibrated during a period prior to pumping with the 
projection approach. Calibrated, synthetic water levels were 
then projected forward during pumping and recovery. Draw-
down was the difference between projected synthetic values 
and measured values. This approach ensures that environ-
mental fluctuations and the pumping signal are uncorrelated 
because pumping is not simulated during model calibration to 
antecedent water levels. 

The projection approach is limited primarily because 
regional water-level trends are simulated poorly. Excluding 
pumping and recovery periods from WLM calibration elimi-
nated much of the regional trends from the calibration period. 
This drawback weakened the projection approach and limited 
the usefulness of background well information, particularly 
where pumping and recovery periods were greater than the 
antecedent data period. 

The Theis-transform approach is a more robust applica-
tion of water-level modeling because environmental fluctua-
tions and pumping signal are simulated during pumping and 
recovery in addition to antecedent water levels. This allows for 
calibration of synthetic water-levels to all measured data. The 
effects of pumping on measured water levels are approximated 
by using a simple approach, Theis transforms, so that simula-
tions are quick. Efficiency and speed are mandatory because 
water levels are modeled independently in every observation 
well. These requirements preclude numerical groundwater-
flow models or any other laborious approach for translating 
pumping schedules to water-level responses. 

Drawdown detection with the Theis-transform approach 
becomes ambiguous when the signal-to-noise ratio is low or 
where environmental fluctuations and pumping signals can be 
correlated. Signal and noise are defined herein as the maxi-
mum drawdown in a well during an aquifer test and the RMS 

Figure 9. Estimated drawdown from summing Theis transforms and subtracting residuals. Fast and slow Theis transforms represent the 
relatively fast and slow elements of pumping signals that propagate through a complex aquifer system.
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error, respectively. Drawdown has been detected definitively 
where the signal-to-noise ratio was greater than 10 and cor-
relation was unlikely. Correlation is unlikely where sharply 
defined pumping signals (saw-tooth shape) exist or consid-
erable recovery has been observed (fig. 10, ER-EC-6 deep, 
r = 6,800 ft). Correlation between environmental fluctuations 

and the pumping signal is possible where observed drawdown 
can be approximated by a linear trend during all or part of the 
period of analysis (fig. 10, ER-EC-12 shallow, r = 8,900 ft). 
The potential for correlation increases as hydraulic diffusivity 
decreases, distance between observation and pumping well 
increases, or recovery diminishes. 

Figure 10. Discharge from pumping wells ER-20-8 upper and ER-20-8 lower, estimated drawdowns, residuals, RMS errors, and signal-
to-noise ratios in observation wells ER-EC-12 shallow and ER-EC-6 deep.
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SeriesSEE
SeriesSEE is a Microsoft® Excel add-in for viewing, clean-

ing, manipulating, and analyzing time-series data where water-
level modeling is a primary analysis tool. SeriesSEE creates a 
viewer file from a data workbook that can contain more than 
16,000 series. The maximum number of series that can be 
viewed simultaneously is limited to twelve. Time series are 
displayed on two charts where all data are shown in one chart, 
and a magnified subset is shown in the other chart (fig. 11). 
Borehole geophysical logs also can be viewed, cleaned, 
manipulated, and analyzed with SeriesSEE, where the two 
charts are displayed top-to-bottom, rather than left-to-right. 
SeriesSEE software, installation instructions, and help for all 

tools can be downloaded in the zipped file, which is described 
in appendix A. 

All source code that was developed for SeriesSEE can be 
downloaded freely (appendix B). All utilities, except WLM, 
are processed exclusively with VBA code in the SeriesSEE 
add-in or supporting add-in files named SSmodule_*.SerSee. 
Source codes for these files are in the VBA folder of appen-
dix B and are named SSmodule_*.xlsm. Water levels to be 
modeled, input series, and period of analysis are defined with 
VBA routines. WLM components are transformed (table 1) 
and water levels are simulated with the FORTRAN program 
WLmodel, which reads ASCII files written by VBA programs. 
Differences between synthetic and measured water levels are 
minimized with PEST (Doherty, 2010a, 2010b). A copy of 

Figure 11. SeriesSEE toolbar and example workbook that was created with SeriesSEE. 
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PEST exists in the SeriesSEE installation files, but also can be 
downloaded independently from http://www.pesthomepage.
org/. The VBA utility WLM writes the PEST control file, 
*.pst, as multiple, commented input files, which are concat-
enated and stripped of comments with the FORTRAN program 
NoComment. Source codes and documentation of WLmodel 
and NoComment are in the FORTRAN folder of appendix B. 

Data Requirements

Data must be arranged as a continuous series of head-
ers and values where all headers are in a single row (fig. 12). 
Multiple time columns can be specified, which allows for 
specification of series with different or irregular sampling 
intervals. All series are independent, so time columns need not 
be synchronous. Multiple data series can share a common time 
column (fig. 12, See columns C, D, and E), but the shared time 
column must be the first time column to the left of the data 
series. 

A Viewer file is created by selecting a cell            in the 
block of data to be analyzed and pressing the    button 
(fig. 11). The entire data block is copied from the user’s origi-
nal file into the viewer file by default. All equations within the 
block of data are converted to values in the viewer file, which 
breaks all linkages to the user’s original workbook. Original 
data and formulas are not altered in the user’s original file 
because all SeriesSEE operations act on a copy of the data in 
the viewer file. 

Supporting Utilities

SeriesSEE features more than 20 supporting utilities in 
addition to the viewer creation and water-level modeling utili-
ties already discussed (table 4). Many utilities exist to provide 
data-handling capabilities that can be used prior to water-level 
modeling. Related utilities are grouped and labeled as Clean 
Data, Analysis, Tools, Import, Export, Adjust, and Chart Tools 
(table 4). 

Time-series data generally must be cleaned before analyz-
ing. Cleaning removes erroneous measurements, converts 
units, reconciles continuous and periodic measurements, 
and removes step changes from transducer disturbances. 
All changes between the original and cleaned series can be 
recorded with explanations for each data change if the track 
utility is active. Changes and explanations are recorded to an 
auxiliary workbook that also contains the original and revised 
series. Utilities in the clean data and analysis groups perform 
these tasks (table 4). 

Simple analysis and inspection of series are supported by 
utilities in the analysis group (table 4). New series can be cre-
ated by adding, subtracting, multiplying, or dividing one series 
by another with the    utility. Measurement fre-
quencies of the two series can differ because of interpolation. 
Smoother series can be created from noisy series with moving 
averages or LOWESS (LOcally Weighted Scatterplot Smooth-
ing), which is a nonparametric method of fitting a curved 
line to data (Helsel and Hirsch, 1992, p. 288–291). Potential 
correlations among multiple series of disparate scales can be 
inspected by normalizing these series to a common scale with 
the  utility. 

Water-level modeling and other analyses can be expedited 
and improved by data reduction where there has been overs-
ampling. Data can be reduced by averaging within periods 
such that 1-minute data are reduced to 1-hour averages with 
the  utility. Continuous records of flow rates with 
many thousands of measurements can be reduced accurately to 
a few dozen step changes with the  utility. Simpli-
fied pumping schedules increase the efficiency and speed at 
which drawdowns can be simulated in WLMs. Geophysical 
logs are approximated with a simple polyline using the PolyFit 
utility, , which can eliminate extraneous fluctua-
tions and constrain the polyline to monotonic increases. Utili-
ties in the tools group perform these tasks (table 4). 

Time series can be imported from ASCII files and database 
tables to a SeriesSEE data table with utilities in the import 
group (table 4). Multiple data-logger files are read interac-
tively with the  utility to create a single Series-
SEE data table. Database tables with site identifiers, times, and 
water levels grouped into three columns can be reformatted to 
a SeriesSEE data table with the  utility. 

Figure 12. Format of headers and values for creating a viewer file with SeriesSEE.
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Table 4. Summary of available tools in SeriesSEE.
Group Utility Description Name

Create Create Viewer file by selecting a cell in a block of data in an original source file, which is 
copied to the viewer file.  All equations are converted to values in the Viewer file. View

Clean Data Bad data conditionally can be commented and/or eliminated. Conditional

Bad data in a single series can be commented and/or eliminated graphically. Points

Data gaps from the cleaning process can be filled by linear interpolation, loaded with a 
dummy value, eliminated altogether, or gaps can be created for alignment. GapFill

Shift data segments.  Estimate shift with simple water-level models that use a few guide 
series. Alternatively, shifts can be assigned from other estimates.   Align

Data reduction by averaging where oversampled. Average

Float series to tape downs without changing slope of transducer data. Float

Force an explanation to be appended to each data change in an auxillary workbook that also 
contains the original and revised series. Track

Analysis
Create new series by addition, subtraction, multiplication, and division of existing series.  

Second series interpolated to times in the first series. Series can also be smoothed with a 
moving average or LOWESS curve.

Compare

Series can be normalized to common scales. Rescale

Removes derived series that are created by Compare or Rescale. Remove

Tools Data reduction tool where selected series are binned by time periods or depth intervals to 
compute statistics. Subtotal

Reduces pumping rates to a simple schedule. SimpleQ

Geophysical logs are approximated with a simple polyline. PolyFit

Model water levels interactively in a new workbook, where water levels are simulated with 
a FORTRAN program and differences are minimized with PEST. WLM

Import Series from data-logger files are read interactively and concatenated in a SeriesSEE format. GetLogger

Split 3 columns of site identifiers, time, and water levels into SeriesSEE input where a new 
series is identified at each change in site identifier.  Split

Export Output from tracking workbooks to selected ASCII formats. ASCII

Export individual series with options to create drawdown observations. Drawdown observa-
tions require shifting, binning, and truncating to a time window. Series

Data are copied to a new workbook and reduced to a user-specified period. Window

Adjust Individual, selected, or all series can be shifted such that the average, minimum, maximum, 
or first value will equal zero. Offset

Chart 
Tools Refresh the list of available series after manually adding or deleting series on the data page. Refresh

Create temporary hyperlinks between visible series and charted data in the Viewer file. HyperData

Magnify subareas of plot.  First click adds a rectangle. Second click re-scales both axes to 
rectangle area. Third click restores plot. BoxFocus

Inform Controls and usage of SeriesSEE are explained. Help

Display ad copy about SeriesSEE. About
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Series can be viewed and inspected at scales as fine as 
discrete measurements with utilities in the “adjust” and 
“chart tools” groups (table 4). Series can be shifted so that 
all measurements fluctuate about a common reference with 
the utility, which eases comparisons among series 
(fig. 13). Subareas of charts in SeriesSEE viewer and auxiliary 
files can be magnified interactively with the  
utility. Discrete measurements can be selected graphically and 
connected to the cell with the numerical value in the Viewer 
file with the  utility, which creates temporary 
hyperlinks between charted points and the cell with the plotted 
value.

Each SeriesSEE utility is fully documented in the help 
system, which can be called with the  utility or from 
context sensitive help calls in each utility (appendix A). Each 
group, utility, form, and auxiliary workbook is explained 
briefly, and step-by-step instructions (fig. 14). Complex 
utilities such as water-level modeling are documented with 
multiple pages that explain each form and action. 

Water-Level Modeling

Water levels are modeled interactively with the  
utility in SeriesSEE. Water levels to be modeled, input series, 
period of analysis, and WLM components are defined through 
the use of data-entry forms. A new workbook for modeling 
water levels is created with user-specified information from 
these forms. Fitting periods and WLM components can be 
modified in the WLM workbook. 

Analytical models that transform WLM components in the 
FORTRAN program WLmodel have been verified (table 5). 
The analytical models for moving average and step transforms 
were verified against intrinsic functions in Excel. The analyti-
cal models for Theis, tide, pneumatic lag, and gamma trans-
forms were verified against solutions that were computed with 
published programs. Source problems, programs, and com-
parisons between WLmodel output and published programs 
are documented fully in appendix C. 

Differences between synthetic and measured water levels 
are minimized with PEST. Parameter estimates, transformed 
WLM components, synthetic water levels, and differences 
are imported automatically into the WLM workbook after 
PEST finishes. Model fit is defined by RMS error and evalu-
ated graphically. Parameters are estimated and WLM results 
are evaluated iteratively until the user deems the fit to be 
adequate. 

Figure 13. Shifting series to a common reference with the offset utility.
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Table 5. Summary of verification tests for analytical models in 
the FORTRAN program WLmodel.

WLM Component SeriesSEE Label Verification Source

Moving Average SERIES Excel function

Theis Transform THEIS Barlow and Moench, 1999

Tide TIDE Harrison, 1971

Step STEP Excel function

Pneumatic Lag AIR-LAG Barlow and Moench, 1998

Gamma GAMMA O'Reilly, 2004
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Drawdowns and transformed WLM components are 
returned to the SeriesSEE viewer once the user accepts a 
WLM, where drawdowns are the sum of all Theis transforms 
minus differences between synthetic and measured water 
levels. Drawdowns and transformed WLM components are 
selected individually, so the number of returned series can 
range from 0 to all WLM components. The WLM workbook 
can be archived as a macro-free workbook with re-activation 
capabilities. 

Applications of Water-Level Modeling
Water-level modeling applications of SeriesSEE are dem-

onstrated with a hypothetical example and a field investigation 
at Pahute Mesa, Nevada National Security Site (NNSS). The 
hypothetical example emulated the complex hydrogeology 
beneath Pahute Mesa so that known drawdowns could be 
simulated in a complex aquifer system. Limitations of the 
Theis-transform approach were investigated with these known 
drawdowns. Environmental noise, which was the record of 
water levels in background well ER EC-6 shallow (table 6), 
was added to known drawdowns. The field investigation dem-
onstrated that drawdowns much smaller than environmental 

Figure 14. Table of contents and an explanation page in the help system for SeriesSEE. 

fluctuations can be detected across a major fault structure 
more than 1 mile from the pumping well. Explanations, data 
sets, and ancillary software for the hypothetical example and 
field investigation are in appendixes D and E, respectively. 

Water-level modeling was developed and tested with data 
from Pahute Mesa, NNSS, (fig. 15) because detection of 
distant drawdowns is imperative and complicated by more 
than 2,000 ft of unsaturated zone. Migration of radionuclides 
from underground testing of nuclear devices drives the need 
to quantify groundwater flow and transport beneath Pahute 
Mesa (Laczniak and others, 1996). The great depth to water 
and accessibility limit the number of wells, which typically 
penetrate a mile of volcanic rock and are more than 1-mi 
apart (Fenelon and others, 2010). Environmental water-level 
fluctuations are substantial beneath Pahute Mesa because of 
the thick unsaturated zone and high hydraulic diffusivity of the 
volcanic rocks. 

The aquifer system beneath Pahute Mesa comprises lay-
ered sequences of volcanic rocks that have been faulted into 
distinct structural blocks (Warren and others, 2000). Rhyolitic 
lavas or welded ash-flow tuffs such as in the Benham and 
Topopah Springs aquifers, respectively, comprise aquifers. 
Bedded and non-welded, zeolitized tuffs typically comprise 
confining units (Blankennagel and Weir, 1973; Prothro and 
Drellack, 1997; Bechtel Nevada, 2002). More than a half 
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dozen faults with offsets in excess of 500 ft have been mapped 
previously in Pahute Mesa (McKee and others, 2001), and 
additional faults are mapped with each new well (for example, 
National Security Technologies, LLC, 2010). 

Hypothetical Example

The reliability of differentiating environmental fluctua-
tions and pumping responses with water-level models was 
tested with a hypothetical aquifer system. Drawdown from a 
hypothetical aquifer test was simulated where the hydrogeo-
logic complexity and distribution of hydraulic properties were 
assigned. The hypothetical aquifer system is comprised of 
ash-fall tuff, bedded tuff, welded tuff, and lava units that are 
flat-lying, laterally isotropic, and homogeneous (fig. 16). A 
fault 1,500 ft east of the pumping well, P1, bisects the aquifer 
system, vertically displaces hydrogeologic units 1,000 ft, and 
alters hydraulic properties around the structure. 

The hypothetical aquifer system was simulated with a 
three-dimensional MODFLOW model (Harbaugh, 2005). 
The model domain was discretized laterally into 135 columns 
of 135 rows with a variably spaced grid (fig. 16). Cell sizes 
ranged in width from 10 ft by the pumping well to 40,000 ft 
at the model edges. Model edges were about 200,000 ft away 
from the pumping well, P1, and were simulated as no-flow 
boundaries. The model grid extended vertically from an imper-
vious base at sea level to the water table at 4,200 ft above sea 
level. Vertical discretization was uniform, with 200-ft thick 
layers except for a 1-ft thick layer at the water table. The 
thickness differed so that the storage coefficient and specific 
storage were equivalent, and it allowed specific yield to be 
assigned directly in a layer. Changes in saturated thickness of 
the aquifer were not simulated because maximum drawdown 
at the water table was small relative to the total thickness. 

Hydraulic properties typical of volcanic units were 
assigned to the hypothetical aquifer system. Ash-fall tuff, 
bedded tuff, welded tuff, and lava were assigned hydrau-
lic conductivities of 0.001, 0.1, 3, and 50 ft/d, respectively. 
Horizontal-to-vertical anisotropy of one was assigned to all 
units. A uniform value of 0.02 was assigned for specific yield. 
The specific storage of all hydrogeologic units was 2×10–6 1/ft. 

Hypothetical aquifer-test results were simulated and 
analyzed during a 3-month period that was divided into five 
stress periods. The antecedent, pumping, recovery, pump-
ing, and recovery periods were 21, 10, 10, 10, and 40 days, 
respectively. Pumping rates were 500 gpm during the second 
and fourth stress periods. Flow and drawdown in pumping and 
observation wells were simulated and sampled with the Multi-
Node Well (MNW) package (Harbaugh, 2005). Flow to the 
pumping well was distributed proportionally to cell transmis-
sivities by the MNW package. 

Water levels with a “known” pumping signal and envi-
ronmental fluctuations (noise) shown in figure 17 for well O3 
were created by adding simulated drawdowns from MOD-
FLOW to measured water levels in well EREC-6 shallow 
(fig. 17). Simulated drawdowns from MODFLOW in well O3, 
which is 7,800 ft from well P1, were interpolated in time to 
match measured water levels in well EREC-6 shallow. Simu-
lated drawdowns from MODFLOW and simulated drawdowns 
with environmental noise added are in appendix D in the file .\
WLMs\00_Hypo+Meas2SeriesSEE.xlsx. 

Drawdowns were estimated by modeling “measured” water 
levels in well O3. Environmental fluctuations were simulated 
with computed tides, barometric pressure and background 
water levels in wells PM-3 and UE-20n 1 (fig. 17). Pumping 
effects were simulated with a Theis transform of the hypotheti-
cal pumping schedule. The water-level model was calibrated 
during the period from November 18, 2010, to March 6, 2011. 

Table 6. Site information and completion depths for wells at Pahute Mesa, Nevada National Security Site that were used in 
hypothetical example and field investigation.
Well name: Names are listed in alphabetical order. Bold part of name is well site as shown on Figure 15.
U.S. Geological Survey site identification number: Unique 15-digit number identifying well.
Latitude/Longitude: Latitude and longitude coordinates, referenced to North American Datum of 1927.
Land-surface altitude: Altitude, referenced to National Geodetic Vertical Datum of 1929.
Open intervals: Depth, in feet below land surface, of the top and bottom of open annulus.

Well Name U.S. Geological Survey site 
identification number

Latitude (degrees, minutes, 
seconds)

Longitude (degrees, min-
utes, seconds)

Land-surface altitude 
(feet)

Open intervals

ER-20-5 #1 371312116283801 37°13'12.2" 116°28'37.8" 6,242 2,249–2,655

ER-20-6 #3 371533116251801 37°15'33.1" 116°25'17.5" 6,466 2,436–2,807

ER-EC-6 shallow 371120116294805 37°11'19.6" 116°29'48.1" 5,604 1,606–1,948

ER-EC-11 main 371151116294102 37°11'51.2" 116°29'41.1" 5,656 3,196–3,385 
3,590–4,148

PM-3-1 371421116333703 37°14'20.7" 116°33'36.6" 5,823 1,872–2,192

UE-20n 1 371425116251902 37°14'25.1" 116°25'19.0" 6,461 2,308–2,834

ER-20-7 371247116284502 37°12'47.0" 116°28'44.8" 6,209 2,292–2,924

ER-20-8 main 371135116282601 37°11'35.1" 116°28'26.3" 5,848 2,440–2,940 
3,070–3,442
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Figure 15. Background wells, observation wells, pumping well, and selected fault structures at Pahute Mesa Nevada National Security 
Site. 
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Drawdowns that were estimated from “measured” water 
levels in well O3 agreed with known drawdowns within the 
noise of the data set (fig. 18). A maximum drawdown of 
0.18 ft was estimated which was identical to the known maxi-
mum. The RMS error of differences between synthetic and 
measured water levels was 0.013 ft. The RMS error of differ-
ences between synthetic and known drawdowns was 0.015 ft. 

Drawdowns alternatively were estimated in well O3 by 
modeling the original MODFLOW results with Theis trans-
forms. No other WLM components were considered because 
environmental fluctuations did not exist in the original 
MODFLOW results. This alternative water-level model also 
was calibrated during the period from November 18, 2010, to 
March 6, 2011. 

Drawdowns that were estimated directly from MODFLOW 
results could be replicated almost perfectly with Theis trans-
forms. Differences between MODFLOW results and a single 
Theis transform could be reduced to a RMS error of less than 
0.006 ft. RMS error declined to less than 0.0006 ft with the 
addition of a second Theis transform (fig. 18). Deviations of 
less than 0.001 ft approach the accuracy of the numerical solu-
tion of the hypothetical aquifer test. 

The simplicity of Theis transforms did not introduce error 
because MODFLOW results could be replicated near perfectly 
with Theis transforms. Differences between known draw-
downs and drawdowns that were estimated from “measured” 
water levels differed because of noise in the measured input 
series. 

The hypothetical model and SeriesSEE input were created 
with HypoFrame, which is a workbook for simulating hypo-
thetical aquifer tests and creating water levels with known 
pumping signals and environmental noise. Hypothetical 
aquifer systems must have flat-lying geologic units of uniform 
thickness and laterally isotropic, homogeneous hydraulic con-
ductivity. A hypothetical aquifer system can be subdivided into 
four quadrants by two intersecting faults. Rock sequences in 
each quadrant can be displaced vertically within each quad-
rant. The HypoFrame workbook and documentation are in 
appendix D.

Figure 16. Hydraulic conductivity distribution of a subset of a hypothetical aquifer system that has been bisected by a fault, showing 
well locations and labeled quadrants (upper left, UL; upper right, UR; lower right, LR; lower left, LL). 
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Figure 17. Barometric pressure, background water levels, and water levels with known drawdowns in hypothetical well O3. 
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Figure 18. Known drawdowns (MODFLOW), drawdowns estimated from “measured” water levels, and drawdowns estimated directly 
from MODFLOW results in well O3. 
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Figure 19. Measured water levels, synthetic water levels, Theis transforms, and estimated drawdowns in well ER-20-7 from pumping 
ER-20-8 main upper and lower zones, Pahute Mesa, Nevada National Security Site. 
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Pahute Mesa Example

Water-level modeling was tested in a complex hydrogeo-
logic system by estimating drawdown from two aquifer tests 
beneath Pahute Mesa (Halford and others, 2011). The upper 
and lower zones of well ER-20-8 main produced water from 
the Tiva Canyon and Topopah Spring aquifers sequentially 
between June 16, 2011, and August 8, 2011. Each well was 
pumped a total of 20 d, where pumping periods were evenly 
divided between well development and a constant-rate test 
(fig. 19).Drawdown from pumping both zones was estimated 
in observation well ER-20-7, which is screened in the Topopah 
Spring aquifer. Pumping and observation wells are 1.4 mi 
apart and penetrate different structural blocks (fig. 15). 

Drawdown in well ER-20-7 was estimated with multiple 
Theis transforms in the water-level model. Environmental 
fluctuations were simulated with computed tides, barometric 
pressure, and background water levels from well UE-20bh-1 
(fig. 15). Pumping effects were simulated with two Theis 

transforms for each of the two pumping schedules (fig. 19). 
The fitting period was from April 20, 2011, to November 11, 
2011. Synthetic water levels matched measured water levels 
with a RMS error of 0.004 ft. 

Drawdown in well ER-20-7 also was estimated with an 
identical water-level model, except that WLM components 
with background water levels were negated. Synthetic water 
levels matched measured water levels with a RMS error of 
0.027 ft during the same fitting period from April 20, 2011, to 
November 11, 2011 (fig. 19). Each drawdown estimate was 
the difference between a synthetic water level without Theis 
transforms and a measured water level. 

Poor drawdown estimates from the water-level model with-
out background water levels demonstrates the need to simu-
late as much of the environmental fluctuations as possible. 
Antecedent conditions were simulated poorly where estimated 
drawdowns should be zero. Estimated drawdowns unambigu-
ously were wrong during October and November when net 
water-level rises from pumping were estimated (fig. 19). 
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Water-Level Modeling Strategies 
Estimating drawdowns that have been obscured by envi-

ronmental fluctuations is the primary goal of the water-level 
modeling approach. This approach is most effective and effi-
cient where many WLM components are specified and fitting 
periods are great. This approach has been summarized, some-
times derisively, as the flak-gun, fishing-with-dynamite, and 
kitchen-sink approaches. All phrases accurately depict testing 
many WLM components simultaneously. Unique contributions 
from each WLM component remain unknown, but pumping 
signals are not correlated with environmental fluctuations. The 
flak-gun approach was adopted here. 

The flak-gun approach uses WLM components that could 
have been excluded. This is not a problem because mecha-
nisms exist to negate WLM components. Amplitudes tend-
ing to zero will negate a WLM component. Multiple WLM 
components also can negate one another by summing to zero. 
Likewise, Theis transforms also are negated by a large trans-
missivity or storage coefficient value where pumping signals 
are below detection or absent. Negated WLM components 
aesthetically are lacking, but do not affect results. Systematic 
investigation of WLM components is possible with SeriesSEE, 
but has not been automated. 

The flak-gun approach has many advantages, especially 
when estimating drawdowns in dozens of wells. Reporting is 
easier because the same input series and WLM components 
were used in all of the water-level models. Water-level models 
calibrate quickly after analyzing the first or second well 
because WLM components are defined with fair initial esti-
mates of amplitude and phase. The flak-gun approach can fail 
when the fitting period decreases and correlation becomes pos-
sible between pumping signals and environmental fluctuations. 

Correlation between weak pumping signals and environ-
mental fluctuations is possible and requires further investiga-
tion. Nebulous drawdown estimates can be investigated with 
multiple water-level models where water levels initially are 
simulated without Theis transforms. An alternative water-level 
model is created by adding a Theis transform to the initial 
water-level model. The initial transmissivity and storage coef-
ficient should create a small but measureable maximum deflec-
tion in the added Theis transform. Drawdowns likely were not 
detected if the RMS error cannot be reduced by more than 30 
percent. 

Input series of greater duration potentially can degrade 
with time as pressure transducers fail. For example, multiple 
input series could be good for the first four months, while one 
input series degrades during the last two months. Degrada-
tion likely will be apparent in the WLM residuals as scatter 
increases. Identifying the onset of failure in a specific input 
series requires modeling water levels during subsets of the 
fitting period. Degrading input series can be investigated 
manually with SeriesSEE, but an automated tool would be a 
better approach. 

Summary and Conclusions
Pumping responses can be differentiated reliably from 

environmental fluctuations with water-level modeling. Water-
level modeling approximates measured water-level fluctua-
tions by summing multiple component fluctuations. Envi-
ronmental fluctuations primarily are composed of barometric 
and background water-level input series and computed tide 
components. Pumping signals are modeled by superimposing 
multiple Theis transforms, where step-wise pumping records 
of flow are transformed into water-level changes. The sum-
mation of all component fluctuations is a synthetic water-level 
series. 

Water-levels can be modeled robustly with the Theis-trans-
form approach because environmental fluctuations and pump-
ing signals are simulated simultaneously. Long-term trends are 
well simulated because environmental fluctuations are defined 
with entire periods of record. Fitting periods are extended 
greatly where pumping and recovery affect a majority of the 
record. Multiple Theis responses with different hydraulic dif-
fusivities are summed to approximate lithologic variability. 

Water-level modeling with Theis transforms has been 
implemented in the program SeriesSEE, which is a Microsoft® 
Excel add-in. Water levels to be modeled, input series, period 
of analysis, and water-level model components are defined 
interactively and viewed in workbooks that are created by 
SeriesSEE. Water levels are modeled with a FORTRAN pro-
gram that is called from Excel. Differences between synthetic 
and measured water levels are minimized with PEST. 

Water-level model components are transformations of input 
series. Moving average, Theis, pneumatic-lag, and gamma 
transforms are available transforms in SeriesSEE. Moving 
averages most frequently transform input series of barometric 
pressure and background water levels. Pumping schedules are 
transformed into water-level fluctuations with Theis trans-
forms. Pneumatic-lag transforms barometric pressure changes 
at land surface to lagged and attenuated responses at the water 
table. Water-level rises from infiltration events are simulated 
with the gamma transform. Earth tides and step transforms are 
purely computed quantities that do not require input series. 

Many utilities exist in SeriesSEE for viewing, cleaning, 
manipulating, and analyzing time-series data in addition to 
water-level modeling. Supporting utilities exist because data 
handling frequently consumes more time and effort than 
water-level modeling. Each SeriesSEE utility is documented 
with a brief explanation and step-by-step instructions that are 
accessed through context sensitive help. 

Water-level models must be calibrated to reliably differ-
entiate small pumping responses from environmental fluctua-
tions. Differences between synthetic and measured water lev-
els define goodness-of-fit. Sum-of squares of differences are 
minimized by PEST where singular value decomposition and 
Tikhonov regularization are used to assure stable results, not 
to inform estimated parameter values. Preferred homogeneity 
within amplitude, phase, and hydraulic property parameters is 
enforced with Tikhonov regularization. 
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Drawdown estimates from a water-level model are the 
summation of all Theis transforms minus residuals. The sum-
mation of all Theis transforms is the direct estimate of the 
pumping signal. Residuals represent all unexplained water-
level fluctuations. These fluctuations should be random residu-
als during non-pumping periods, but can contain unexplained 
components of the pumping signal during pumping and 
recovery periods. 

The simplicity of Theis transforms did not introduce 
error because results from a hydrogeologically complex 
MODFLOW model could be replicated near perfectly with 
Theis transforms. Differences between known drawdowns 
and drawdowns that were estimated from “measured” water 
levels differed because of noise in the measured input series. 
Estimated drawdowns are affected minimally by the Theis-
transform approach relative to the inaccuracies that result from 
noise in the data sets. 

Drawdowns much smaller than environmental fluctuations 
have been detected across a major fault structure more than 
1 mile from the pumping well beneath Pahute Mesa, Nevada 
National Security Site. A maximum drawdown of 0.1 ft was 
estimated in well ER-20-7 during an 8-month period of analy-
sis. Drawdown estimates in well ER-20-7 were consistent 
with a plausible pattern of drawdowns at all observation wells. 
Drawdowns could not have been detected without water-level 
modeling as implemented in SeriesSEE. 
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Appendix A. SeriesSEE add-in 
The SeriesSEE add-in, example data sets, and installation instructions in the zipped file, AppendixA_SeriesSEE.v.1.00.zip, 

can be accessed and downloaded at http://pubs.usgs.gov/tm/tm4-F4/. The SeriesSEE add-in, supporting modules, templates, and 
compiled FORTRAN codes are in the subfolder AddIN. Examples of geophysical log, data logger input, other time series, and 
water-level modeling data sets are in the subfolders Example_BOREHOLE, Example_LOGGER, Example_TIME, and Exam-
ple_WLM, respectively. An Adobe PDF version of the help files, SeriesSEE.V1.00_Explain.pdf, is in the root directory because 
compressed help files that are on servers can be disabled, http://support.microsoft.com/kb/896358. Contents of all subdirectories 
are reported in README file in the root directory of the unzipped AppendixA_SeriesSEE.v.1.00.zip file. 

Appendix B. Source Codes for SeriesSEE 
Source code for SeriesSEE exists as FORTRAN, XML, and VBA codes in the zipped file, AppendixB_Codes-SeriesSEE.

v1.00.zip, which can be accessed and downloaded at http://pubs.usgs.gov/tm/tm4-F4/. The FORTRAN codes NoComment and 
WLmodel support PEST and solve water-level models, respectively, and are in the FORTRAN subfolder. All VBA code are 
in the SeriesSee.V*.xlsm and SSmodule_*.xlsm files in the VBA subfolder. The XML that defines SeriesSEE commands and 
buttons in the Excel ribbon are in the XML subfolder. Contents of all subdirectories are reported in a README file in the root 
directory of the unzipped AppendixB_Codes-SeriesSEE.v1.00.zip file.

Appendix C. Verification of Analytical Solutions 
Analytical solutions that were computed with the FORTRAN program WLmodel and published results of the same solu-

tions in the zipped file, AppendixC_Verification.zip, can be accessed and downloaded at http://pubs.usgs.gov/tm/tm4-F4/. The 
analytical models for pneumatic lag, gamma, moving average, step, Theis, and tide are verified against known solutions in the 
subfolders AirLAG, Gamma, MovingAverage, Step, Theis, and Tide, respectively. Contents of all subdirectories are reported in 
a README file in the root directory of the unzipped AppendixC_Verification.zip file. 

Appendix D. Hypothetical Test of Theis Transforms
The Excel program, HypoFrame, measured water levels, measured barometric changes, and reported water-level models 

in the zipped file, AppendixD_HypotheticalAquifer.zip, can be accessed and downloaded at http://pubs.usgs.gov/tm/tm4-F4/. 
HypoFrame is a workbook for simulating hypothetical aquifer tests and creating water levels with known pumping signals and 
environmental fluctuations. The premise and usage of HypoFrame are documented in the compressed help file 00_HypoFrame-
HELP.chm. Measured water levels and barometric changes that serve as environmental fluctuation sources and background 
water levels are in the file 00_Meas+Back-for-Analysis.xlsx. Reported water-level models and tools for viewing parameter cor-
relation are in the subfolder WLMs. 

Appendix E. Pahute Mesa Example
Measured water levels, measured barometric changes, pumping signals, and reported water-level models in the zipped file, 

AppendixE_PahuteMesaExample.zip, can be downloaded at http://pubs.usgs.gov/tm/tm4-F4/. The zip file contains the pumping 
response in well ER-20-7 from the ER-20-8 main upper and lower aquifer tests.
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Abstract

Moapa dace (Moapa coriacea) is a critically endangered thermophilic minnow native to the Muddy River ecosystem in
southeastern Nevada, USA. Restricted to temperatures between 26.0 and 32.0uC, these fish are constrained to the upper two
km of the Muddy River and several small tributaries fed by warm springs. Habitat alterations, nonnative species invasion,
and water withdrawals during the 20th century resulted in a drastic decline in the dace population and in 1979 the Moapa
Valley National Wildlife Refuge (Refuge) was created to protect them. The goal of our study was to determine the potential
effects of reduced surface flows that might result from groundwater pumping or water diversions on Moapa dace habitat
inside the Refuge. We accomplished our goal in several steps. First, we conducted snorkel surveys to determine the
locations of Moapa dace on three warm-spring tributaries of the Muddy River. Second, we conducted hydraulic simulations
over a range of flows with a two-dimensional hydrodynamic model. Third, we developed a set of Moapa dace habitat
models with logistic regression and a geographic information system. Fourth, we estimated Moapa dace habitat over a
range of flows (plus or minus 30% of base flow). Our spatially explicit habitat models achieved classification accuracies
between 85% and 91%, depending on the snorkel survey and creek. Water depth was the most significant covariate in our
models, followed by substrate, Froude number, velocity, and water temperature. Hydraulic simulations showed 2–11% gains
in dace habitat when flows were increased by 30%, and 8–32% losses when flows were reduced by 30%. To ensure the
health and survival of Moapa dace and the Muddy River ecosystem, groundwater and surface-water withdrawals and
diversions need to be carefully monitored, while fully implementing a proactive conservation strategy.
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Introduction

Anthropogenic factors negatively affect aquatic communities in

the southwestern U.S. Specifically, in the Southern Xeric Basin

and Range ecoregion [1], 82% of sampled stream reaches have

disturbed riparian zones, 73% contain non-native vertebrates,

53% have serious streambed stability issues, 42% have mercury in

fish, and 33% have reduced habitat complexity [2]. Aggravating

this situation is the higher than average human growth rate in the

arid southwest, contributing to the 15–60 m declines in ground-

water levels region-wide, depending on location [3]. Thus it is no

surprise that the desert southwest has an inordinate number of

federally listed fishes, including Moapa dace Moapa coriacea [4].

Further complicating this picture is the looming threat of climate

change, which will likely result in warmer air and water

temperatures, reduced winter snowpack, and lower summer

streamflows [5,6]. Collectively, these conditions make it imperative

that wise water management practices are implemented to

conserve the native aquatic biota in the arid southwest.

The Moapa dace is a thermophilic minnow endemic to the

Muddy River, Clark County, Nevada [7]. Inhabiting water

temperatures between 26.0 and 32.0uC, Moapa dace is restricted

to the upper reaches of the Muddy River ecosystem where the

river originates from thermal springs emanating from a deep

carbonaceous aquifer [8,9]. The Moapa dace occurs only in the

upper reaches of the Muddy River ecosystem (a.k.a. Warm

Springs Area) because its water cools in a downstream direction

[10]. In addition, seven other aquatic species of special concern

inhabit the Muddy River ecosystem (three fish, two snails, and two

insects), with each species having a unique life history and habitat

preferences [11]. The Moapa White River springfish Crenichthys

baileyi moapae is a cohabitating endemic thermophile that occurs in

similar locations as Moapa dace. Virgin River chub Gila seminuda

were known to occur throughout the main stem Muddy River,

while speckled dace Rhinichthys osculus moapae inhabited the river

downstream of the Warm Springs Area.

Moapa dace habitat was altered with the development of spring

discharge in the Warm Springs Area for agricultural and

recreational use [11,12]. The introduction of western mosquitofish

Gambusia affinis by the 1930s and shortfin molly Poecilia mexicana in

the 1960s also contributed to Moapa dace decline [13,14]. To

insure persistence of Moapa dace and the Moapa White River

springfish, the Moapa Valley National Wildlife Refuge (hereafter
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‘‘Refuge’’) was established in 1979 and subsequently expanded

[11]. The Refuge is now comprised of three spring provinces (i.e.,

groups of springs) representing less than 10% of the two endemic’s

historic habitat. Still, the Refuge has been important to native fish

persistence, especially Moapa dace and White River springfish.

Moapa dace reproduce in the spring-fed tributaries to the Muddy

River in water temperatures between 30 and 32uC [12].

The Refuge was instrumental in averting the extinction of

Moapa dace after the 1995 invasion of blue tilapia Oreochromis

aureus into the Warm Springs Area. Following the invasion, the two

thermal endemic species were extirpated from about 90% of their

former range [15,16], including critical adult foraging habitat in

the mainstem Muddy River. While tilapias were prevented from

accessing the Refuge by installation of temporary barriers, they

have nonetheless temporarily severed the connectivity between

springbrook and mainstem habitats. Readers may view a video of

Moapa dace and Moapa White River springfish foraging and

feeding in the Refuge (see Video S1).

Repatriation of Moapa dace to its historic range (i.e., Muddy

River) is important because fragmented populations have a much

greater chance of extinction [17,18]. The largest, oldest, and most

fecund Moapa dace occurred in the larger water volume of the

main stem Muddy River [12] - life history traits which enhance the

species’ probability of persistence [19]. In 2005 the primary water

purveyor for Clark County, Southern Nevada Water Authority

[20], purchased the Warm Springs Area for the protection of the

area’s biota, which provided the opportunity for tilapia extirpation

from the Warm Springs Area.

With the establishment of Refuge and the Warm Springs

Natural Area (WSNA), a substantial portion of the Moapa dace

historic habitat is now under protection. However, in recent years

there has been concern as to the sustainability of springs feeding

the Muddy River [21]. Specifically, there has been pumping from

the Muddy River’s ground-water source, which may increase

further, translating into decreased spring discharge [21]. To

manage Moapa dace populations on the Refuge and WSNA,

while sustaining the seven other sensitive aquatic species,

managers need to understand the effect reduced streamflow has

on the dace population and the larger Muddy River ecosystem.

In this paper we examine the potential effects of surface-water

reductions on the availability of Moapa dace habitat by simulating

an increase or decrease in the three primary Refuge springbrooks

by 30% relative to baseflow. While Moapa dace are more sensitive

to flow reduction than some species (e.g., Moapa White River

springfish) [14], our results have implications for all aquatic species

in the Warm Springs and Muddy River ecosystem. By providing a

methodology that couples fine-grain hydrodynamic data, GIS, and

habitat use observations, our approach can be applied to any

aquatic ecosystem, large or small, provided the necessary physical

and biological data are available.

Materials and Methods

Study Site
The Moapa Valley National Wildlife Refuge is situated near the

southern edge of the Warm Springs Area (Fig. 1). Approximately

47 hectares, the Refuge contains three spring provinces - each of

which feed a springbrook - referred to herein as the Plummer,

Pedersen, and Apcar springbrooks. The three springbrooks

eventually converge to form the Refuge Springbrook, a tributary

to the Muddy River. Just prior to their acquisition, the Plummer

and Pedersen properties were public resorts with their spring-

brooks feeding large and small swimming pools. In contrast, Apcar

Springbrook had been altered to provide water for local municipal

and irrigation purposes. At the time of each acquisition, no Moapa

dace and few to no Moapa White River springfish occurred on

each of the three properties. Following acquisition by the U.S. Fish

and Wildlife Service, substantial habitat rehabilitation was

undertaken at each of the three spring provinces aimed at creating

suitable native fish habitat. Major rehabilitation modifications

included channel realignment, removal of hundreds of nonnative

fan palms Wahingtonia filifera, and channel excavation. Other

rehabilitation actions included riparian vegetation planting, in-

stream log placement, and cattail Tyha sp. removal [20].

The Pedersen Springbrook system was the first U.S. Fish and

Wildlife Service acquisition (1979 and 1984), and habitat

modification on that system began in the mid-1980s. This

springbrook is fed by the highest springs within the Warm Springs

Area and they are suspected to be the most sensitive to ground-

water pumping [21]. Of the seven springs feeding the Pedersen

Springbrook, two of the highest are equipped with flow gages, as is

the Pedersen Springbrook where it leaves the Refuge 200 m

downstream from the convergences of the spring tributaries

(Fig. 1). The Pedersen Springbrook is also distinguished by the

absence of western mosquitofish and shortfin molly; a small barrier

prevents nonnative fishes access to the Refuge reach of the

springbrook.

Purchased in 2001, hundreds of fan palms were removed from

the Apcar system in 2007 and the springbrook rerouted to what

was judged to be its historic course in 2009. Moapa dace began

colonizing the newly excavated 163-m-long springbrook within

months after its construction, but density was low at the time of

our study and probably below carrying capacity. Streamflow in the

Apcar Springbrook had the greatest potential for fluctuation in

discharge due to water diversion for municipal use.

The Plummer Springbrook was used in the development and

testing of our habitat models because it harbored the greatest

density of Moapa dace during our five years of study (unpublished

survey data, U.S. Fish and Wildlife Service, Las Vegas Field

Office). The Plummer Springbrook has three tributaries converg-

ing 45 m upstream from where the springbrook leaves the Refuge

at Warm Springs Road. With the assistance of The Nature

Conservancy this property and spring province was acquired by

the U.S. Fish and Wildlife Service in the late 1990s and a major

rehabilitation of the spring province and springbrook occurred in

2006 and 2007. The rehabilitated springbrook is composed of

small pools, riffles, glides, and small falls; it also has a public

viewing chamber and is the focus of the Refuge’s visitor center.

Hydrodynamic Modeling
We simulated the hydraulic conditions in the three Refuge

springbrooks with River2D [22], a two-dimensional (2D), depth-

averaged model [23]. Developed for streams and rivers, River2D

has been extensively verified [24–26]. One of River2D’s strengths

is its variable-size mesh that can be optimized to obtain fine-scale

details in areas of interest. Given the small size of the Refuge

springbrooks, we constructed a mesh with 8–12 cm resolution to

accurately discern hydraulic features associated with Moapa dace.

We avoided one- and three-dimensional models because they

produce data too coarse- (1-D) or fine-scale (3-D) to efficiently

model Moapa dace foraging habitat (i.e., ,1 m2), while providing

the flexibility to map and compare habitat across the entire Refuge

[27]. Three products output by River2D are depth-averaged

velocity, water depth, and Froude number, calculated at each

intersection (node) of a triangulated irregular mesh, for a given

flow. The Froude number is a dimensionless hydraulic variable

that can objectively identify pool, riffle, and glide features [28,29].
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To insure confidence in the predictability of our 2-D-

hydrodynamic model, we followed the methodology and steps in

the on-line manual http://www.river2d.ualberta.ca and real-life

applications [30,31]. Refer to File S1 for details related to

bathymetry, substrate, or water temperature; File S2 for

hydrodynamic boundary conditions; and File S3 for a calibration

chart of Plummer Creek (0.071 cms). We could not verify

simulations that were higher or lower than the baseflows for each

springbrook since their flows were unwavering during and

proceeding the study period. Nor could we manually change the

inflows at each springhead for verification purposes due to the

endangered status of Moapa dace. Thus, we relied exclusively on

the calibration of the baseflow simulations and the depth-averaged

St.Venant equations [22] to reach equilibrium (inflow equals

outflow) for each flow simulation (see Hydrodynamic and Habitat

Modeling Accuracies section in Discussion for details as to how

this may affect our simulations).

Snorkel Surveys
Three snorkel surveys were conducted during the spring of 2009

on Plummer Springbrook between April 20 and May 28. Spaced

approximately two weeks apart, snorkel surveys covered the entire

Plummer Springbrook from the spring head to the culvert, located

at the Refuge boundary (Fig. 1). Snorkel surveys began at the

downstream of the springbrook as it left the Refuge and the

snorkeler crawled upstream until a subject Moapa dace was

sighted. After it was judged the fish was unaffected by the

snorkeler’s presence, its location was marked on a map as

accurately as possible. Fish habitat use is influenced by size and life

stage [32] and for our model we used dace ranging from about 40

to 85 mm fork length (FL), the largest observed on the Plummer

Springbrook. Fish 40 mm FL were in the late juvenile stage [12],

but used the same habitat as adults. For model construction, we

drew polygons around dace locations to create occupied patch

boundaries, with larger dace clusters producing the biggest patch

boundaries. All locations outside of occupied patch boundaries

were considered empty since no dace were observed in the snorkel

surveys. A map of Moapa dace habitat was completed by joining

the presence-absence polygons into one continuous surface

representing Plummer Springbrook from the spring head to the

Refuge boundary, with no areas unsurveyed.

Three follow-up snorkel surveys were conducted in the next 18

months: January 30, 2010; August 10, 2010; and January 30,

2011. The last survey date was unique because all three Refuge

springbrooks were surveyed, while only Plummer Springbrook was

surveyed on the other two dates. Thus, the first two snorkel surveys

Figure 1. A map of the project area with the three spring-fed creeks displayed inside the Refuge boundary. Culverts route the
springbrooks under the road located on the Refuge boundary.
doi:10.1371/journal.pone.0055551.g001
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were used to calibrate and verify the habitat model in Plummer

Springbrook, while the third survey was used to verify the model

on Pedersen and Apcar springbrooks following extrapolation of

the model. This approach allowed us to perform an independent

verification of the habitat model over both space and time.

Environmental Database
We constructed an environmental database for habitat model-

ing by georeferencing all data to a common coordinate system

(UTM, Zone 11, NAD83), with each variable rendered as a grid

with 12X12-cm (0.014 m2) resolution (Table 1). Five predictor

variables were created from River2D and field surveys for each

springbrook; the principal variables were water depth (DEP),

velocity (VEL), Froude number (FRD), substrate (SUB3), and

water temperature (TMP). Additional variables were created for

modeling purposes through the aggregation of substrate and

Froude values into different size classes. Specifically, Froude

number was reclassified into pool, riffle, and glide classes with

FRD thresholds (pool: Fr ,0.18; riffle .0.41; with glide

intermediate) [29], while six substrate classes (fines, small gravel,

medium gravel, large gravel, cobble, boulder) were aggregated

into three classes (fines, gravels, cobble/boulder). Lastly, higher-

order terms (e.g., quadratic, cubed) were created for each

continuous variable for curvilinear model testing.

Habitat Modeling
We used cell-based (raster) modeling [33] and logistic regression

[34] to build and test numerous Moapa dace habitat models for

Plummer Springbrook. We employed logistic regression because it

is well suited for the examination of the relationship between a

binary response (i.e., presence or absence) and various explanatory

variables [34,35]. We constructed a set of candidate habitat

models for comparison and hypothesis testing with presence/

absence snorkel data (spring 2009), physical variables (2D

hydrodynamic data and substrate maps), logistic regression, and

cell-based modeling. We used ArcGIS (version 9x; Redlands, CA)

for database construction, SPSS (Chicago, Ill) for logistic

regression, and ARC/INFO GRID (ESRI, 1992) for cell-based

modeling.

A couple of challenges we faced when developing a model were

spatial errors in the observations (, 0.5–1 m) and an uneven

distribution of dace, reflecting habitat preferences at certain

locations. We dealt with spatial errors by randomly generating

locations inside of occupied patch boundaries, reasoning that the

fish were moving and feeding at the time of observation. We

preserved the unequal distribution of dace by generating the same

number of random points in each patch as the mean number

observed in the snorkel surveys. Lastly, we characterized the

larger, unused (background) portion of Plummer Springbrook by

generating more absences than presences [36,37], with a

minimum spacing of 12 cm (309 absences versus 141 presences;

Fig. 2). Our approach reduced spatial autocorrelation by ensuring

that no cell was sampled twice and that its neighboring cells were

empty, while capturing habitat preferences through the unequal

allocation of random points that were informed by snorkel

abundance data. Following the compilation of random points,

we attributed each location with its respective environmental

features (e.g., velocity, depth) with a GIS.

We evaluated the predictive capability of combinations of

covariates on dace occurrence with multivariate logistic regression.

Given the field work that had been conducted to date on the

Refuge, we held an a priori assumption that a combination of

geomorphic features and hydraulic conditions was important for

Moapa dace (Table 1). We used backward elimination and the

likelihood-ratio test to identify significant covariates, starting with

a full model and then progressively removing one or more

variables and examining the change in Akaike’s information

criterion (AIC) [38]. We checked for nonlinearity between the logit

and a continuous variable with quadratic, cubic, and log terms

[39]. We evaluated 11 candidate models, comparing their

performance with AIC model weights [38], Nagelkerke’s pseudo-

R2 [40], Hosmer–Lemeshow goodness-of-fit statistic Ĉ [34], a

binary classification table [41], and a Receiver Operating

Characteristic (ROC) area-under-the-curve (AUC) [42].

Model Application and Verification
We generated spatially explicit maps of predicted Moapa dace

habitat in Plummer Springbrook with cell-based modeling

techniques [33], populating each model with its respective

predictor variables (grids). We examined model accuracy with

snorkel data described previously. We focused only on presence

locations for verification purposes since the differences in Moapa

dace numbers (,4X, this paper) on the three Refuge springbrooks

were large, reflecting the recent history of habitat modifications

and enhancement on each stream, versus the quality of habitat,

making a comparison of model commission meaningless among

streams.

We constructed a binary habitat map for each model by

applying a probability cutpoint (threshold) of 0.3, which we

obtained through trial and error during the model development

and testing phase on Plummer Springbrook, balancing omission

and commission errors [37]. Specifically, grid cells with a

probability .0.3 were assigned a value of 1 (habitat), while cells

with probabilities #0.3 were converted to zero (non-habitat). We

used a GIS to overlay dace locations and habitat maps, calculating

accuracy as the percentage of dace locations that fell within

predicted suitable areas. Since there was some error in assigning

locations of dace observed in the field to a map, we considered any

Table 1. Predictor variables used for Moapa dace habitat modeling.

Variable Type Description

VEL Continuous Depth-averaged velocity (m/s) obtained from 2D hydrodynamic model

DEP Continuous Water depth (m) obtained from 2D boundary conditions

FRD Continuous Froude values greater than 1 are super-critical flow; values ,1 are sub-critical flow

SUB3 Categorical Three substrate classes: 1 = fines, 2 = gravels, 3 = cobbles/boulders

SUB7 Categorical Seven substrate classes: the three groups (SUB3) are further subdivided by size

TMP Continuous Temperature uC

doi:10.1371/journal.pone.0055551.t001
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dace that fell within two cells (,24 cm) of an occupied patch to be

a correct classification.

We assessed model fit by examining the density of presence

locations found within discrete probability classes [31,37].

Specifically, we created 20% interval classes from the continuous

probabilities output from the habitat model, overlaid dace

locations, and calculated the density of dace within each

probability class (number of dace/cell/probability class). A good

fit to the model should be demonstrated by an increasing number

of dace locations inside of higher probability classes.

Extrapolating the models to Apcar and Pedersen springbrooks

required that we not change the model coefficients or

probability threshold that were obtained on Plummer Spring-

brook, only the predictor grids (substrate, velocity, depth,

Froude number). Applying the Plummer Springbrook habitat

model to Plummer, Apcar, and Pedersen springbrooks ensured

a true test of our habitat model in a spatial and temporal

perspective.

Hydraulic Habitat Simulations
We conducted habitat simulations over a range of flows by

ramping up or drawing down the flow in each Refuge springbrook

by 30% relative to its baseflow, in 10% increments, calculating the

amount of habitat at each flow with the habitat model. We

tabulated the amount of predicted dace habitat for each flow

simulation and displayed the results in bar graphs. Due to different

reach lengths and base flows of the three springbrooks, we

standardized our results for comparison purposes in two ways.

First, we divided the amount of predicted habitat for each habitat-

flow simulation by the length of springbrook, resulting in the

amount of predicted habitat per-linear-meter of channel. Second,

we divided the difference between each habitat-flow simulation

Figure 2. Random sample locations used for model development inside and outside of occupied dace patches in Plummer
Springbrook. Snorkel surveys in the spring of 2009 were conducted to determine the locations of Moapa dace (shown in red), while absence
locations were generated randomly outside of known dace sites with a GIS (309 absences and 141 presences).
doi:10.1371/journal.pone.0055551.g002
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from its base-flow habitat estimate, producing the magnitude of

change relative to its baseflow.

Results

Hydrodynamic Modeling
Two-dimensional hydraulic simulations for Plummer, Pedersen,

and Apcar springbrooks achieved velocity and depth accuracies

from 74%–91% (RMSE) and 84%–92%, respectively (see File S3).

Each 2D springbrook simulation produced distinct patterns in

depths and velocities, with pools and riffles easily discerned by

their shapes and profiles (see File S4). Applying Froude thresholds

to velocity and depth data revealed that Plummer Springbrook

was comprised of 70% pools, 18% glides, and 12% riffles

(baseflow = 0.071 cms). In contrast, Pedersen Springbrook was

comprised of 50% pools, 33% glides, and 17% riffles (base-

flow = 0.108 cms). Lastly, Apcar was comprised of 67% pools,

15% glides, and 18% riffles (baseflow = 0.066 cms).

Snorkel Surveys
Snorkel surveys in Plummer Springbrook (20 April through 28

May, 2009) revealed that dace were located at similar locations in

different surveys, but moved significantly between sites (CV ,
60%). However, overall abundance changed little between surveys

(,5%), with an average of 141 dace, or 1.1 fish per-linear-meter of

stream channel inside the Refuge. The two follow-up snorkel

surveys in Plummer Springbrook detected 127 dace on 30 Jan

2010 (0.96 fish/m) and 161 dace on 30 Jan 2011 (1.2 fish/m). In

contrast, only 62 dace were detected on Pedersen Springbrook on

30 Jan 2011 (0.26 fish/m) and 34 dace on Apcar Springbrook

(0.21 fish/m). Thus, Plummer Springbrook had ,4 times the

number of dace per-linear-meter of springbrook than the other

two refuge streams.

Habitat Modeling
We saw distinct differences in velocity and depth conditions

selected by Moapa dace, as compared to random background

locations, in Plummer Springbrook at a baseflow of 0.071 cms

(Fig. 3A), and a small difference in temperature (Fig. 3B). The

further apart each group’s medians, the stronger the evidence for

habitat selectivity, while the closer the quartiles are within a group

(i.e., 0 or 1), the smaller (more specific) the niche. The largest

differences in median values between each sample group, listed in

descending order of importance, were water depth, Froude

number, stream temperature, and velocity. For the categorical

variable substrate (Fig. 3C), the largest number of absence

locations occurred inside cobble/boulder areas, while the largest

number of presence locations occurred inside gravel areas.

Univariate logistic regression revealed that water depth had the

closest association with dace locations during the spring of 2009

(Table 2; baseflow = 0.071 cms), followed in descending order of

importance by substrate (3 classes), Froude number (continuous),

velocity, and water temperature. Water depth obtained a good fit

across 10 probability deciles (Ĉ = 0.5), explained 37% of the

variability, achieved 75.1% overall classification accuracy (binary;

probability threshold = 0.3), and achieved an AUC of 0.82. The

next closest univariate was substrate, with an AUC of 0.71. Of the

univariables, only temperature had a non-significant AUC.

Of the 13 models we tested (Table 2) the top performer

(according to AIC) contained a depth and substrate variable, plus a

Froude variable (Model 1). Model 2 was also strongly supported by

AIC (DAIC = 1.78), but contained a velocity variable in place of

the Froude variable. We could not pair velocity into most models

that contained Froude due to high colinearity, but we could pair
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depth with Froude - even though Froude incorporates depth into

its computation. There was moderate support for Models 3–7

(DAIC between 3 and 6), with no support for the remaining six

models (DAIC .79). The critical variable that resulted in the large

gap in AIC scores between Models 1 thru 7 and Models 8 thru 13

was depth. Whenever depth was in a model, it was either strongly

(Models 1,2) or moderately (Models 3–7) supported. No other

covariate influenced the multivariate models to the magnitude of

depth, with substrate a distant second, followed by Froude

number, velocity, and temperature. Depth was also the best

univariate model (Model 6), achieving equal model-fit statistics as

the top five models, with the exception of its AIC score

(DAIC = 4.455). The two temperature models (5 and 7) were only

moderately supported by AIC, but Model 5 achieved the best

overall model fit (Ĉ = 0.821) and tied model 1 for best R2 (0.403)

and AUC (0.838), while Model 7 obtained the best overall

classification accuracy (76.6%), indicating temperature played a

small role in dace habitat selection in Plummer Springbrook.

We selected Model 2 for model extrapolation into Apcar and

Pedersen springbrooks, and for hydraulic-habitat simulations (i.e.,

ramping up and drawing down flows), because it was strongly

supported by AIC, achieved a reasonably good model fit

(Ĉ = 0.608), and velocity is easier to interpret than the Froude

number. We also found little difference in performance between

these two models from an accuracy or spatially explicit perspective

(model parameters for Models 1 and 2 are listed in Table 3). We

retained covariates in Models 1 or 2 if they improved the overall fit

Figure 3. Box-and-whisker plots and bar graphs display the
range of environmental values found at 450 sample locations
in Plummer Springbrook (see Fig. 2). Panel A displays the
distribution of velocity (m/sec), depth (m), and Froude values; panel B
shows temperature values; panel C portrays the number of presence or
absence sample locations found within three substrate classes (1 = fines,
2 = gravels, 3 = cobble/boulder).
doi:10.1371/journal.pone.0055551.g003

Table 2. Model results for univariate and multivariate logistic regression, listed from best to worst according to AIC score (n = 450;
309 absences and 141 presences).

Model LL NPar AIC DAIC w Ĉ R2 OA AUC Variables

1 407.461 8 423.461 0.000 0.484 0.685 0.403 76.20 0.838 *DEP, FRD, SUB3

2 409.241 8 425.241 1.780 0.199 0.608 0.399 76.20 0.835 *DEP, VEL, SUB3

3 421.035 3 427.035 3.574 0.081 0.499 0.372 75.70 0.826 *DEP, FRD

4 419.037 4 427.037 3.576 0.081 0.797 0.377 75.05 0.826 *DEP, VEL, FRD

5 407.284 10 427.284 3.828 0.072 0.821 0.403 76.30 0.838 *DEP,FRD,TMP,SUB3

6 421.916 3 427.916 4.455 0.052 0.499 0.370 75.10 0.823 DEP

7 408.963 10 428.963 5.502 0.031 0.488 0.400 76.55 0.835 *DEP,VEL,TMP,SUB3

8 494.787 4 502.787 79.326 0.000 NA 0.188 69.45 0.708 SUB3

9 491.44 8 507.440 83.979 0.000 NA 0.197 68.65 0.724 SUB7

10 519.993 2 523.993 100.532 0.000 0.040 0.118 59.50 0.664 FRD

11 522.173 3 528.173 104.712 0.000 0.247 0.112 61.65 0.670 VEL

12 527.814 4 535.814 112.353 0.000 NA 0.096 59.60 0.598 FRD3

13 559.568 1 561.568 138.107 0.000 0.000 0.000 54.90 0.500 TMP

Statistics presented are twice the negative log-likelihood value (22L), the number of parameters (NPar), change in AIC score when compared to the best model (DAIC),
AIC model weight (w), Hosmer-Lemeshow goodness-of-fit statistic (Ĉ), Nagelkerke pseudo R-squared (R2), overall classification accuracy (OA), ROC area-under-the-curve
(AUC), and the principal variables in each model (higher-order terms not shown. For variable descriptions, see Table 1; * denotes the variable that had the greatest
influence on the model’s log likelihood. Quadratic terms are not shown in the Variables field.
doi:10.1371/journal.pone.0055551.t002

Table 3. Model parameters and coefficients for Model 1 (top)
and Model 2 (bottom): outputs were obtained from multiple
logistic regression on Plummer Creek, with samples collected
in the spring of 2009 (n = 450; 309 absences and 141
presences).

Model 1

Variable B S.E. Wald df Sig.

DEP 12.745 4.402 8.383 1 0.004

DEP_2 28.956 7.822 1.311 1 0.252

FRD 4.778 6.065 0.621 1 0.431

FRD_2 222.941 20.594 1.241 1 0.265

SUB3 (reference) 10.44 2 0.005

SUB3 (class 1) 1.134 0.442 6.595 1 0.01

SUB3 (class 2) 0.8 0.282 8.031 1 0.005

Constant 23.838 0.626 37.634 1 0

Model 2

DEP 13.935 4.426 9.913 1 0.002

DEP_2 210.923 7.746 1.989 1 0.158

SUB3 (reference) 10.272 2 0.006

SUB (class 1) 1.126 0.447 6.345 1 0.012

SUB (class 2) 0.796 0.282 7.979 1 0.005

vel252b 4.238 5.135 0.681 1 0.409

vel252b_2 215.174 14.272 1.13 1 0.288

Constant 24.047 0.604 44.914 1 0

See Table 1 for variable definitions; variables with an underscore (e.g., Dep_2)
are squared terms.
doi:10.1371/journal.pone.0055551.t003
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of the model (Ĉ), regardless of statistical significance (Table 3).

While quadratic terms improved the fit of both models, indicating

non-linear relationships, logarithmic and cubic functions failed to

improve model fit.

Interpretation of the odds ratios (exp b) and model coefficients

for Models 1 or 2 provided information about the habitat

preferences of dace. Specifically, dace were approximately three

times as likely to occur on sandy substrates as a cobble-boulder

substrate, and approximately two times as likely on a gravel

surface. Interpretation of the squared terms revealed that in small

springbrooks dace about 40 to 85 mm FL preferred water depths

between 0.64 and 0.71 m, a Froude value of 0.1 (non-stagnant

pool), and a velocity of 0.14 m/s. These values changed slightly

when other models were examined, but they were not as well

supported by AIC as Models 1 or 2.

Model Application and Verification
Model 2 produced a mean probability for dace habitat in

Plummer Springbrook of 0.21 (baseflow 0.071 cms), with a

maximum of 0.83 and a minimum of 0. Applying a habitat

probability threshold of 0.3, 26.8% (0.007 ha) of Plummer

Springbrook was predicted to be dace habitat at a baseflow of

0.069 cms (see File S4). Model 2 achieved 88% accuracy in August

2010 when challenged with independent snorkel data (22 out of 25

sites correct), 90.5% accuracy in January 2010 (19 of 21), and

91.1% in January 2011 (41 out of 45).

Model 2 obtained a good fit when we examined dace density

per probability class in Plummer Springbrook, using snorkel data

in the spring of 2009 (Fig. 4). For this analysis we merged

probability classes 4 and 5 since the model’s probabilities topped

out at 84%, producing too few cells or fish observations in class 5

to stand alone. Thus, we calculated dace densities inside four

probability classes: 0–20%, 20.1–40%, 40.1–60%, and .60%.

The following equation describes the relationship between dace

density and the four probability classes in Plummer Springbrook.

D~0:009X{0:0077:

where D is the density of dace per cell (0.0144 m2) for a given

probability class. Our density estimate for Plummer Springbrook

appeared to represent future dace conditions too since the

numbers of dace in the two future snorkel surveys bracketed the

numbers observed in the spring of 2009, with the locations

approximately the same.

The mean probability of dace occurrence in Pedersen Spring-

brook, using Model 2, was 22.2% (baseflow 0.108 cms), with a

maximum probability of 85.3%, and a minimum of 0%. Applying

a 30% probability threshold resulted in 29.3% (0.013 ha) of the

springbrook predicted to be dace habitat (see File S4). When we

challenged the habitat model to independent snorkel data

collected in January 2011, the model achieved 84.6% accuracy

(22 of 26 sites correctly classified). The mean model probability for

Apcar Springbrook, using Model 2, was 30.8% (baseflow

0.066 cms), with a maximum probability of 86% and a minimum

of 0%. Applying a 30% probability threshold resulted in 42.7%

(0.013 ha) of Apcar Springbrook predicted to be dace habitat (see

File S4). When we challenged the habitat model to independent

snorkel data collected in January 2011, the model achieved 90%

accuracy (18 of 20 sites).

Hydraulic Habitat Simulations
When we supplied the habitat model with seven flows, starting

at a 30% increase over baseflow and then descending in 10%

increments - until a 30% reduction was achieved - habitat (per-

linear-meter of stream channel) appeared to decrease steadily in

Plummer and Apcar springbrooks (Fig. 5A). This pattern was not

the same for Pedersen Springbrook, where the maximum habitat

was obtained at a 10% increase over baseflow, before leveling out.

The amount of predicted habitat per-linear-meter of springbrook

revealed that Apcar Springbrook is expected to produce the most

dace habitat over the range of flows. The slope of the increase for

Plummer Springbrook appeared similar to Apcar, but the amount

of predicted habitat per-linear-meter of channel was approxi-

mately 30% less. In contrast, Plummer and Pedersen springbrooks

had different slopes (reactions), but the amount of predicted

habitat per-linear-meter of springbrook was similar at the top and

bottom of the flow simulations. However, Pedersen Springbrook

appeared more responsive to flows between minus 20% and plus

20% compared with Plummer Springbrook. When we simulated

how dace habitat in each springbrook would change in relation to

its baseflow prediction (Fig. 5B), Plummer Springbrook appeared

the most sensitive, with potential losses of approximately 30% and

increases of 10%. Pedersen Springbrook appeared to be the

second most sensitive to flow modifications, with potential habitat

losses of 15% and gains of 2%. In contrast, Apcar Springbrook

gained or lost approximately 5% of its predicted dace habitat in

relation to its baseflow, indicating it was least sensitive to flow

alteration.

Discussion

Hydrodynamic and Habitat Modeling Accuracies
The accuracy rate of our 2D hydrodynamic flow simulations

ranged from 73–91%, under baseflow conditions, which is

consistent with other 2D studies on large and small streams

[26,30,43]. We were unable to calibrate or validate non-baseflow

simulations given the unvarying springheads over the study period.

Calibration typically involves changing mesh configuration or

roughness values to achieve closer agreement between simulated

and measured water surface elevations and velocities [23,30].

Thus, our flow simulations may have bias that could affect habitat

classification, but the baseflow had good verification results and it

was the midrange of our flow simulations. To our knowledge these

are some of the smallest streams where 2D fish-habitat modeling

has been conducted and we are satisfied given the 85–91%

accuracies Model 2 achieved with temporally and spatially

independent snorkel-survey data. Furthermore, the excellent linear

fit between the model’s probability classes and dace densities

demonstrated that the model provided useful information about

the quality of dace habitat (i.e., higher dace numbers informed the

model of preferred hydrogeomorphic conditions).

Habitat-flow Simulations
Plummer and Apcar springbrooks produced proportionately

more habitat as flows increased, while Pedersen springbrook

reached a plateau after a 10% increase, suggesting a geomorphic

constraint. In contrast, Plummer and Apcar springbrooks

appeared relatively unconstrained by geomorphology and thus

dace might benefit from increased flows. Conversely, habitat

simulations consistently showed in each springbrook that reduced

flows produce less Moapa dace habitat. A reduction in habitat is

typically followed by a reduction in population number, thus the

information in this study is important when considering popula-

tion dynamics in relation to streamflow [44].

Because Refuge springbrooks are close to spring heads, Refuge

habitat experienced a very narrow temperature range and our

analysis garnered only moderate support for the two temperature
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models (Table 2, Models 5,7). Had we had the opportunity to

study Moapa dace in its historic range in the Muddy River, where

waters are cooler, the influence of temperature in our models

would likely be greater because larger, older fishes frequently

inhabit cooler water [45,46]; a phenomena previously observed in

Moapa dace [12]. A reduction in springflows on the Refuge or

Muddy River could result in stream cooling [47], which may

reduce the area currently suitable for rearing, foraging, and

spawning (26u232uC).

Detection
Moapa dace have patchy distribution and congregate in

predictable hydraulic conditions, as defined by our model.

Foraging primarily upon drift [12], Moapa dace presumably

select hydraulic conditions that promote optimal foraging [48],

hence their patchy distribution. They are also quite transient,

frequently moving among patches [14], with an average move-

ment of 68 m between bi-monthly sampling events, and ,30%

leaving the refuge entirely (Mark Hereford, USGS Biologist,

personal communication). As more information is gathered

through tagging and genetic analysis, we will gain a better

understanding of dace migration rates on and off the refuge,

particularly at finer temporal and spatial scales. Until this occurs,

we chose not to incorporate detection probabilities into our

modeling approach [49].

Habitat selection can be density dependent with only higher

quality habitat used when population numbers are low [50,51].

The Plummer Springbrook was inhabited by well over 50% of the

Moapa dace population during the period of our study and

presumably virtually all available habitats were occupied during

our snorkel surveys. We are confident based upon our extrapo-

lation tests (temporally and spatially) that the habitat model we

developed for Plummer Springbrook, and extrapolated to

Pedersen and Apcar springbrooks, captured the essential features

that comprise dace habitat. Namely, water depth, substrate

composition, Froude number, and velocity, with temperature a

distant last.

Habitat Restoration-Rehabilitation
Habitat rehabilitation in the three Refuge springbrooks was

crudely modeled on sites observed to support congregations of

foraging Moapa dace before they became restricted to the Refuge

(Unpublished report: G. Gary Scoppettone). Most sites were in the

upper Muddy River where the catchment basin intermittently

floods, producing flows well beyond the historic 1.1 m3/s

attributed solely to thermal springs [9]. The cut and fill alluviation

produced by intermittent flooding most likely built and destroyed

Moapa dace habitat in the main-stem Muddy River in a dynamic

process that has occurred for thousands of years. These dynamic

flooding-erosion processes generally decrease in an upstream

direction [52], thus catchments with smaller or reduced drainage

areas are not as dynamic. The Refuge springbrooks have all been

cut off from their respective sub- catchment basins and thus the

quality of Moapa dace habitat will likely degrade in time due to

emergent and submergent vegetation. Without intermittent

flooding to maintain or generate new dace habitat, the Refuge

springbrooks will need to be continually monitored for habitat

quality, with habitat restoration conducted on an as-needed basis.

Our habitat models provide targets and thresholds for managers

in the development, evaluation, and monitoring of dace habitat.

For example, the amount of predicted habitat from our models

can be used as an indicator of the effectiveness of a restoration or

Figure 4. The relationship between Moapa dace density and four probability classes in Plummer Creek, as output by Model 2.
Probability classes are 1 (0–20%), 2 (20.1–40%, 3 (40.1–60%), and 4 (.60%). Dace densities were obtained by averaging three back-to-back snorkel
surveys (spring of 2009), counting the number of dace within each probability class, and dividing by the number of cells (0.0144 m2) found within
each probability class.
doi:10.1371/journal.pone.0055551.g004
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enhancement activity. In addition, changes in habitat quantity or

quality could be assessed by calculating habitat prior to and after a

restoration or enhancement activity, calculating the mean

probability for a given reach, or habitat quantity through

application of a probability threshold (30% for our models). It is

also possible to use the habitat models to simulate the benefits of a

given restoration or enhancement activity before committing the

funds for on-the-ground efforts to implement the proposal.

Simulating an enhancement activity would involve modifying the

bathymetry, rerunning the 2D hydraulic model, and recomputing

habitat. One could compare multiple scenarios when determining

the most optimum use of resources for the restoration or

enhancement of dace habitat. The final evaluation criterion for

any project should be the number of dace observed prior to and

following a restoration or enhancement activity, with the models

providing guidance on the achievement and monitoring of dace

habitat over space and time.

Conclusion
This study indicates that a reduction in spring discharge within

Moapa Valley National Wildlife Refuge will cause a reduction in

important refugial habitat for Moapa dace, and may exacerbate

native-nonnative interactions [53,54]. The Muddy River’s car-

bonate aquifer is being closely monitored to prevent breaching its

sustainability (personal communication, Lee Simons, U.S. Fish

and Wildlife Service, Las Vegas, Nevada). However, there are

concerns that pumping from the aquifer may cause an unintended

overdraft and a reduction in spring discharge [21]. Another

looming threat to sustaining the Muddy River’s carbonate aquifer

is global climate change. The southwest is expected to get warmer

and drier in the next century, with spring and summer streamflows

predicted to be significantly reduced [5,6]. While it is unknown

how climate change will affect the groundwater in the vicinity of

the Refuge, it will probably decrease as the climate warms and

dries. Our model provides important information to managers

charged with protecting and recovery of Moapa dace in an era of

potential reduction in thermal spring discharge feeding the Muddy

River.

The focus of this study was Moapa dace, but our results have

implications for seven other aquatic species listed as sensitive in the

Muddy River ecosystem [11]. Each species has its own specific

habitat requirements, by life stage, but they all share the Muddy

River ecosystem and a threat to one species is a concern for all. We

have shown that reduced flows on the Refuge will threaten Moapa

dace habitat, while increased flows would provide benefits. Until

we know more about the habitat preferences of all aquatic species

in the Muddy River ecosystem, a water conservation strategy that

minimizes any net loss in habitat is desirable.

Supporting Information

File S1 Background information on substrate and
bathymetric surveys.

(DOC)

File S2 Detailed boundary conditions for River2D
hydraulic simulations.

(DOC)

File S3 2D hydrodynamic model calibration and verifi-
cation charts for each springbrook.

(DOC)

File S4 2D hydrodynamic model output and habitat
maps for each springbrook.

(DOC)

Video S1 A typical sandy-bottom plunge-pool habitat
selected by Moapa dace. Identified by their fusiform body and

deeply forked tail with black spot at its base, Moapa dace are

actively working the water column for drift items. Also in the video

are Moapa White River springfish identified by their square tail.

Both species are thermal endemic, typically occurring in water

temperatures from 26 to 32uC and are restricted to the headwaters

of the Muddy River, Clark County, Nevada where the river

originates from a series of thermal springs. Video provided by Pete

Rissler (U.S. Geological Survey).
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INTRODUCTION

Humanity’s ever-increasing ability to effect
environmental change on a number of spatial and
temporal scales requires tough decisions about how
we view, value, and manage ecosystems. For
example, advances in agriculture that support vastly
more people per unit area than hunting and gathering
are clearly a positive outcome for society. However,
many beneficial land-use practices, including
agriculture, may ultimately degrade ecosystems. To
function as a society, some amount of ecosystem
alteration must occur to support the human
population, but we are ultimately dependent on
ecosystem services. Our actions both intentionally
and unwittingly alter the goods and services of many
ecosystems on which we rely, and by entering into
this relationship of altering ecosystems, we incur
responsibility to our neighbors and to future
generations. However, the difficult decisions have
largely been avoided by the expectations and
confidence in conservation and, in particular,
ecological restoration.

Given the widespread alteration of natural systems,
it is clear that conservation measures alone will not
suffice to protect ecosystem functions, services, and
habitat for a large number of species in the future.
Conservation has traditionally been a rearguard
measure to prevent further degradation rather than
a means for increasing resources or natural capital.
As such, simple maintenance as opposed to
enhancement of ecosystems may often leave
ecosystems and species vulnerable. Despite
conservation policies such as roadless areas and the
“No Net Loss” concept for U.S. wetlands, losses
continue to exceed gains (Dahl and Allord 1996),

and gains are often not functionally equivalent to
losses (Zedler 2000a, National Research Council
2001). Increasing human population growth and
resource consumption continue to place additional
stresses on systems and demands more capacity and
services, rather than simple maintenance of current
services. Thus, we must either alter consumption or
rely on our ability to create, restore, and enhance
ecosystems and their services.

Despite our dependence on healthy ecosystems,
society has made the decision to continue life as
usual until a loss of valued goods and services is
realized; then, society will expect and rely on
science to clean up the mess and make it look
natural. Many government policies concerning
development and extractive resource use already
assume the ability to mitigate ecosystem damage
through the restoration of degraded land or creation
of new habitats. However, many restorations are not
successful either in structure (Lockwood and Pimm
1999) or function (Kentula 1996, Zedler and
Callaway 1999) when compared with reference
ecosystems. Such results underscore the need to
evaluate our underlying beliefs and expectations in
restoration.

The incredible complexity of nature forces us to
simplify the systems we study in order to develop
theory and generalities by reducing them to
understandable subsets. Although we cannot
function without theory and conceptual models,
their creation often ignores the variability that is so
important to accurately describe, predict, and re-
create current and future system attributes. In
essence, restoration ecology strives to (re-)create
complex systems from simplified guiding principles
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or myths. Failure to recognize the limitations and
tacit assumptions can lead to failures because of the
over-application of over-simplified concepts to
complex systems (Holling 1995, Holling and Meffe
1996). We believe the same is true in ecological
restoration.

We believe that many unsatisfactory restorations
result from a failure to recognize and address
uncertainty, and from a focus on inappropriate time
scales. Ecological restoration is trying to do in a
matter of years what takes decades or centuries
under natural conditions. Expecting complete
restoration on human time scales is unreasonable,
even where full recovery may eventually occur.
Nonetheless, many of our underlying beliefs tacitly
assume that systems will return to a “natural” state
in fairly short order if they are just nudged in the
right direction through adjustments to physical
attributes or by regulating species composition.
Additional problems arise in defining what is
“natural” and in our inability to accept that systems
are dynamic and may have multiple trajectories
leading to numerous possible outcomes. Finally,
because we are extrapolating from oversimplified
concepts, ignoring uncertainty may result in
surprise and failure because we have not created a
system capable of adapting or responding to future
drivers or events. Therefore, restorations should not
be one-time events, but are likely to require periodic
attention and adaptive management to increase the
chances of responsive, adaptive, and successful
projects.

Based on our experiences as researchers and
practitioners in conservation and restoration
ecology, we propose five central myths (Table 1)
under which many ecological restoration and
management projects seem to be conceived and
implemented. Myths have value because they help
us to organize and understand complex systems and
phenomena. Identifying myths can help make the
tacit explicit by revealing assumptions that are
otherwise hidden (Holling 1982). However, they
remain simplified and potentially misguided models
for understanding and application (Holling 1982,
Timmerman 1986). The first Myth, the Carbon
Copy, addresses the goal-setting process, and as
such, it forms the basis of how restorations are
evaluated. The Carbon Copy is closely tied to the
remaining four myths, which involve the process of
restoration and management: the Field of Dreams;
Fast Forwarding; the Cookbook; and Command and
Control: the Sisyphus Complex. We believe that

describing these myths will be useful in
understanding how some management or
restoration strategies are conceived, designed, and
implemented. For example, adherence to different
myths may direct actions in divergent directions, as
could be the case when choosing between a focus
on ecosystem structure (Carbon Copy) or on key
processes (Field of Dreams). Examining these
myths may also help us better understand why some
restoration projects do not meet our expectations.
In the pages below, we briefly describe each myth
and its assumptions, and give examples where the
myth exists.

Our objective is not to abandon what we propose to
be prevalent myths in ecological restoration—there
are elements of truth in each—but to recognize that
there are tacit assumptions associated with each
myth. Failure to recognize these assumptions can
lead to conflict and disappointing results despite
large expenditures of time and effort. Our challenge
is to recognize the limitations and not accept
sometimes dogmatic beliefs without critical
examination. We do not claim that every project is
rooted in myth, but suggest that many perceived
failures may be traced to over-reliance on one or
more of the myths. We do not condemn restoration
ecology, but rather provide a means of self-
examination so readers can identify from their own
experiences what worked and possible reasons for
perceived failures.

THE MYTH OF THE CARBON COPY

The myth of the Carbon Copy relates to the selection
of restoration goals and end points, and maintains
that we can restore or create an ecosystem that is a
copy of a previous or ideal state. The myth is rooted
in the Clementsian (1936) idea that ecosystems
develop in a predictable fashion toward a specified,
static, end point or climax. Accordingly, any
disturbance or degrading activity will reset the
system, resulting in a phase of rebuilding and a
return to the previous trajectory of ecosystem
development. However, restoration sites are
different from those where secondary succession
occurs after disturbance (Zedler 2000b), and
restoring or creating an ecosystem of specific
composition becomes quite difficult. Most
successes appear to be only transitory (Lockwood
and Pimm 1999). Despite the shortcomings, the
myth of a carbon copy persists in ecological
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Table 1. The myths of restoration and their core issues

Restoration Myth Core Issues

Carbon Copy Community assembly predictable; a single endpoint exists

Field of Dreams Sole focus on physico-chemical conditions;
systems self-organize

Fast Forward Succession and ecosystem development can be accelerated

Cookbook Methodology overused and not sufficiently validated

Command and Control:
Sisyphus Complex

Nature is controllable; Treating symptoms will fix the
problem

restoration. The main reason is that the
underpinnings of restoration ecology involve
ecological succession and assembly rules (Young
2000), which tend to reinforce subconsciously the
concept of a static, climax end point. Indeed, van
der Valk (1998) described restoration as accelerated
succession. Ecology is rich with examples of
succession (Glenn-Lewin et al. 1992), and there is
little doubt of its importance in community and
ecosystem development (Odum 1969), or potential
in restoration (e.g., van der Valk 1998). The main
issue is the extent to which succession is equilibrial
and can be predicted or controlled to arrive at a
predefined state under human time scales. Most
landscapes are a mosaic of different vegetation
types that shift through both space and time
(Bormann and Likens 1979, Pickett and White
1985), and identifying a single state as the only end
point is not realistic for most systems.

The myth of the Carbon Copy has influenced
resource agencies, such as the U.S. National Park
Service, that have mandates to restore and manage
some systems to pre-settlement conditions. At its
extreme, the Carbon Copy emphasizes a natural or
primeval state that existed before European
settlement, and becomes the restoration or
management objective. As the natural state existed
before corruption by modern influences or before a
need for restoration, its return is the objective.
Although the purpose of restoration and
management outside of legislative mandates should
guide the goals and end points, a de facto end point
is all too often what the system was like in an
undisturbed state.

Restoration to a pre-disturbance state may be
desirable when concerns are for the “naturalness”
of the system, but many difficulties exist during
implementation. Few would debate that a pre-
disturbance state is, in most cases, preferable to a
degraded one, but the ability to (re-)create a system
resembling pre-disturbance may be difficult, if not
impossible. Given the sheer number of non-native
species that have invaded and been integrated into
virtually every ecosystem, it is arguably impossible
to achieve a pre-settlement target condition. Even
if such a goal could be achieved, selection of the
appropriate target remains in question—do we
restore for the ecosystem of 1500 AD, 500 AD, or
1000 BC? Another difficulty arises when the
underlying parameters and drivers have changed (e.
g., Ehrenfeld 2000) or the system is too degraded to
achieve pre-disturbance conditions (Hobbs and
Norton 1996). Changes such as a rise in sea level,
atmospheric acid deposition, and altered hydrology
because of urbanization, dams, and water
withdrawals may all substantially alter both
structure and function as a result of changes in
salinity, soil and water chemistry, and hydrography
and geomorphology, respectively. Thus, we may
aim at a target that is not only moving, but also at a
target that is no longer attainable at a specific locale.

Tension and conflict arise when the Carbon Copy
is an unrealistic or inappropriate goal. Pre-
disturbance or “pristine” conditions are often in
conflict with stakeholder wishes, particularly in
more urbanized situations (Shore 1997). Even
setting goals that recognize multiple end points can
be politically and socially problematic when various
stakeholders each desire a different and conflicting
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result. In these cases, a pre-disturbance condition
may not represent the best solution, when the
objective is to maximize an ecosystem service,
function, or aesthetic. Rather than focus on restoring
to some primeval state, a more profitable approach
would be to accept that ecosystems are dynamic and
focus on repairing damaged systems to the extent
possible (Hobbs and Harris 2001).

The Carbon Copy myth prevails in extractive
resource industries, such as forestry and mining, and
its foundations are used as arguments to justify
access to resources in undisturbed environments—
the belief being that these systems will return to their
previous state after disturbance. Although few
ecologists pretend that the more destructive forms
of mining can be fully restored, the belief in this
ability is promoted by those backing the extraction
industries. Despite limited success, the Carbon
Copy myth has resurged in the USA in the form of
the “No Net Loss” paradigm of wetland protection
policy and mitigation (Zedler 1996), which assumes
that created or restored wetlands provide equivalent
ecological services, function, and value as those
destroyed. Although success stories exist, many
now consider the assumptions invalid because few
created or restored wetlands have achieved structure
or function equivalent to existing wetlands (Zedler
and Callaway 1999, National Research Council
2001, Seabloom and van der Valk 2003), and natural
wetlands continue to disappear without equivalent
replacement (Whigham 1999).

An alternative to creating a carbon copy of species
complement is to create a system equivalent in
function to the pre-disturbance state. Restored
systems can be functionally superior to pre-
disturbance systems, as in the case of wetlands
engineered for nutrient removal (e.g., Peterson
1998). The growing field of ecological engineering
is rich with examples of such enhanced systems
(Ansola et al. 1995, Kadlec and Knight 1996,
Knowlton et al. 2002, Kangas 2003), and will
become ever more important to society as we
continue to degrade natural systems. Functional
replacement could be more easily accomplished
than replacement of taxonomic composition
because of the shared ecological function of many
species (Stanturf et al. 2001). The danger in this
approach is that some functions may be enhanced
yet more subtle functions (e.g., species’ habitats) or
indirect interactions (e.g., heightened predation due
to habitat differences) may suffer. Questions that
remain include the resilience of functional

replacements to disturbances and their acceptability
to society. The heightened public awareness of
invasive species modifying ecosystems and the
potentially foreign look of a functional replacement
may be socially unpalatable.

THE MYTH OF THE FIELD OF DREAMS

The Field of Dreams stems from the notion that all
one needs is the physical structure for a particular
ecosystem, and biotic composition and function will
self-assemble—if you build it, they will come.
Similarly, restoration of a process, such as fire or
hydrologic regime, is expected to re-create pre-
disturbance structure. Although re-creating the
physical template and drivers are a necessary first
step, it is rarely a final step and sometimes a misstep
(e.g., Smith 1997). A fundamental assumption of
this myth is that the community and ecosystem
assembly process follow a repeatable trajectory, and
uncertainty is implicitly ignored. Although there are
some encouraging generalizations emerging about
community assembly (Christensen and Peet 1984,
Drake 1990, Keddy 1999), community assembly is
in many ways reminiscent of Rudyard Kipling’s
(1902) Just So Stories: communities are historically
contingent products (Parker 1997), and much
uncertainty still exists given the influences of initial
conditions (Grace 1987) and stochastic or neutral
assembly (Hubbell 2001). Failure to accept
uncertainty and the dynamic nature of community
assembly can lead to the traps of the Carbon Copy
myth.

The Field of Dreams approach is common in both
wetland and stream restoration, where emphasis is
often on re-creating physical attributes with little
attention paid to biotic responses. For example, the
Rosgen approach (Rosgen 1994, 1998) is probably
the most widely used stream restoration method in
North America, but it deals almost exclusively with
geomorphic attributes of stream channels.
Restoration goals in systems such as urban
watersheds often involve preventing streambed
erosion and destruction of buried utilities, such as
sewer and water lines. Although stabilization of the
stream channel is quite important, stopping at a
geomorphic end point is similar to ensuring that
mining excavations in terrestrial landscapes are
filled after a job is completed, and then not
proceeding with revegetation. Similar examples
exist for wetland restorations (van der Valk 1998),
where the concept of self-design (Mitsch and
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Wilson 1996, Mitsch et al. 1998) is embraced after
the hydrologic conditions are restored. Restoration
sites do become revegetated, but may be of different
species composition and degree of cover (Seabloom
and van der Valk 2003), owing to dispersal
limitations of many wetland species (Galatowitsch
and van der Valk 1996). Thus, the effectiveness of
self-design depends on the restoration goals, but
adopting a concept of self-design does implicitly
recognize and embrace the existence of multiple end
points.

An effective restoration of the physical variables
will create the template for biotic recovery, but
physical structure does not always beget biotic
structure, and biotic structure does not necessarily
result in similar ecosystem functions across sites.
The concept of self-organization, or self-design, is
an intuitively appealing approach and is very
attractive to resource managers who have limited
time and budgets. A self-assembling ecosystem
would substantially cut down on the amount of
effort required to restore ecosystems, and we feel
this is why the Field of Dreams is commonly
employed. However, its effectiveness in restoring
structure and function is still debatable (Simenstad
and Thom 1996, Zedler and Callaway 1999,
National Research Council 2001), and restored
areas may be quite different from undisturbed sites
(Seabloom and van der Valk 2003). In defense of
self-assembly, composition of restored sites is
expected to approach reference sites given sufficient
time (Mitsch 1997). Effective restoration using this
approach must overcome issues of recolonization
and dispersal, stochasticity in community assembly,
and assembly of energy transfer pathways. One
commonly used strategy to circumvent these
limitations is to jumpstart the process by adding
organisms, but our understanding of accelerating
ecosystem development is incomplete and may lead
to the myth of Fast-Forwarding.

THE MYTH OF FAST-FORWARDING

The myth of Fast-Forwarding is based on the idea
that one can accelerate ecosystem development by
controlling pathways, such as dispersal, colonization,
and community assembly, to reduce the time
required to create a functional or desired ecosystem.
This idea stems from the initial floristics model of
succession (Egler 1954) in which the process of
ecosystem development is accelerated by
controlling initial species composition and

succession to achieve the desired end point (van der
Valk 1998). The major assumption is that we can
reliably recreate key processes and links between
the biota and physical environment. A driving force
behind this approach is the need to demonstrate
rapid recovery of disturbed lands in order, for
example, to have insurance or mitigation
performance bonds returned quickly.

Many types of restoration projects justifiably use a
fast-forwarding approach to jumpstart the recovery
process by using species desired in the ecosystem.
As most restorations include plantings to get the ball
rolling and stabilize the terrain, it is logical to try to
advance the successional process, and this is why
the practice is so common. However, relying on the
premise that fast-forwarding will produce the
desired ecosystem trajectory and speed the recovery
process may result in disappointment. Little
evidence exists for achieving desired trajectories or
functions within the shortened time spans promised
by fast-forwarding (Simenstad and Thom 1996,
Zedler and Callaway 1999, Campbell et al. 2002,
Wilkins et al. 2003). As with other myths, there is
some element of truth, and successes using fast-
forwarding have occurred (e.g., Clewell 1999).
Successful projects typically require multiple
plantings and a considerable amount of attention to
ensure survival of plantings in systems that may be
“premature” for the species’ arrival. Even when
successful, certain ecological processes, such as the
development of tree hollows for cavity-nesting
animals, soil development, mycorrhyzal associations,
and hydrologic regimes, present more difficult
challenges and may take years or decades. Mitsch
and Wilson (1996), for example, point out that the
5-year span in which “‘quick-fix’ wetlands” are
expected to become sufficient replacements for lost
or damaged areas is improbably short, and that 15–
20 years is a much more realistic expectation. Long-
term monitoring (5–15 years) of restoration projects
is indicating that a more likely time horizon is
several decades for a restoration to resemble a pre-
disturbance target (Zedler and Callaway 1999,
Wilkins et al. 2003). Many ecological restoration
projects—even ecological restoration itself—aim
for rapid progress from a damaged state toward
some more-or-less specific target. There is nothing
inherently wrong with such a goal, however, we
should not be so intent on attaining a specific point
that the system’s potential future state (i.e., after
restoration efforts cease and natural processes take
over) is ignored.
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THE MYTH OF THE COOKBOOK

When a particular restoration experience is
successful in one area or ecosystem, we naturally
want to apply the same techniques in other
restoration efforts; after all, science has little
relevance if the results are not repeatable. We refer
to the over-use or continued use of a locally
unsuccessful restoration prescription because it
worked somewhere else, or is in the published
literature, as the myth of the Cookbook. Perpetrators
of this myth assume that similar physical and
ecological systems respond identically and
predictably to restoration techniques. Although a
reasonable starting point, systems that appear very
similar may exhibit considerable differences in
variables that regulate slow processes (e.g., carbon
storage), and the same management prescription
applied to two such systems may have vastly
different results. The difficulty arises when
approaches are adopted that ignore uncertainty. A
non-adaptive technique forces us down a path with
few alternatives to a changing world.

The myth of the cookbook arises often in stream
restoration, and possibly wetland restoration and
creation, where recipes for restoration exist (Rosgen
1998). Cookbook approaches seem to be most often
present in engineering approaches to restorations.
We are not denouncing the goal of standard
methods, but we believe that there is still too much
uncertainty to commit totally to one technique in a
given situation. Even in chemistry, where well
developed standard methods exist, a good yield
from a single reaction may be 90% and a complex
set of reactions may yield less than 50%, meaning
that half the reactions did not go as they should.
Given the complexity of many restorations, the
practice is fairly successful relative to the chemistry
analogy. However, incomplete chemical reactions
can be precipitated, discarded, or otherwise dealt
with quickly and inexpensively, but we do not have
the luxury to treat degraded systems similarly, nor
can we accept such a failure rate given the high
financial cost. The positive side is that systems are
rarely in worse condition after a restoration even if
the project did not meet the stated goals.

To resource professionals plagued by a lack of
information, time, and budget, cookbook
approaches may be the only realistic approach. The
opportunity to use a successful restoration effort as
a template for a similar system is a start, and may
be preferable to inaction. It may also be advisable

to replicate certain elements of proven restoration
techniques, because some valid generalities may be
made concerning the responses of a wide range of
ecosystems to the same actions (Zedler 2000a).
However, idiosyncrasies of each system (unique
ecological histories, differing assembly rules, or
even differing functional roles of components of
two similar ecosystems) may result in elements of
surprise and crisis when a uniform, cookbook
approach is used without detailed knowledge of the
ecological characteristics of the ecosystem to be
restored. As the community or ecosystem to be
restored becomes less and less similar to the system
in which a given restoration approach was
successful, the potential for unforeseen responses
and failure increases dramatically.

By defining the myth of the Cookbook, we do not
advocate reinventing the wheel with every new
project. One of the major goals of restoration
ecology is to develop a suite of methods that can be
used in a given situation to best effect. We believe
this desire or belief in repeatable methods is why
the cookbook remains. Problems arise when a
method is over used or used in the wrong situation
just because the method exists and is understood. A
number of approaches (e.g., Kershner 1997, Clewell
et al. 2000, Richter et al. 2003) provide general
guidance, but allow for site-specific adjustments to
deal with uncertainty. A more cautious approach,
acknowledging our inability to predict the exact
response of an ecosystem to manipulation, would
be the application of a varied management or
restoration regime across a landscape. Techniques
aimed at discovering and mimicking the character
of natural systems would be more likely to find
successful solutions (Mitsch and Wilson 1996),
while likely contributing to the resilience of the
system (Holling et al. 2002).

THE MYTH OF COMMAND AND
CONTROL AND THE SISYPHUS COMPLEX

The myth of Command and Control (Holling and
Meffe 1996) describes the “pathology of natural
resources management” where goals are achieved
by active intervention and unending control, or
manipulation of physical and biological components
of the ecosystem. This myth, articulated by Holling
and Meffe (1996), assumes we have the knowledge,
abilities, and foresight to actively control ecosystem
structure and function to manage for a particular
ecosystem state indefinitely into the future. Exerting
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command and control invariably decreases system
resilience by reducing the range of natural variation
and adaptive capacity for the system to respond to
disturbances (Gunderson 2000). As resilience
decreases, the likelihood of a disturbance shifting
the system into an undesired or degraded state
increases, and control is wrested from the manager.

Practice of Command and Control recalls the story
of Sisyphus, one of the most unenviable characters
in Greek mythology because he is compelled by the
Gods to forever push a heavy boulder uphill. Just as
he nears the top, Sisyphus becomes exhausted, and
the boulder rolls back down to the plain below,
where Sisyphus must begin again. Like Sisyphus,
we can become trapped in an endless cycle of effort
to compel ecosystems to remain in single, transient,
or unstable states, resulting in repeated episodes of
surprise and crisis that can mimic the ball-in-cup
analogy of system dynamics (Lewontin 1969,
Holling 1973, Beisner et al. 2003), with the ball
rolling around the cup and away from the manager’s
desired state. The Sisyphus Complex emerges when
we act through Command and Control to hold a
dynamic system static or force a system to exist in
a transient state. In any restoration, some amount of
Command and Control is required to perform the
restoration. Additional nudges to physical or
biological components will likely occur in the years
after the restoration as well. There is nothing wrong
with some tinkering—we cannot exist without
having some effect on our surroundings. Actions to
be avoided are those that are long term in nature or
will decrease the natural range of variability in key
processes, such as fire regime or hydrology.

The Sisyphus Complex often occurs when the
dominant, large-scale drivers of the system have
changed and are either not noticed or conveniently
ignored. When we fall into the Sisyphus Complex,
we become fixated on treating symptoms rather than
the root of the problem and so become susceptible
to failure. Urban stream restorations often occur in
response to severely eroded stream channels, and a
more flashy hydrograph that results from increases
in impervious surface area higher in the watershed.
Many such restorations fail (sometimes multiple
times) despite tremendous expense and effort,
because the altered driver (the hydrograph) and the
root cause (impervious surfaces) were not
addressed. Other general examples include coastal
beach restoration in the face of ongoing, natural
erosion; rare species stocking/reintroduction
programs that ignore the root causes of rarity; and

attempting to direct succession to end points
incompatible with environmental conditions.
Sometimes the Sisyphus Complex results from
social or political mandates to do something despite
credible science to the contrary. In these situations,
we must make every effort for science to influence
decision making so that the inevitable repeated
failures are not perceived as employment
justification or incompetence on the part of science.

MOVING BEYOND THE MYTHS

Myths have value because they help us to organize
and understand complex systems and phenomena,
and provide a starting point toward the restoration
and management of degraded ecosystems. We feel
this is why the myths of restoration exist and persist.
We hope that proposing these myths (whether the
reader agrees with them or not) will begin a dialog
leading to a deeper thinking about and greater
understanding of natural systems and advancing the
science of restoration ecology and management.

Identifying myths has several implications for
restoration design. A common theme in the myths
is a failure to recognize and address uncertainty.
Ignoring uncertainty often results in surprise and
failure, because we have not created a system
capable of adapting or responding to future drivers
or chance events, and we are unable to exert ultimate
control over the system. An alternative approach
would be designing for resilience by planning for
surprise. Although we cannot anticipate all future
events, we can manage and restore in ways that
allow for uncertainty. Planning for resilience should
allow systems a greater ability to deal with and
recover from surprise and future change by focusing
on a diversity of approaches, functions, and taxa.

When viewed in the context of designing for
resilience, restorations become experiments in
adaptive management or adaptive restoration
(Zedler 2000b). Restoration projects with decision
points along the way allow for critical assessment
and possible intervention with contingency plans if
things are not proceeding appropriately. Rapid
learning can also be achieved by using a diversity
of restoration techniques and approaches likely to
be successful within the larger restoration.
Assessing the performance of multiple approaches
may increase cost, but it allows for testing multiple
hypotheses and adaptive learning, and may cost less
in the long run. If more than one approach is
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successful, the restoration toolbox quickly expands,
and much about the system is learned. If, however,
no approach works, we will have quickly learned
the inability of several techniques compared with
the time it would take to gain the same results one
restoration at a time. The challenge is to implement
and design multiple approaches so that each can be
assessed independently of others, as well as
independently of adaptive responses that may occur
along decision points after periodic evaluations.
Multiple approaches within a larger restoration will
also likely increase system resilience because the
system created by each approach may have
differential response to and recovery from
disturbances. Maximizing species diversity in
restorations is likely to increase response diversity
(Elmqvist et al. 2003) and may increase the
likelihood of a restoration containing species
resistant or resilient to future conditions and
disturbances. Although the concept that diversity
begets ecosystem stability may itself be an emerging
myth, it seems worth pursuing for other reasons as
well.

Recognizing mythologies may also aid the goal-
setting process. The forest primeval no longer exists
and may not be attainable—exotic species, historic
disturbance regimes, and changes in climatic and
landscape drivers all serve to ensure that there never
was, and probably never will be a single, repeatable
end point. More realistically, goals should include
multiple scientifically defensible end points of
functional or structural equivalence. Although
maintaining biotic or ecological integrity is a noble
goal, invasive species are too entrenched in many
systems to consider their presence a restoration
failure, particularly when some may have similar
roles as native species. Providing for alternative
solutions to future conditions by setting multiple
end points implicitly increases resilience by
increasing the adaptive capacity and response
diversity of the system. In addition to being more
realistic and attainable, having several possible end
points may also reduce tension within and among
practitioners and stakeholders.

Restoration projects should expand goals and
expectations beyond quantitative targets or ranges
for ecological attributes, such as vegetation density,
biogeochemical processes, and hydroperiods.
Approaches that consider ecological capital,
connectivity, and variability are likely to improve
the ecological resilience of restored systems, and
therefore, their ability to absorb disturbances or

insults without resulting in a permanent change in
fundamental system attributes. One size does not fit
all, even when situations may appear very similar.
Any ecological restoration or management effort
involves both explicit and implicit attempts to
prescribe and predict the ecological future of a site.
These efforts require extrapolating far beyond our
predictive abilities, and we must be aware of our
limitations as scientists, as well as our tendency as
humans to rely on partial truths and assumptions
when implementing ecological restoration and
management projects.

We conclude by suggesting a final myth of
restoration ecology, but one held by society—the
Bionic World. The myth of the Bionic World is a
belief that science and technology will solve the
pressing issues of human population growth, finite
resources, and altered ecosystems. In the Bionic
World, degraded landscapes will be fixed or
reconstructed with the precision and surety of the
“Bionic Woman” and the “Six Million Dollar Man”
in the U.S. television shows of the 1970s. If we
follow this logic, we have no tough choices to make
about how we view and treat our surroundings, and
decisions can be put off until the economic markets
demand or justify a solution. Let’s hope they’re
right, but until supporting evidence emerges, we
must maintain what we have.

Responses to this article can be read online at:
http://www.ecologyandsociety.org/vol10/iss1/art19/responses/
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Technical Memo 
 
To:  Jeff Johnson and Sean Collier, Southern Nevada Water Authority 
From: Justin Huntington, Charles Morton, Matt Bromley, Ryan Liebert, Desert Research 

Institute 
Date: June 4, 2013 
Re: Analysis of Evapotranspiration for the Muddy River Springs Area  
 
Purpose and Scope 
 

This technical memo provides estimates of evapotranspiration (ET) for the Muddy River 
Springs area from 2001-2012.  This work is part of a larger effort toward mapping historical ET 
along the Muddy River and Muddy River Springs (Figure 1) utilizing surface energy balance and 
vegetation indices from 2001-2012. The Muddy River Springs focused study area (Figure 2) 
primarily consists of pasture grass, mesquite trees, cotton woods, palm trees, and several 
species of vines (DeMeo et al., 2008).  Previous studies have estimated ET in the Muddy River 
Springs area using a water budget approach (Eakin 1964; 1966), and more recently with ET 
station measurements and remote sensing (DeMeo et al., 2008).  This study builds on previous 
work, and attempts to identify trends in ET over the study period of 2001-2012 to identify 
potential impact on ET due to land management and vegetation changes. 

 
Surface Energy Balance and Vegetation Index Approaches 
 

Surface energy balance estimates are made in this study using the Mapping 
EvapoTranspiration at high Resolution with Internalized Calibration, METRIC, model (Allen et 
al., 2007).  METRIC relies Landsat imagery and locally collected meteorological data to calculate 
actual ET.  METRIC recently has been applied by state and federal agencies to estimate ET from 
rainfed and irrigated vegetation in Nevada, New Mexico, Oregon, Wyoming, Montana, 
Nebraska, and Colorado (Hendrickx, 2010; Kjaersagaard and Allen, 2010; Sullivan et al., 2011; 
Snyder et al., 2012).  This study also applies a vegetation index reference ET fraction approach 
to estimate actual ET in the Muddy River Springs area similar to Allen et al. (2011), Tasumi and 
Allen (2007), and Singh and Irmak (2009). 
 
Methods 
 

Estimating actual ET required numerous weather data and image processing steps that 
are briefly described below.  Landsat 5 Thematic Mapper (TM) and 7 Enhanced Thematic 
Mapper Plus (ETM+) images were acquired for the study period of 2001-2012 from the U.S. 
Geological Survey (USGS) Global Visualization web page (http://glovis.usgs.gov/) totaling 323  
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Figure 1.  General study area with highlighted Muddy River Springs area.   
 
 
images (Table A1).  Landsat data processing was handled using Python scripts, many of which 
are described in Morton (2013).  General processing steps include performing radiometric and 
atmospheric corrections using the Landsat Ecosystem Disturbance and Adaptive Processing 
System (LEDAPS) (Masek et al., 2006) to compute at surface reflectance, with following 
computations of the Normalized Difference Vegetation Index (NDVI), surface temperature, 
albedo, and various energy balance components following Allen et al. (2007) and Morton et al. 
(2013).  The land surface energy balance is simulated by METRIC as 
 
 LE = Rn – H – G 
 
where LE is latent heat flux (W/m2), Rn is net radiation (W/m2), H is sensible heat flux (W/m2), 
and G is ground heat flux in (W/m2).  The reader is referred to Allen et al. (2007) and Morton et 
al. (2013) for detail on METRIC and how each component of the energy balance is computed 
from Landsat data.  Once LE is computed for each pixel, the equivalent amount of 

instantaneous ET (mm/hr) is computed by dividing by the latent heat of vaporization ( ). 
Instantaneous ET at the time of the Landsat image is estimated over the day as  
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Figure 2.  Warm Springs (Muddy River Springs) study area for estimating ET from 2001-2012.   
 
 

ET24 = (ETinst / ETr) * ETr24 
 
where the ratio of ETinst (mm/hr) to ETr (mm/hr) is the reference ET fraction (ETrF) measured at 
the satellite overpass time and ETr24 is the cumulative ETr for the day (mm/day).  Seasonal total 
ET is estimated by linearly interpolating the daily ETrF per pixel in between Landsat images, and  
multiplying daily ETrF pixel values by the ETr24 for respective days.  The reference ET fraction is 
commonly referred to as the crop coefficient. In this method, the computation and application 
of ETrF simulates vegetation growth stages and phenology changes, roughness of the 
vegetation surface to account for turbulent effects, and vegetation geometry. Simply put, the 
effects of weather are incorporated into ETr, whereas the effects that distinguish vegetated and 
bare surfaces from the reference surface are integrated into the ETrF (Allen et al., 1998). There 
are many physiological and physical variables that determine ET, and the ETr*ETrF method 
incorporates the majority of these variables (Bos et al., 2008). 

The vegetation index reference ET fraction approach is similar to the METRIC surface 
energy balance approach for estimating ET through time, but ETrF is derived from the NDVI 
instead of an instantaneous surface energy balance. The reason for applying both approaches is 
due to the fact that it currently requires a relatively large amount of time and effort to process 
METRIC for multiple years, whereas it requires significantly less time and effort to compute 
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NDVI.  Heilman et al. (1982) proposed a linear relationship between a vegetation index and 
fraction of reference ET, and has been supported by various other studies (Choudhury et al., 
1994; Tasumi et al., 2005; Tasumi and Allen, 2007; Singh and Irmak, 2009; Calera-Belmonte et 
al., 2005).  If no local calibration data exists, Allen et al. (2011) suggests that ETrF can be 
generally estimated as 
 
 ETrF = 1.25 * NDVI 
 
where ETrF is the relative fraction of the alfalfa reference ET.  NDVI is defined as  
 
 NDVI = (ρNIR - ρRed) / (ρNIR + ρRed) 
 
where ρ is the at-surface reflectance, NIR is near infrared waveband from 0.76 to 0.90 μm, Red 
is the visible waveband from 0.63 to 0.69 μm. The relationship suggested by Allen et al. (2011) 
was modified in this work to more accurately represent the conditions specific to the study area 
using METRIC derived ETrF and NDVI for all pixels in the Muddy River Springs study area (Figure 
2).  Seasonal average slopes between ETrF and NDVI for 2006-2012 were found to vary between 
1.21 and 1.37, with an average of 1.30, and intercepts ranging from 0.02 to 0.1, with an average 
of 0.06, and R2 values ranging from 0.66 to 0.80, with an average of 0.74.  Figure 3 illustrates an 
example of the correlation between ETrF and NDVI for 2006.  The fairly large scatter exists due 
to the fact that NDVI is not capable of detecting evaporation from wet soil due to irrigation, 
where METRIC is able to detect soil evaporation using the Landsat derived surface temperature, 
which results in high ETrF and low NDVI.  Additionally, NDVI is not able to detect acute 
vegetation stress due to water limitations, whereas the use of surface temperature in METRIC 
detects this acute water stress, which results in relatively high NDVI and low ETrF due to low 
predicted evaporation by METRIC.  While the use of NDVI does have limitations, for the sake of 
simplicity and providing the ability to estimate changes in ET for years before 2006 over the 
Muddy River Springs area, the equation 
 
 ETrF = 1.30 * NDVI + 0.06 
 
was applied in this work over the Muddy River Springs area to all cloud free Landsat 5 TM and 7 
ETM+ images from 2001-2012 period (Table A1).  A typical annual time series of spatially 
averaged NDVI from 2006 is illustrated for the Muddy River Springs study area in Figure 4, 
where greenup and senescence periods are clearly evident.  Once NDVI is transformed into ETrF 
at each pixel, ETrF is linearly interpolated per pixel in between Landsat image dates, and then 
multiplied by the ETr, ETrF, to estimate ET.  
 
Reference ET (ETr) Estimates 
 

Hourly weather data of solar radiation, air temperature, dewpoint temperature, and 
windspeed collected at SNWA’s Moapa agricultural weather station and DRI’s Overton 
Community Environmental Monitoring Program (CEMP) weather station (Figure 1) were 
downloaded and quality assured and controlled (QAQCed) according to Allen et al. (1996).   
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Figure 3.  Scatter plot of ETrF and NDVI for the 2006 growing season (February-November).  
Colors of the scatter plot represent point density where red is high density, and blue is low 
density.  The red hatched line is the average regression line used to compute ETrF from NDVI in 
this study, and the black hatched line is the 1:1 line. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.  Time series of NDVI derived ETrF for 2006 spatially averaged over the Muddy River 
Springs area shown in Figure 2.   Interpolation of ETrF in between Landsat image dates occurs 
on a pixel by pixel basis; however, this figure shows interpolation ETrF averaged over the study 
area simply for illustrative purposes. 
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Overton CEMP weather data was analyzed from 2001-2012, and SNWA Moapa weather 
data was analyzed from 2010-2012, the available period of record for Moapa.  Following 
adjustment procedures outlined in Allen et al. (1998) and Allen et al. (2011a), reported 
windspeed measured at respective measurement heights were logarithmically transformed to 
2m height equivalent windspeed estimates, as required for input into the ASCE standardized 
reference ET equation. Windspeed measurement heights are 2.3m and 6m (7.5ft and 20ft) at 
the Moapa and Overton stations, respectively.  Many years of solar radiation (Rs) 
measurements required some level of correction to better match clear sky solar radiation 
curves (Rso).  Such needed corrections are common due to pyronometer sensor calibration drift 
(Allen, 1996).  Figure 5 illustrates raw and corrected Rs from the Overton CEMP station.  In this 
case it is evident that sensor calibration is in error due to the fact that measured Rs over a day 
never reaches the theoretical Rs that would occur for a clear sky day (Rso). Overton CEMP hourly 
solar radiation data was found to be corrupt from 2011 and 2012 and the data were not 
salvageable.  Therefore, Moapa QAQCed hourly Rs was used to fill Overton CEMP hourly Rs for 
years 2011 and 2012. After QAQC was completed, ETr was computed for both stations utilizing 
the standardized reference ET equation (ASCE-EWRI, 2005) for an alfalfa reference surface 
using the Ref-ET program (Allen, 2011).   
 

 
Figure 5.  Overton CEMP 2007 measured solar radiation (Rs) (left), and corrected solar radiation 
to the theoretical clear sky solar radiation (Rso) (right) following recommendations of Allen 
(1996).  Solar radiation corrections are typically needed due to pyronometer calibration drift, as 
is evident in this figure. 
 

Because the desired study period was from 2001-2012 and Moapa weather data was 
only available from 2010-2012, a comparative analysis between Overton and Moapa computed 
ETr was completed to potentially develop ETr adjustment factors for Overton computed ETr to 
simulate Moapa ETr from 2001-2010.  Figures 6 and 7 illustrate monthly ETr computed from 
Overton and Moapa weather data for 2010-2012. It is evident that ETr is nearly the same for 
most months, even though the Overton CEMP station is not located in an optimal reference 
environment that reflects the climate of agricultural and active ET conditions. As previously 
discussed, 2011 and 2012 Moapa Rs was substituted for Overton Rs, however, from inspection 
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of Figure 6 it is evident that 2011 Moapa ETr is lower than Overton ETr during mid-summer 
months.  After investigating the potential cause of this difference, it was found that, raw, pre-
QAQCed hourly windspeed for the Moapa station was often zero at night and during some 
hours of the day.  In comparing windspeed between Moapa and Overton for 2010 and 2012, it 
was found that Overton 2m equivalent windspeed was typically lower than Moapa, except for 
this mid-summer period of 2011, where Moapa was lower than Overton. Due to the 
consistency of Overton having lower 2m equivalent windspeed in all months except for these 
three mid-summer months, and the fact that there were many reported zero values, it was 
assumed that the Moapa measured windspeed was in error for this period.    

Due to the nearly identical computed ETr between Overton and Moapa, Overton 
computed ETr was utilized in this work to estimate ET using METRIC and NDVI-ETrF approaches 
from 2001-2009, and 2011, while Moapa computed ETr was used to estimate ET for 2010 and 
2012.  Growing season (February-November) and annual ETr from 2001-2012 is illustrated in 
Figure 8 where it is evident that ETr has generally decreased from 2001.  This is significant, 
because any decreasing trends in ETr will cause decreasing trends in ET.  This result was cause 
for concern due to possible sensor drift and or data quality, therefore, an analysis was 
conducted to investigate if any trends were present in driving ETr weather variables of solar 
radiation, temperature, dewpoint, and windspeed.  While the analysis showed slight decreasing 
trends in annual averages, a more focused analysis was conducted for warm season months of 
May-September, since most of the annual ET occurs during these months.  Results of the warm 
season trend analysis indicate that warm season average daily maximum and minimum 
temperatures, windspeed, and solar radiation all have decreasing trends from 2001-2012, while 
warm season average daily minimum temperature minus dewpoint temperature (i.e. dewpoint 
depression) is rising during this same period, indicating drying conditions (Appendix Figures A1-
A5).   

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.  Monthly time series comparison of ETr from Overton CEMP and Moapa agricultural 
weather stations 
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Figure 7.  Scatter plot comparison of monthly ETr from Overton CEMP and Moapa agricultural 
weather stations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. Seasonal (February – November) and annual ETr from 2001-2012.  As illustrated, ETr 
has generally decreased over the study period of 2001-2012. 
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To confirm that these trends are real and not an artifact of possible weather station 
sensor drift, weather data from the closest weather station measuring temperature and 
windspeed was acquired and analyzed over the same period for warm season months of May-
September.  Results indicate very similar trends, where warm season average daily maximum 
and minimum temperatures and windspeed exhibit decreasing trends from 2001-2012, and 
warm season average daily minimum temperature minus dewpoint temperature is rising during 
the same period (Appendix Figures A6-A9).  The comparative weather variable trend analysis 
between Overton and Nellis weather stations suggests that the trend in Overton computed ETr 
from 2001-2012 is likely real and not artificial, and thus thought to be valid.   
 
Evapotranspiration Estimates 
 

Annual and seasonal ET from the Muddy River Springs study area was estimated using 
METRIC and the NDVI approaches, as previously described, by utilizing all available and cloud 
free images during each year from 2001-2012 (listed in Table A1).  Mechanically, for both 
approaches, ETrF is estimated for each image date and linearly interpolated, per pixel, in 
between image dates, and then multiplied by the respective daily reference ET (ETr), to 
estimate the daily ET.  Graphically, Figure 4 illustrates interpolation of ETrF in between image 
dates for the Muddy River Springs area. Figure 9 illustrates respective ETr, and the product of 
Figure 4 and Figure 9 for respective days results in estimated daily ET for 2006, shown in Figure 
9.  The use of ETr to estimate ET in between image dates is critical for properly accounting for 
daily variations in atmospheric water demand (i.e., solar radiation, windspeed, temperature, 
humidity), and resulting impacts on ET.  The translation of the daily variability in ETr to ET can 
be seen in Figure 9, a process that would be missing, and in error, if ET were to be simply 
interpolated in between image dates (shown as green triangles on right panel of Figure 9). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9.  Daily reference ET, ETr, (left) is multiplied by daily interpolated ETrF (shown in Figure 
4) to estimate daily ET for 2006 (right).   
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Seasonal (February-November) and annual ET totals were estimated utilizing METRIC 
from 2006-2012 and NDVI from 2001-2012, and results are shown in Figure 10 and Figure 11.  A 
slight decrease in METRIC estimated ET is noticeable, however, this is largely due to the 
decrease in ETr over this period, as the ratio of METRIC ET to ETr (ETrF) is fairly stable, as shown 
in Figure 12.  The trend in NDVI estimated ET from 2001-2012 is more pronounced.  The ratio of 
NDVI estimated ET to ETr (ETrF) is also fairly stable for 2006-2012, but decreases over the entire 
study period of 2001-2012 (Figure 13).  Because ET is a function of precipitation (PPT), and PPT 
is highly variable from year to year, normalizing ET by removing the influence of PPT is needed 
for trend analysis.  To accomplish this, annual PPT was subtracted from seasonal and annual 
METRIC and NDVI estimated ET.  Monthly and annual PPT totals for the Muddy River Springs 
area were estimated from 2001-2011 using 800m spatial resolution PRISM data (Daly et al., 
1994) for a single pixel within the study area to remove potential elevation biases from spatial 
averaging multiple pixels that fell outside the study area.  A comparison between measured PPT 
at the Overton COOP station and estimated PRISM PPT for a single pixel at the Overton COOP 
station location is shown in Figure 14, where the correspondence between COOP measured and 
PRISM estimated PPT is good, although this was expected since the PRISM process uses the 
COOP station as a control point.  Missing PPT in the Overton COOP precipitation record was 
filled with PPT from the Overton CEMP station, which totaled 424 days from 2001-2007.  A 
comparison was also made between the Overton COOP PPT and Muddy River Springs area 
PRISM 800m PPT (Figure 15).  Because 800m PRISM PPT was not available for 2012, and 
effectively no bias exists between Overton COOP PPT and 800m PRISM PPT for the Muddy River 
Springs area, Overton COOP monthly PPT was used for the Muddy River Springs area for 2012. 

 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10.  Seasonal and annual METRIC derived ET from 2006-2012.  Seasonal totals are for the 
growing season, estimated to be February-November. 
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Figure 11.  Seasonal and annual NDVI derived ET from 2001-2012.  Seasonal totals are for the 
growing season, estimated to be February-November. 
 
 
 
 

 

 

 

 

 

 

 

 

 

Figure 12.  Seasonal and annual METRIC derived ETrF from 2006-2012.   
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Figure 13.  Seasonal and annual NDVI derived ETrF from 2001-2012.   
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 14.  Comparison of Overton COOP PPT, 800m PRISM PPT for the Overton COOP location, 
and 800m PRISM PPT for the Muddy River Springs area.  PRISM PPT at the 800m spatial 
resolution was not available for 2012, therefore, Overton COOP data was used due to the low 
bias between Overton COOP and Muddy River Springs PRISM PPT (Figure 15, right).  
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Figure 15.  Overton COOP PPT vs. 800m PRISM PPT for the Overton COOP location (left), and 
Overton COOP PPT vs. 800m PRISM PPT for the Muddy River Springs area (right).  PRISM PPT at 
the 800m spatial resolution was not available for 2012, therefore, Overton COOP data was used 
due to the low bias between Overton COOP and Muddy River Springs PRISM PPT. 
 
 
 

Utilizing PRISM and COOP PPT estimates, seasonal and annual METRIC and NDVI 
estimated ET-PPT was computed (Figures 16 and 17).  As previously mentioned, reduced ET 
over the study period is largely due to the decline in ETr from 2001-2012, and this impact is also 
evident in the estimated ET-PPT.  Both METRIC and NDVI estimated ETrF of ET-PPT slightly 
decline over the 2006-2012 and 2001-2012 periods by 0.07 and 0.10, respectively, indicating 
that ET has declined independent of ETr and PPT due to changes in vegetation and or water 
management in the study area (Tables A7 and A10).  METRIC and NDVI annual estimated ET and 
ETrF for 2006-2012 are illustrated in Figures 18 and 19, where it is evident that NDVI estimated 
ET is slightly higher than METRIC estimated ET (Figures 20-22).  This is due to the fact that bare 
soil evaporation, potential vegetation stress, and changing surface conditions causes the 
relationship between NDVI and ETrF for the Muddy River Springs area to be different from year 
to year, therefore no average regression will perform well over all years.  Average annual 
METRIC estimated ET and ET-PPT for 2006-2012 is 3.5 ft/yr and 3.1 ft/yr, respectively.  Average 
annual NDVI estimated ET and ET-PPT for 2006-2012 is 3.8 ft/yr and 3.4 ft/yr, respectively.  For 
the period of 2006-2012, annual bias between NDVI and METRIC estimated ET and ETrF ranges 
from 0 to 0.7 ft/yr, and 0.01 to 0.08, respectively, and the average annual bias is 0.32 ft/yr and 
0.04, respectively (Figure 23).   
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Figure 16.  Seasonal and annual METRIC derived ET-PPT from 2006-2012. 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 17.  Seasonal and annual NDVI derived ET-PPT from 2001-2012.   
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Figure 18.  Seasonal and annual METRIC derived ETrF from 2006-2012.   
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 19.  Seasonal and annual NDVI derived ETrF from 2001-2012.   
 
 
 

 
 

SE ROA 11450

JA_4212



16 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 20.  METRIC and NDVI estimated monthly ET from 2006-2012.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 21.  METRIC and NDVI estimated annual ET from 2006-2012.   
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Figure 22.  METRIC and NDVI estimated annual ETrF from 2006-2012.   
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 23.  NDVI minus METRIC estimated annual ETrF from 2006-2012.   
 

Considering that METRIC estimated ET relies on a surface energy balance based on 
surface temperature, and NDVI strictly relies on optical reflectance and a simple linear index, 
and the fact that the average annual bias between NDVI and METRIC ETrF is only 0.04, the 
comparison between NDVI and METRIC estimated ET is thought to be fairly good.  As previously 
mentioned, the use of NDVI does have weaknesses, especially in detecting bare soil 
evaporation, however, due to the fact that bare soil evaporation is thought to be a fairly small 
component of ET in the Muddy River Springs area due to irrigation practices and moderate 
vegetation cover. For this reason, the use of NDVI for estimating ET is considered to be fairly 
robust in this work.  
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Evapotranspiration Reductions 
 

Average METRIC and NDVI estimated annual ET-PPT reductions for the Muddy River 
Springs area for the period of 2006-2012 range from -0.062 ft/yr to -0.11 ft/yr, respectively, 
with total reductions of METRIC and NDVI annual ET-PPT over the 2006-2012 period being          
-0.43ft and -0.77ft, respectively.  Average NDVI estimated annual ET-PPT decline for the Muddy 
River Springs area over the period of 2001-2012 is estimated to be -0.095 ft/yr, with a total 
reduction in annual ET-PPT of -1.14 ft (Tables A6 and A9).  For the period 2006-2012, METRIC 
and NDVI estimated annual ET-PPT volume reductions over the 797 acre Muddy River Springs 
study area are estimated to be -344 ac-ft and -613 ac-ft, respectively.  For the period 2001-
2012, the NDVI estimated annual ET-PPT volume reduction over the 797 acre study area is 
estimated to be -910 ac-ft.  These results along with monthly, seasonal, and annual results of 
METRIC ET, ETr, PRISM PPT, NDVI ET, METRIC ET-PPT, NDVI ET-PPT, METRIC ETrF, and NDVI ETrF 
are listed in Appendix Tables A2-A10.  Differences in reductions between METRIC and NDVI 
from 2006-2012 are due to differences in the computed slopes in ET-PPT during this period.  
METRIC estimates of ET and ET-PPT are noticeably lower than NDVI estimates of ET and ET-PPT 
for 2007-2009, a period of relatively low precipitation, potentially causing water limited stress 
conditions that NDVI is not sensitive to.  To support this argument METRIC seems to compare 
well with NDVI estimated ET and ET-PPT during years of relatively higher precipitation.  Also, 
calibration of METRIC during 2007-2009 could possibly be abnormally low, however, it is 
thought that calibration during these years are relatively robust and consistent.   
 
Comparison to Previous ET Work 
 

For comparison purposes, METRIC and NDVI derived ET was compared to a recent study 
by DeMeo et al. (2008), who estimated ET in the Muddy River Springs area using the Bowen 
Ratio Energy Balance (BREB) approach from July 2003-October 2006.  The Bowen ratio station 
location is shown in Figure 24, and is surrounded by a dense grove of 10 to 15 ft tall mesquite 
trees (DeMeo et al., 2008) (Figure 25).  DeMeo et al. (2008) reports the average annual ET to be 
3.6 ft/yr from summing 2003-2006 daily average ET estimates from the Muddy River Bowen 
station.  No monthly totals were reported.  To compare METRIC ET and NDVI ET to the Muddy 
River station estimated ET for respective years, 20 minute ET data was acquired from the USGS 
and summed into daily and monthly totals.  METRIC and NDVI ET estimates were extracted 
from a 75m buffer around the USGS Muddy River station (Figure 24).  Previous work has shown 
that roughly 80% of the turbulent fluxes measured at many Nevada ET stations with 
surrounding riparian and shrubland vegetation originates within a 30 to 100m radius of the ET 
station, with the lower range being associated with taller riparian vegetation (Moreo et al., 
2007; Allander et al., 2009).   

Monthly METRIC and NDVI ET estimates were compared to Bowen ratio station ET 
estimates from 2003-2006 (Figures 25 and 26). Results suggest that METRIC and NDVI over 
predict ET at the low ET range, but is fairly accurate at the moderate to high ET range.  The 
comparisons are considered favorable given that a large part of the annual ET in the study area 
is derived from high ET months. 
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Figure 24.  USGS Bowen Ratio Energy Balance station to compare METRIC and NDVI ET 
estimates to for 2003-2006. 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 25.  USGS Bowen Ratio Energy Balance station located in the Muddy River area.  
Modified figure from DeMeo et al. (2008). 
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Figure 25.  Bowen Ratio Energy Balance estimated monthly ET and NDVI estimated monthly ET 
from 2003-2006 (with several months of missing data). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 26.  Bowen Ratio Energy Balance estimated monthly ET and METRIC estimated monthly 
ET from February-August of 2006 (only data available for METRIC comparison). 
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While the DeMeo et al. (2008) study from 2003-2006 estimated the average ET to be  
3.6 ft/yr, there were over 271 missing days, many of which were in the spring and summer of 
2004 and 2005.  As previously indicated, annual ET totals reported by DeMeo et al. (2008) were 
computed by summing period of record daily average ET rates (i.e., 365 daily average values).  
Using daily averages from multiple years is a general approach for gap filling daily ET data, and 
in this case for computing an average annual ET rate, however, such averaging and filling 
approaches do not consider ET variability caused by precipitation.  For example, a large portion 
of summer 2005, which was exceptionally wet in the preceding months, was filled with daily 
average summer values from 2004 and 2006, which were preceded by relatively wet and dry 
periods, respectively (Figure 14, Table A5).  The impact of this type of summation is likely 
causing a biased low average annual ET estimate in this case.  As a result of missing data, an 
accurate comparison of METRIC and NDVI estimated annual ET is not possible.  For reporting 
purposes, Bowen station NDVI estimated ET ranged from 5.6 ft/yr to 3.9 ft/yr for 2005 and 
2006, respectively, with an average annual estimate of 4.3 ft/yr from 2003 -2006.  For purposes 
of making a more respective cumulative ET comparison, a comparison was made between the 
Bowen station, METRIC, and NDVI ET over the longest continuous record at the Bowen ET 
station from February-August 2006.  Results indicate that Bowen station, METRIC, and NDVI 
estimated ET over this period is 30.5 in, 35.4 in, and 36.2 in, respectively (Figure 27).   

Comparing to previous work of DeMeo et al. (2008) revealed that METRIC and NDVI 
estimated ET is likely biased high during low ET periods.  This bias could be due to inaccuracies 
of METRIC during the cool season caused by small differences in METRIC surface temperatures 
at extreme ET conditions (i.e., hot and cold pixel temperature values at dry and well irrigated 
conditions are nearly the same).  Additionally, NDVI bias during the cool period likely exists due 
to the presence of background NDVI from bare soil and vegetation during fall and winter 
senescence and dormancy periods, along with inaccuracies in the statistical model between 
NDVI and ETrF.  In general, the comparison between Bowen station ET and METRIC and NDVI 
estimated ET is considered fairly robust given that ET estimates generally fall within the 
uncertainty of Bowen station ET estimates, which is likely around 10-15% (Allander et al., 2009).  
It is difficult to judge the quality of these Bowen ratio ET data given that there is extremely 
limited description on Bowen ratio station instrumentation, and station setup and deployment, 
such as reporting the make and model of net radiometer and ground heat flux plates, number 
of soil heat flux plates used, discussion on methods for computing soil heat storage and soil 
heat flux, filtering of erroneous Bowen ratio values, QAQC of net radiation and ground heat 
flux, soil moisture measurements, etc., all of which are critical aspects for ET measurement 
reporting (Allen et al., 2011b). 
 
Summary 
 

This study evaluated over 300 Landsat TM and ETM+ images to assess potential changes 
in ET over the Muddy River Springs area from 2001-2012.  Results suggest that ET has declined 
from 2001-2012 independent of PPT changes.  Changes in ET are primarily due to to changes in 
ETr, and to a lesser extent, due to changes in ETrF. Reduction of annual ET-PPT ranges between  
-600 to -900 ac-ft.  The -600 ac-ft rounded value is derived from the METRIC estimated ET-PPT 
rate of change of -0.062 ft/yr over the period of 2006-2012, and applied to the 12 year period 
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of 2001-2012 (Table A6).  The -900 ac-ft rounded value is derived from the NDVI estimated     
ET-PPT rate of change of -0.095 ft/yr over the period of 2001-2012, and is applied to the 12 year 
period of 2001-2012 (Table A9).  Comparisons between METRIC and NDVI, and Bowen ratio 
station estimated ET in the Muddy River Springs area from 2003-2006 are favorable and are 
generally within the uncertainty of Bowen station ET estimates.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 27.  Comparison of total estimated ET from Feb-Aug. 2006 between the Bowen station 
METRIC, and NDVI. The Feb-Aug. 2006 period was the longest continuous data record for the 
Bowen station. 
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Appendix 
 
Table A1. Listing of Landsat scenes and ET and precipitation results using METIC, NDVI, and EVI 
methods.  Landsat 5 (TM), Landsat ETM, and Landsat ETM SLC off were all used for NDVI and 
METRIC ET estimates.  Landsat ETM SLC off did not impact the quality of ET estimates in the 
Muddy River Springs area, as SLC gaps were not present in the study area due to the Muddy 
River Springs area being located in the center of Landsat ETM scenes. 
 
 

Count 
SCENE_ID DATE YEAR DOY SENSOR 

NDVI 
ET 

METRIC 
ET 

1 LT50390352001006XXX02 1/6/2001 2001 6 LANDSAT_TM x   

2 LE70390352001014EDC00 1/14/2001 2001 14 LANDSAT_ETM x   

3 LE70390352001030EDC00 1/30/2001 2001 30 LANDSAT_ETM x   

4 LE70390352001046EDC00 2/15/2001 2001 46 LANDSAT_ETM x   

5 LT50390352001054XXX02 2/23/2001 2001 54 LANDSAT_TM x   

6 LE70390352001062EDC01 3/3/2001 2001 62 LANDSAT_ETM x   

7 LE70390352001078EDC00 3/19/2001 2001 78 LANDSAT_ETM x   

8 LT50390352001102XXX02 4/12/2001 2001 102 LANDSAT_TM x   

9 LT50390352001118XXX02 4/28/2001 2001 118 LANDSAT_TM x   

10 LE70390352001126EDC00 5/6/2001 2001 126 LANDSAT_ETM x   

11 LT50390352001134AAA02 5/14/2001 2001 134 LANDSAT_TM x   

12 LE70390352001142EDC00 5/22/2001 2001 142 LANDSAT_ETM x   

13 LT50390352001150AAA02 5/30/2001 2001 150 LANDSAT_TM x   

14 LE70390352001158EDC00 6/7/2001 2001 158 LANDSAT_ETM x   

15 LT50390352001166XXX02 6/15/2001 2001 166 LANDSAT_TM x   

16 LE70390352001174EDC00 6/23/2001 2001 174 LANDSAT_ETM x   

17 LT50390352001182LGS03 7/1/2001 2001 182 LANDSAT_TM x   

18 LE70390352001190EDC00 7/9/2001 2001 190 LANDSAT_ETM x   

19 LT50390352001214LGS01 8/2/2001 2001 214 LANDSAT_TM x   

20 LE70390352001222EDC00 8/10/2001 2001 222 LANDSAT_ETM x   

21 LT50390352001230LGS01 8/18/2001 2001 230 LANDSAT_TM x   

22 LE70390352001238EDC00 8/26/2001 2001 238 LANDSAT_ETM x   

23 LT50390352001246LGS01 9/3/2001 2001 246 LANDSAT_TM x   

24 LT50390352001262LGS01 9/19/2001 2001 262 LANDSAT_TM x   

25 LE70390352001270EDC00 9/27/2001 2001 270 LANDSAT_ETM x   

26 LE70390352001286EDC00 10/13/2001 2001 286 LANDSAT_ETM x   

27 LT50390352001310LGS01 11/6/2001 2001 310 LANDSAT_TM x   

28 LE70390352001318EDC00 11/14/2001 2001 318 LANDSAT_ETM x   

29 LT50390352001342LGS01 12/8/2001 2001 342 LANDSAT_TM x   

30 LE70390352001350EDC00 12/16/2001 2001 350 LANDSAT_ETM x   

31 LT50390352001358LGS01 12/24/2001 2001 358 LANDSAT_TM x   
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32 LE70390352002017EDC00 1/17/2002 2002 17 LANDSAT_ETM x   

33 LE70390352002033EDC00 2/2/2002 2002 33 LANDSAT_ETM x   

34 LT50390352002041EDC01 2/10/2002 2002 41 LANDSAT_TM x   

35 LT50390352002057LGS01 2/26/2002 2002 57 LANDSAT_TM x   

36 LE70390352002081EDC00 3/22/2002 2002 81 LANDSAT_ETM x   

37 LT50390352002089LGS01 3/30/2002 2002 89 LANDSAT_TM x   

38 LE70390352002097EDC00 4/7/2002 2002 97 LANDSAT_ETM x   

39 LT50390352002105LGS01 4/15/2002 2002 105 LANDSAT_TM x   

40 LT50390352002121LGS03 5/1/2002 2002 121 LANDSAT_TM x   

41 LE70390352002129EDC00 5/9/2002 2002 129 LANDSAT_ETM x   

42 LT50390352002137LGS01 5/17/2002 2002 137 LANDSAT_TM x   

43 LE70390352002145EDC01 5/25/2002 2002 145 LANDSAT_ETM x   

44 LE70390352002161EDC00 6/10/2002 2002 161 LANDSAT_ETM x   

45 LT50390352002169LGS03 6/18/2002 2002 169 LANDSAT_TM x   

46 LE70390352002177EDC00 6/26/2002 2002 177 LANDSAT_ETM x   

47 LT50390352002185EDC02 7/4/2002 2002 185 LANDSAT_TM x   

48 LE70390352002193EDC00 7/12/2002 2002 193 LANDSAT_ETM x   

49 LT50390352002201LGS01 7/20/2002 2002 201 LANDSAT_TM x   

50 LE70390352002209EDC00 7/28/2002 2002 209 LANDSAT_ETM x   

51 LE70390352002225EDC00 8/13/2002 2002 225 LANDSAT_ETM x   

52 LT50390352002233LGS01 8/21/2002 2002 233 LANDSAT_TM x   

53 LE70390352002241EDC00 8/29/2002 2002 241 LANDSAT_ETM x   

54 LE70390352002257EDC00 9/14/2002 2002 257 LANDSAT_ETM x   

55 LT50390352002265LGS01 9/22/2002 2002 265 LANDSAT_TM x   

56 LE70390352002273EDC00 9/30/2002 2002 273 LANDSAT_ETM x   

57 LT50390352002281LGS01 10/8/2002 2002 281 LANDSAT_TM x   

58 LE70390352002289EDC00 10/16/2002 2002 289 LANDSAT_ETM x   

59 LT50390352002297LGS01 10/24/2002 2002 297 LANDSAT_TM x   

60 LE70390352002305EDC00 11/1/2002 2002 305 LANDSAT_ETM x   

61 LE70390352002337EDC00 12/3/2002 2002 337 LANDSAT_ETM x   

62 LE70390352002353EDC00 12/19/2002 2002 353 LANDSAT_ETM x   

63 LT50390352002361LGS01 12/27/2002 2002 361 LANDSAT_TM x   

64 LE70390352003020EDC00 1/20/2003 2003 20 LANDSAT_ETM x   

65 LT50390352003028LGS01 1/28/2003 2003 28 LANDSAT_TM x   

66 LE70390352003052EDC01 2/21/2003 2003 52 LANDSAT_ETM x   

67 LE70390352003068EDC00 3/9/2003 2003 68 LANDSAT_ETM x   

68 LT50390352003092LGS01 4/2/2003 2003 92 LANDSAT_TM x   

69 LE70390352003100EDC00 4/10/2003 2003 100 LANDSAT_ETM x   

70 LE70390352003116EDC00 4/26/2003 2003 116 LANDSAT_ETM x   

71 LT50390352003124LGS01 5/4/2003 2003 124 LANDSAT_TM x   

72 LT50390352003140LGS01 5/20/2003 2003 140 LANDSAT_TM x   
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73 LE70390352003148EDC00 5/28/2003 2003 148 LANDSAT_ETM x   

74 LT50390352003156LGS01 6/5/2003 2003 156 LANDSAT_TM x   

75 LT50390352003172EDC03 6/21/2003 2003 172 LANDSAT_TM x   

76 LT50390352003188PAC02 7/7/2003 2003 188 LANDSAT_TM x   

77 LE70390352003212EDC02 7/31/2003 2003 212 LANDSAT_ETM_SLC_OFF x   

78 LT50390352003220PAC04 8/8/2003 2003 220 LANDSAT_TM x   

79 LE70390352003244EDC01 9/1/2003 2003 244 LANDSAT_ETM_SLC_OFF x   

80 LT50390352003252PAC02 9/9/2003 2003 252 LANDSAT_TM x   

81 LE70390352003260EDC02 9/17/2003 2003 260 LANDSAT_ETM_SLC_OFF x   

82 LE70390352003276EDC02 10/3/2003 2003 276 LANDSAT_ETM_SLC_OFF x   

83 LT50390352003284LGS01 10/11/2003 2003 284 LANDSAT_TM x   

84 LE70390352003308EDC01 11/4/2003 2003 308 LANDSAT_ETM_SLC_OFF x   

85 LT50390352003348PAC02 12/14/2003 2003 348 LANDSAT_TM x   

86 LE70390352003356EDC01 12/22/2003 2003 356 LANDSAT_ETM_SLC_OFF x   

87 LT50390352004015PAC02 1/15/2004 2004 15 LANDSAT_TM x   

88 LE70390352004023EDC01 1/23/2004 2004 23 LANDSAT_ETM_SLC_OFF x   

89 LE70390352004039EDC01 2/8/2004 2004 39 LANDSAT_ETM_SLC_OFF x   

90 LT50390352004063PAC02 3/3/2004 2004 63 LANDSAT_TM x   

91 LE70390352004071EDC02 3/11/2004 2004 71 LANDSAT_ETM_SLC_OFF x   

92 LT50390352004079PAC02 3/19/2004 2004 79 LANDSAT_TM x   

93 LE70390352004087EDC02 3/27/2004 2004 87 LANDSAT_ETM_SLC_OFF x   

94 LE70390352004103EDC02 4/12/2004 2004 103 LANDSAT_ETM_SLC_OFF x   

95 LE70390352004119EDC03 4/28/2004 2004 119 LANDSAT_ETM_SLC_OFF x   

96 LE70390352004135EDC01 5/14/2004 2004 135 LANDSAT_ETM_SLC_OFF x   

97 LT50390352004143PAC02 5/22/2004 2004 143 LANDSAT_TM x   

98 LE70390352004151EDC01 5/30/2004 2004 151 LANDSAT_ETM_SLC_OFF x   

99 LT50390352004159PAC02 6/7/2004 2004 159 LANDSAT_TM x   

100 LE70390352004167EDC01 6/15/2004 2004 167 LANDSAT_ETM_SLC_OFF x   

101 LT50390352004175PAC02 6/23/2004 2004 175 LANDSAT_TM x   

102 LT50390352004191PAC01 7/9/2004 2004 191 LANDSAT_TM x   

103 LT50390352004207PAC02 7/25/2004 2004 207 LANDSAT_TM x   

104 LT50390352004223PAC01 8/10/2004 2004 223 LANDSAT_TM x   

105 LT50390352004239PAC01 8/26/2004 2004 239 LANDSAT_TM x   

106 LE70390352004247EDC02 9/3/2004 2004 247 LANDSAT_ETM_SLC_OFF x   

107 LE70390352004263EDC02 9/19/2004 2004 263 LANDSAT_ETM_SLC_OFF x   

108 LT50390352004271EDC00 9/27/2004 2004 271 LANDSAT_TM x   

109 LT50390352004287PAC01 10/13/2004 2004 287 LANDSAT_TM x   

110 LT50390352004303PAC01 10/29/2004 2004 303 LANDSAT_TM x   

111 LT50390352004319PAC01 11/14/2004 2004 319 LANDSAT_TM x   

112 LT50390352004351PAC01 12/16/2004 2004 351 LANDSAT_TM x   

113 LE70390352004359EDC00 12/24/2004 2004 359 LANDSAT_ETM_SLC_OFF x   
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114 LT50390352005017PAC01 1/17/2005 2005 17 LANDSAT_TM x   

115 LT50390352005033PAC01 2/2/2005 2005 33 LANDSAT_TM x   

116 LT50390352005065PAC01 3/6/2005 2005 65 LANDSAT_TM x   

117 LE70390352005089EDC00 3/30/2005 2005 89 LANDSAT_ETM_SLC_OFF x   

118 LE70390352005105EDC00 4/15/2005 2005 105 LANDSAT_ETM_SLC_OFF x   

119 LT50390352005129PAC01 5/9/2005 2005 129 LANDSAT_TM x   

120 LE70390352005137EDC00 5/17/2005 2005 137 LANDSAT_ETM_SLC_OFF x   

121 LT50390352005145EDC00 5/25/2005 2005 145 LANDSAT_TM x   

122 LE70390352005153EDC00 6/2/2005 2005 153 LANDSAT_ETM_SLC_OFF x   

123 LT50390352005161PAC01 6/10/2005 2005 161 LANDSAT_TM x   

124 LE70390352005169EDC00 6/18/2005 2005 169 LANDSAT_ETM_SLC_OFF x   

125 LT50390352005177PAC01 6/26/2005 2005 177 LANDSAT_TM x   

126 LT50390352005193PAC01 7/12/2005 2005 193 LANDSAT_TM x   

127 LT50390352005209PAC01 7/28/2005 2005 209 LANDSAT_TM x   

128 LT50390352005225PAC01 8/13/2005 2005 225 LANDSAT_TM x   

129 LE70390352005233EDC00 8/21/2005 2005 233 LANDSAT_ETM_SLC_OFF x   

130 LT50390352005241PAC01 8/29/2005 2005 241 LANDSAT_TM x   

131 LE70390352005249EDC00 9/6/2005 2005 249 LANDSAT_ETM_SLC_OFF x   

132 LT50390352005257PAC01 9/14/2005 2005 257 LANDSAT_TM x   

133 LE70390352005265EDC00 9/22/2005 2005 265 LANDSAT_ETM_SLC_OFF x   

134 LT50390352005273PAC01 9/30/2005 2005 273 LANDSAT_TM x   

135 LT50390352005289PAC01 10/16/2005 2005 289 LANDSAT_TM x   

136 LE70390352005297EDC00 10/24/2005 2005 297 LANDSAT_ETM_SLC_OFF x   

137 LT50390352005321PAC01 11/17/2005 2005 321 LANDSAT_TM x   

138 LE70390352005345EDC00 12/11/2005 2005 345 LANDSAT_ETM_SLC_OFF x   

139 LT50390352006020EDC00 1/20/2006 2006 20 LANDSAT_TM x   

140 LT50390352006036PAC01 2/5/2006 2006 36 LANDSAT_TM x x 

141 LE70390352006044EDC00 2/13/2006 2006 44 LANDSAT_ETM_SLC_OFF x   

142 LT50390352006052PAC01 2/21/2006 2006 52 LANDSAT_TM x   

143 LE70390352006060EDC00 3/1/2006 2006 60 LANDSAT_ETM_SLC_OFF x   

144 LT50390352006068PAC01 3/9/2006 2006 68 LANDSAT_TM x x 

145 LE70390352006092EDC00 4/2/2006 2006 92 LANDSAT_ETM_SLC_OFF x   

146 LT50390352006100PAC01 4/10/2006 2006 100 LANDSAT_TM x x 

147 LT50390352006116PAC01 4/26/2006 2006 116 LANDSAT_TM x x 

148 LE70390352006124EDC00 5/4/2006 2006 124 LANDSAT_ETM_SLC_OFF x   

149 LT50390352006132PAC01 5/12/2006 2006 132 LANDSAT_TM x x 

150 LE70390352006140EDC00 5/20/2006 2006 140 LANDSAT_ETM_SLC_OFF x   

151 LT50390352006148PAC01 5/28/2006 2006 148 LANDSAT_TM x x 

152 LE70390352006156EDC00 6/5/2006 2006 156 LANDSAT_ETM_SLC_OFF x   

153 LE70390352006172EDC00 6/21/2006 2006 172 LANDSAT_ETM_SLC_OFF x   

154 LT50390352006180PAC01 6/29/2006 2006 180 LANDSAT_TM x x 
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155 LT50390352006196PAC01 7/15/2006 2006 196 LANDSAT_TM x x 

156 LE70390352006204EDC00 7/23/2006 2006 204 LANDSAT_ETM_SLC_OFF x   

157 LT50390352006212PAC02 7/31/2006 2006 212 LANDSAT_TM x x 

158 LE70390352006220EDC00 8/8/2006 2006 220 LANDSAT_ETM_SLC_OFF x   

159 LT50390352006228PAC01 8/16/2006 2006 228 LANDSAT_TM x x 

160 LE70390352006236EDC00 8/24/2006 2006 236 LANDSAT_ETM_SLC_OFF x   

161 LT50390352006260PAC01 9/17/2006 2006 260 LANDSAT_TM x x 

162 LT50390352006276PAC01 10/3/2006 2006 276 LANDSAT_TM x x 

163 LE70390352006284EDC00 10/11/2006 2006 284 LANDSAT_ETM_SLC_OFF x   

164 LT50390352006292PAC01 10/19/2006 2006 292 LANDSAT_TM x x 

165 LE70390352006300EDC00 10/27/2006 2006 300 LANDSAT_ETM_SLC_OFF x   

166 LT50390352006308PAC01 11/4/2006 2006 308 LANDSAT_TM x x 

167 LE70390352006316EDC00 11/12/2006 2006 316 LANDSAT_ETM_SLC_OFF x   

168 LT50390352006324PAC01 11/20/2006 2006 324 LANDSAT_TM x x 

169 LE70390352006332EDC00 11/28/2006 2006 332 LANDSAT_ETM_SLC_OFF x   

170 LT50390352006340PAC01 12/6/2006 2006 340 LANDSAT_TM x x 

171 LE70390352006364EDC00 12/30/2006 2006 364 LANDSAT_ETM_SLC_OFF x   

172 LT50390352007007PAC01 1/7/2007 2007 7 LANDSAT_TM x   

173 LE70390352007015EDC00 1/15/2007 2007 15 LANDSAT_ETM_SLC_OFF x   

174 LT50390352007023PAC01 1/23/2007 2007 23 LANDSAT_TM x   

175 LE70390352007047EDC00 2/16/2007 2007 47 LANDSAT_ETM_SLC_OFF x x 

176 LT50390352007055PAC01 2/24/2007 2007 55 LANDSAT_TM x x 

177 LE70390352007063EDC00 3/4/2007 2007 63 LANDSAT_ETM_SLC_OFF x   

178 LT50390352007071PAC01 3/12/2007 2007 71 LANDSAT_TM x   

179 LT50390352007103PAC01 4/13/2007 2007 103 LANDSAT_TM x   

180 LE70390352007111EDC00 4/21/2007 2007 111 LANDSAT_ETM_SLC_OFF x   

181 LT50390352007119PAC01 4/29/2007 2007 119 LANDSAT_TM x x 

182 LE70390352007127EDC00 5/7/2007 2007 127 LANDSAT_ETM_SLC_OFF x x 

183 LT50390352007135PAC01 5/15/2007 2007 135 LANDSAT_TM x x 

184 LE70390352007143EDC00 5/23/2007 2007 143 LANDSAT_ETM_SLC_OFF x x 

185 LT50390352007151PAC01 5/31/2007 2007 151 LANDSAT_TM x x 

186 LE70390352007159EDC00 6/8/2007 2007 159 LANDSAT_ETM_SLC_OFF x x 

187 LT50390352007167PAC01 6/16/2007 2007 167 LANDSAT_TM x x 

188 LE70390352007175EDC00 6/24/2007 2007 175 LANDSAT_ETM_SLC_OFF x x 

189 LT50390352007183PAC01 7/2/2007 2007 183 LANDSAT_TM x x 

190 LE70390352007191EDC00 7/10/2007 2007 191 LANDSAT_ETM_SLC_OFF x   

191 LT50390352007199PAC01 7/18/2007 2007 199 LANDSAT_TM x x 

192 LT50390352007215PAC01 8/3/2007 2007 215 LANDSAT_TM x x 

193 LE70390352007223EDC00 8/11/2007 2007 223 LANDSAT_ETM_SLC_OFF x x 

194 LT50390352007247PAC01 9/4/2007 2007 247 LANDSAT_TM x x 

195 LE70390352007255EDC00 9/12/2007 2007 255 LANDSAT_ETM_SLC_OFF x x 
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196 LE70390352007287EDC00 10/14/2007 2007 287 LANDSAT_ETM_SLC_OFF x x 

197 LE70390352007303EDC00 10/30/2007 2007 303 LANDSAT_ETM_SLC_OFF x x 

198 LE70390352007319EDC00 11/15/2007 2007 319 LANDSAT_ETM_SLC_OFF x x 

199 LE70390352007351EDC00 12/17/2007 2007 351 LANDSAT_ETM_SLC_OFF x   

200 LE70390352008018EDC00 1/18/2008 2008 18 LANDSAT_ETM_SLC_OFF x   

201 LT50390352008026EDC00 1/26/2008 2008 26 LANDSAT_TM x   

202 LT50390352008042EDC00 2/11/2008 2008 42 LANDSAT_TM x   

203 LT50390352008058PAC01 2/27/2008 2008 58 LANDSAT_TM x   

204 LE70390352008066EDC00 3/6/2008 2008 66 LANDSAT_ETM_SLC_OFF x x 

205 LT50390352008074PAC01 3/14/2008 2008 74 LANDSAT_TM x   

206 LE70390352008082EDC00 3/22/2008 2008 82 LANDSAT_ETM_SLC_OFF x x 

207 LE70390352008098EDC00 4/7/2008 2008 98 LANDSAT_ETM_SLC_OFF x x 

208 LT50390352008106PAC01 4/15/2008 2008 106 LANDSAT_TM x   

209 LE70390352008114EDC00 4/23/2008 2008 114 LANDSAT_ETM_SLC_OFF x x 

210 LT50390352008122PAC01 5/1/2008 2008 122 LANDSAT_TM x x 

211 LE70390352008130EDC00 5/9/2008 2008 130 LANDSAT_ETM_SLC_OFF x x 

212 LT50390352008138PAC01 5/17/2008 2008 138 LANDSAT_TM x x 

213 LT50390352008154PAC01 6/2/2008 2008 154 LANDSAT_TM x x 

214 LE70390352008162EDC00 6/10/2008 2008 162 LANDSAT_ETM_SLC_OFF x   

215 LT50390352008170PAC01 6/18/2008 2008 170 LANDSAT_TM x x 

216 LE70390352008178EDC00 6/26/2008 2008 178 LANDSAT_ETM_SLC_OFF x x 

217 LT50390352008234PAC01 8/21/2008 2008 234 LANDSAT_TM x x 

218 LE70390352008242EDC00 8/29/2008 2008 242 LANDSAT_ETM_SLC_OFF x x 

219 LT50390352008250PAC01 9/6/2008 2008 250 LANDSAT_TM x x 

220 LE70390352008258EDC00 9/14/2008 2008 258 LANDSAT_ETM_SLC_OFF x x 

221 LT50390352008266PAC01 9/22/2008 2008 266 LANDSAT_TM x x 

222 LE70390352008274EDC00 9/30/2008 2008 274 LANDSAT_ETM_SLC_OFF x x 

223 LT50390352008282PAC01 10/8/2008 2008 282 LANDSAT_TM x x 

224 LE70390352008290EDC00 10/16/2008 2008 290 LANDSAT_ETM_SLC_OFF x x 

225 LT50390352008298PAC01 10/24/2008 2008 298 LANDSAT_TM x x 

226 LE70390352008322EDC00 11/17/2008 2008 322 LANDSAT_ETM_SLC_OFF x x 

227 LE70390352008338EDC00 12/3/2008 2008 338 LANDSAT_ETM_SLC_OFF x   

228 LE70390352009004EDC00 1/4/2009 2009 4 LANDSAT_ETM_SLC_OFF x   

229 LT50390352009012PAC01 1/12/2009 2009 12 LANDSAT_TM x   

230 LE70390352009020EDC00 1/20/2009 2009 20 LANDSAT_ETM_SLC_OFF x   

231 LT50390352009092PAC01 4/2/2009 2009 92 LANDSAT_TM x x 

232 LT50390352009108PAC01 4/18/2009 2009 108 LANDSAT_TM x x 

233 LE70390352009116EDC00 4/26/2009 2009 116 LANDSAT_ETM_SLC_OFF x x 

234 LE70390352009132EDC02 5/12/2009 2009 132 LANDSAT_ETM_SLC_OFF x x 

235 LT50390352009140PAC01 5/20/2009 2009 140 LANDSAT_TM x x 

236 LE70390352009148EDC00 5/28/2009 2009 148 LANDSAT_ETM_SLC_OFF x x 
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237 LT50390352009172PAC01 6/21/2009 2009 172 LANDSAT_TM x x 

238 LE70390352009180EDC00 6/29/2009 2009 180 LANDSAT_ETM_SLC_OFF x x 

239 LT50390352009188PAC01 7/7/2009 2009 188 LANDSAT_TM x x 

240 LE70390352009196EDC00 7/15/2009 2009 196 LANDSAT_ETM_SLC_OFF x x 

241 LE70390352009212EDC00 7/31/2009 2009 212 LANDSAT_ETM_SLC_OFF x x 

242 LT50390352009220PAC01 8/8/2009 2009 220 LANDSAT_TM x x 

243 LE70390352009228EDC00 8/16/2009 2009 228 LANDSAT_ETM_SLC_OFF x x 

244 LT50390352009236PAC01 8/24/2009 2009 236 LANDSAT_TM x x 

245 LT50390352009252PAC01 9/9/2009 2009 252 LANDSAT_TM x x 

246 LE70390352009260EDC00 9/17/2009 2009 260 LANDSAT_ETM_SLC_OFF x x 

247 LT50390352009268PAC01 9/25/2009 2009 268 LANDSAT_TM x x 

248 LT50390352009284PAC01 10/11/2009 2009 284 LANDSAT_TM x x 

249 LE70390352009292EDC00 10/19/2009 2009 292 LANDSAT_ETM_SLC_OFF x x 

250 LE70390352009308EDC00 11/4/2009 2009 308 LANDSAT_ETM_SLC_OFF x x 

251 LE70390352009324EDC00 11/20/2009 2009 324 LANDSAT_ETM_SLC_OFF x x 

252 LT50390352009332PAC01 11/28/2009 2009 332 LANDSAT_TM x x 

253 LE70390352009340EDC00 12/6/2009 2009 340 LANDSAT_ETM_SLC_OFF x   

254 LT50390352009348PAC01 12/14/2009 2009 348 LANDSAT_TM x   

255 LT50390352010015PAC01 1/15/2010 2010 15 LANDSAT_TM x   

256 LT50390352010031PAC01 1/31/2010 2010 31 LANDSAT_TM x   

257 LT50390352010047PAC01 2/16/2010 2010 47 LANDSAT_TM x x 

258 LE70390352010071EDC00 3/12/2010 2010 71 LANDSAT_ETM_SLC_OFF x   

259 LT50390352010079PAC01 3/20/2010 2010 79 LANDSAT_TM x   

260 LE70390352010087EDC00 3/28/2010 2010 87 LANDSAT_ETM_SLC_OFF x x 

261 LE70390352010103EDC00 4/13/2010 2010 103 LANDSAT_ETM_SLC_OFF x x 

262 LT50390352010111PAC01 4/21/2010 2010 111 LANDSAT_TM x   

263 LT50390352010127PAC01 5/7/2010 2010 127 LANDSAT_TM x x 

264 LE70390352010135EDC00 5/15/2010 2010 135 LANDSAT_ETM_SLC_OFF x x 

265 LT50390352010143PAC01 5/23/2010 2010 143 LANDSAT_TM x x 

266 LE70390352010151EDC00 5/31/2010 2010 151 LANDSAT_ETM_SLC_OFF x x 

267 LE70390352010167EDC00 6/16/2010 2010 167 LANDSAT_ETM_SLC_OFF x x 

268 LT50390352010175EDC00 6/24/2010 2010 175 LANDSAT_TM x x 

269 LE70390352010183EDC00 7/2/2010 2010 183 LANDSAT_ETM_SLC_OFF x   

270 LE70390352010199EDC00 7/18/2010 2010 199 LANDSAT_ETM_SLC_OFF x x 

271 LE70390352010215EDC00 8/3/2010 2010 215 LANDSAT_ETM_SLC_OFF x x 

272 LT50390352010223EDC00 8/11/2010 2010 223 LANDSAT_TM x x 

273 LE70390352010231EDC00 8/19/2010 2010 231 LANDSAT_ETM_SLC_OFF x x 

274 LT50390352010239EDC00 8/27/2010 2010 239 LANDSAT_TM x x 

275 LE70390352010247EDC00 9/4/2010 2010 247 LANDSAT_ETM_SLC_OFF x x 

276 LE70390352010263EDC00 9/20/2010 2010 263 LANDSAT_ETM_SLC_OFF x x 

277 LT50390352010271EDC00 9/28/2010 2010 271 LANDSAT_TM x x 
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278 LE70390352010279EDC00 10/6/2010 2010 279 LANDSAT_ETM_SLC_OFF x   

279 LT50390352010287EDC00 10/14/2010 2010 287 LANDSAT_TM x x 

280 LE70390352010311EDC00 11/7/2010 2010 311 LANDSAT_ETM_SLC_OFF x x 

281 LT50390352010319PAC01 11/15/2010 2010 319 LANDSAT_TM x x 

282 LE70390352010327EDC00 11/23/2010 2010 327 LANDSAT_ETM_SLC_OFF x   

283 LT50390352010335EDC00 12/1/2010 2010 335 LANDSAT_TM x x 

284 LE70390352011042EDC00 2/11/2011 2011 42 LANDSAT_ETM_SLC_OFF x x 

285 LT50390352011082PAC01 3/23/2011 2011 82 LANDSAT_TM x x 

286 LE70390352011090EDC00 3/31/2011 2011 90 LANDSAT_ETM_SLC_OFF x x 

287 LE70390352011106EDC00 4/16/2011 2011 106 LANDSAT_ETM_SLC_OFF x x 

288 LT50390352011114PAC01 4/24/2011 2011 114 LANDSAT_TM x x 

289 LT50390352011146PAC01 5/26/2011 2011 146 LANDSAT_TM x x 

290 LE70390352011154EDC00 6/3/2011 2011 154 LANDSAT_ETM_SLC_OFF x x 

291 LT50390352011162PAC01 6/11/2011 2011 162 LANDSAT_TM x x 

292 LE70390352011170EDC00 6/19/2011 2011 170 LANDSAT_ETM_SLC_OFF x x 

293 LT50390352011178PAC01 6/27/2011 2011 178 LANDSAT_TM x x 

294 LT50390352011194PAC01 7/13/2011 2011 194 LANDSAT_TM x x 

295 LE70390352011202EDC00 7/21/2011 2011 202 LANDSAT_ETM_SLC_OFF x x 

296 LT50390352011210PAC01 7/29/2011 2011 210 LANDSAT_TM x x 

297 LE70390352011218EDC00 8/6/2011 2011 218 LANDSAT_ETM_SLC_OFF x x 

298 LT50390352011226PAC01 8/14/2011 2011 226 LANDSAT_TM x x 

299 LE70390352011234EDC00 8/22/2011 2011 234 LANDSAT_ETM_SLC_OFF x x 

300 LT50390352011242PAC01 8/30/2011 2011 242 LANDSAT_TM x x 

301 LE70390352011250EDC00 9/7/2011 2011 250 LANDSAT_ETM_SLC_OFF x x 

302 LT50390352011258PAC01 9/15/2011 2011 258 LANDSAT_TM x x 

303 LE70390352011266EDC00 9/23/2011 2011 266 LANDSAT_ETM_SLC_OFF x x 

304 LE70390352011298EDC00 10/25/2011 2011 298 LANDSAT_ETM_SLC_OFF x x 

305 LT50390352011306PAC01 11/2/2011 2011 306 LANDSAT_TM x x 

306 LE70390352011330EDC00 11/26/2011 2011 330 LANDSAT_ETM_SLC_OFF x x 

307 LE70390352012013EDC00 1/13/2012 2012 13 LANDSAT_ETM_SLC_OFF x   

308 LE70390352012029EDC00 1/29/2012 2012 29 LANDSAT_ETM_SLC_OFF x   

309 LE70390352012061EDC00 3/1/2012 2012 61 LANDSAT_ETM_SLC_OFF x x 

310 LE70390352012093EDC00 4/2/2012 2012 93 LANDSAT_ETM_SLC_OFF x x 

311 LE70390352012109EDC04 4/18/2012 2012 109 LANDSAT_ETM_SLC_OFF x x 

312 LE70390352012125EDC00 5/4/2012 2012 125 LANDSAT_ETM_SLC_OFF x x 

313 LE70390352012141EDC00 5/20/2012 2012 141 LANDSAT_ETM_SLC_OFF x x 

314 LE70390352012157EDC00 6/5/2012 2012 157 LANDSAT_ETM_SLC_OFF x x 

315 LE70390352012173EDC00 6/21/2012 2012 173 LANDSAT_ETM_SLC_OFF x x 

316 LE70390352012189EDC01 7/7/2012 2012 189 LANDSAT_ETM_SLC_OFF x x 

317 LE70390352012205EDC00 7/23/2012 2012 205 LANDSAT_ETM_SLC_OFF x   

318 LE70390352012221EDC00 8/8/2012 2012 221 LANDSAT_ETM_SLC_OFF x x 

SE ROA 11468

JA_4230



34 
 

319 LE70390352012237EDC00 8/24/2012 2012 237 LANDSAT_ETM_SLC_OFF x x 

320 LE70390352012269EDC00 9/25/2012 2012 269 LANDSAT_ETM_SLC_OFF x x 

321 LE70390352012301EDC00 10/27/2012 2012 301 LANDSAT_ETM_SLC_OFF x x 

322 LE70390352012317EDC00 11/12/2012 2012 317 LANDSAT_ETM_SLC_OFF x x 

323 LE70390352012333EDC00 11/28/2012 2012 333 LANDSAT_ETM_SLC_OFF x x 
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Figure A1.  Overton CEMP warm season (May-September) average daily maximum temperature 
(Tmax). 
 
 

 
Figure A2.  Overton CEMP warm season (May-September) average daily minimum temperature 
(Tmin). 
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Figure A3.  Overton CEMP warm season (May-September) average daily solar radiation (Rs). 
 
 
 

 
Figure A4.  Overton CEMP warm season (May-September) average daily 6m height windspeed. 
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Figure A5.  Overton CEMP warm season (May-September) average daily minimum temperature 
minus dewpoint temperature (i.e. dewpoint depression). 
 
 
 

 
Figure A6.  Nellis AFB warm season (May-September) average daily maximum temperature 
(Tmax). 
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Figure A7.  Nellis AFB warm season (May-September) average daily minimum temperature 
(Tmin). 
 
 

 
Figure A8.  Nellis AFB warm season (May-September) average daily 10m height windspeed. 
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Figure A9.  Nellis AFB warm season (May-September) average daily minimum temperature 
minus dewpoint temperature (i.e. dewpoint depression). 
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Table A2.  Muddy River Springs METRIC ET from 2006-2012. 

Warm Springs Area METRIC ET (ft) 
      Month 2006 2007 2008 2009 2010 2011 2012 

1 0.11 0.09 0.09 0.10 0.08 0.08 0.11 

2 0.12 0.10 0.10 0.10 0.11 0.06 0.13 

3 0.20 0.21 0.19 0.23 0.29 0.09 0.18 

4 0.38 0.31 0.35 0.26 0.42 0.28 0.30 

5 0.54 0.39 0.40 0.46 0.58 0.39 0.47 

6 0.54 0.45 0.45 0.48 0.66 0.50 0.53 

7 0.59 0.46 0.50 0.57 0.51 0.51 0.44 

8 0.51 0.43 0.51 0.56 0.38 0.51 0.44 

9 0.41 0.39 0.39 0.44 0.31 0.33 0.39 

10 0.22 0.21 0.26 0.26 0.14 0.22 0.28 

11 0.10 0.12 0.14 0.13 0.09 0.11 0.13 

12 0.09 0.08 0.07 0.09 0.06 0.10 0.08 

Seasonal (ft) 3.61 3.08 3.28 3.48 3.48 3.00 3.29 

Annual (ft) 3.80 3.24 3.44 3.67 3.62 3.18 3.48 

Mean Seasonal (ft) 3.32 

      Mean Annual (ft) 3.49 

      Seasonal Slope (ft/yr) -0.03 

      Annual Slope (ft/yr) -0.03 

      Warm Springs Area (acres) 797 

      2006-2012 Seasonal Change (ft) -0.23 

      2006-2012 Seasonal Change (ac-ft) -181 

      2006-2012 Annual Change (ft) -0.23 

      2006-2012 Annual Change (ac-ft) -181 
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Table A3.  Overton CEMP alfalfa reference ET (ETr) for estimating of METRIC ET and NDVI ET. 

Alfalfa Reference ET (ft) 
            Month 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 

1 0.21 0.25 0.25 0.24 0.17 0.27 0.25 0.23 0.25 0.19 0.22 0.25 

2 0.27 0.38 0.29 0.26 0.26 0.35 0.29 0.30 0.25 0.22 0.29 0.33 

3 0.39 0.52 0.49 0.62 0.52 0.45 0.53 0.55 0.56 0.50 0.44 0.57 

4 0.73 0.76 0.78 0.71 0.65 0.73 0.70 0.82 0.72 0.65 0.70 0.71 

5 1.04 1.00 0.93 1.00 0.90 1.00 0.96 0.91 0.93 0.90 0.85 1.01 

6 1.14 1.13 1.14 1.04 1.05 1.02 1.02 1.01 0.94 1.02 1.04 1.10 

7 1.14 1.08 1.05 1.04 0.97 0.94 0.99 0.98 1.00 1.03 0.91 0.91 

8 0.92 1.05 0.86 0.94 0.80 0.95 0.90 0.88 0.90 0.95 0.87 0.78 

9 0.73 0.71 0.77 0.76 0.75 0.68 0.71 0.63 0.75 0.61 0.57 0.59 

10 0.48 0.46 0.58 0.46 0.50 0.40 0.46 0.45 0.54 0.40 0.39 0.43 

11 0.29 0.35 0.23 0.24 0.27 0.25 0.28 0.26 0.29 0.29 0.23 0.24 

12 0.17 0.17 0.18 0.20 0.22 0.21 0.17 0.15 0.19 0.14 0.21 0.18 

Seasonal (ft) 7.12 7.43 7.13 7.06 6.67 6.76 6.84 6.79 6.88 6.59 6.29 6.66 

Annual (ft) 7.51 7.85 7.56 7.51 7.06 7.24 7.26 7.17 7.32 6.92 6.72 7.09 

2001-2012 Mean Seasonal (ft) 6.85 

           2001-2012 Mean Annual (ft) 7.27 

           2006-2012 Mean Seasonal (ft) 6.69 

           2006-2012 Mean Annual (ft) 7.10 

           2001-2012 Seasonal Slope (ft/yr) -0.068 

           2001-2012 Annual Slope (ft/yr) -0.069 

           2006-2012 Seasonal Slope (ft/yr) -0.057 

           2006-2012 Annual Slope (ft/yr) -0.064 

           2001-2012 Seasonal Change (ft) -0.82 

           2006-2012 Seasonal Change (ft) -0.40 

           2001-2012 Annual Change (ft) -0.83 

           2006-2012 Annual Change (ft) -0.45 
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Table A4.  Muddy River Springs METRIC fraction of alfalfa reference ET (ETrF) from 2006-2012.  Values with * indicate that NDVI was 
used to estimate ETrF using function described in text. 

METRIC ETrF 
       Month 2006 2007 2008 2009 2010 2011 2012 

1 0.39* 0.36* 0.37* 0.38* 0.40* 0.39* 0.42* 

2 0.34 0.33 0.33* 0.39* 0.49 0.20 0.38* 

3 0.45 0.40 0.35 0.41* 0.57 0.22 0.32 

4 0.52 0.45 0.42 0.37 0.64 0.40 0.42 

5 0.54 0.41 0.45 0.50 0.64 0.46 0.46 

6 0.53 0.44 0.44 0.51 0.65 0.48 0.48 

7 0.63 0.47 0.51 0.56 0.50 0.57 0.48 

8 0.53 0.48 0.58 0.62 0.40 0.59 0.57 

9 0.60 0.55 0.61 0.59 0.50 0.57 0.66 

10 0.55 0.47 0.58 0.48 0.36 0.55 0.64 

11 0.39 0.41 0.54 0.44 0.30 0.45 0.56 

12 0.34* 0.38* 0.38* 0.38* 0.45* 0.45* 0.45* 

Seasonal 0.51 0.44 0.48 0.49 0.50 0.45 0.50 

Annual 0.48 0.43 0.46 0.47 0.49 0.44 0.49 

Mean Seasonal 0.48 

      Mean Annual 0.47 

      Seasonal Slope 0.0005 

      Annual Slope 0.0026 

      Seasonal Change 0.003 
      Annual Change 0.018 
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Table A5.  Muddy River Springs PRISM Precipitation from 2001-2012. 

Warm Springs Area PRISM Precipitation (ft) 
          Month 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 

1 0.123 0.001 0.004 0.010 0.192 0.016 0.013 0.069 0.025 0.187 0.002 0.003 

2 0.122 0.000 0.154 0.156 0.215 0.001 0.025 0.050 0.107 0.115 0.073 0.018 

3 0.073 0.006 0.072 0.016 0.046 0.092 0.004 0.006 0.000 0.053 0.026 0.023 

4 0.016 0.000 0.041 0.083 0.044 0.007 0.010 0.000 0.014 0.009 0.010 0.037 

5 0.001 0.000 0.002 0.001 0.004 0.001 0.000 0.017 0.001 0.002 0.021 0.000 

6 0.000 0.000 0.000 0.002 0.009 0.010 0.000 0.000 0.002 0.000 0.000 0.000 

7 0.013 0.014 0.012 0.009 0.033 0.069 0.052 0.034 0.021 0.003 0.043 0.007 

8 0.033 0.000 0.056 0.027 0.039 0.000 0.039 0.021 0.002 0.047 0.004 0.142 

9 0.000 0.019 0.009 0.009 0.004 0.015 0.075 0.005 0.005 0.002 0.048 0.068 

10 0.000 0.029 0.001 0.119 0.104 0.121 0.000 0.020 0.002 0.108 0.095 0.063 

11 0.023 0.015 0.044 0.171 0.007 0.000 0.090 0.055 0.004 0.014 0.030 0.000 

12 0.022 0.013 0.065 0.176 0.005 0.016 0.039 0.089 0.054 0.292 0.018 0.085 

Seasonal (ft) 0.281 0.084 0.389 0.593 0.505 0.315 0.294 0.208 0.158 0.353 0.351 0.358 

Annual (ft) 0.426 0.097 0.458 0.779 0.701 0.346 0.346 0.366 0.238 0.832 0.371 0.446 

2001-2012 Mean Seasonal (ft) 0.32 

           2001-2012 Mean Annual (ft) 0.45 

           2006-2012 Mean Seasonal (ft) 0.29 

           2006-2012 Mean Annual (ft) 0.42 

           2001-2012 Seasonal Slope (ft/yr) 0.000 

           2001-2012 Annual Slope (ft/yr) 0.006 

           2006-2012 Seasonal Slope (ft/yr) 0.014 

           2006-2012 Annual Slope (ft/yr) 0.029 

           Warm Springs Area (acres) 797 

           2001-2012 Seasonal Change (ft) 0.00 

           2001-2012 Seasonal Change (ac-ft) -3 

           2006-2012 Seasonal Change (ft) 0.10 
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2006-2012 Seasonal Change (ac-ft) 78 

           2001-2012 Annual Change (ft) 0.07 

           2001-2012 Annual Change (ac-ft) 53 

           2006-2012 Annual Change (ft) 0.20 

           2006-2012 Annual Change (ac-ft) 162 
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Table A6.  Muddy River Springs METRIC ET minus PRISM precipitation from 2006-2012. 

Warm Springs Area METRIC ET minus PRISM Precipitation (ft) 
  Month 2006 2007 2008 2009 2010 2011 2012 

1 0.09 0.07 0.02 0.07 -0.11 0.08 0.10 

2 0.12 0.07 0.05 -0.01 -0.01 -0.02 0.11 

3 0.11 0.21 0.18 0.22 0.24 0.07 0.16 

4 0.37 0.31 0.35 0.25 0.41 0.28 0.26 

5 0.54 0.39 0.39 0.46 0.57 0.37 0.47 

6 0.53 0.45 0.45 0.48 0.66 0.50 0.53 

7 0.52 0.41 0.46 0.55 0.51 0.47 0.43 

8 0.51 0.39 0.49 0.56 0.33 0.51 0.30 

9 0.40 0.32 0.38 0.43 0.30 0.28 0.33 

10 0.10 0.21 0.24 0.26 0.03 0.12 0.21 

11 0.10 0.03 0.09 0.13 0.07 0.08 0.13 

12 0.07 0.04 -0.02 0.03 -0.23 0.08 -0.01 

Seasonal (ft) 3.29 2.78 3.07 3.33 3.13 2.65 2.93 

Annual (ft) 3.45 2.90 3.07 3.43 2.79 2.81 3.03 

Mean Seasonal (ft) 3.03 
      

Mean Annual (ft) 3.07 
      

Seasonal Slope (ft/yr) -0.046 
      

Annual Slope (ft/yr) -0.062 
      

Warm Springs Area (acres) 797 

      2006-2012 Seasonal Change (ft) -0.32 

      2006-2012 Seasonal Change (ac-ft) -258 

      2006-2012 Annual Change (ft) -0.43 

      2006-2012 Annual Change (ac-ft) -344 
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Table A7.  Muddy River Springs ETrF of METRIC ET minus PRISM precipitation (METRIC ET-PPT)/ETr from 2006-2012.  

METRIC ETrF of ET minus PRISM Precipitation 
   Month 2006 2007 2008 2009 2010 2011 2012 

1 0.33 0.30 0.07 0.28 -0.59 0.38 0.41 

2 0.34 0.24 0.16 -0.03 -0.03 -0.06 0.33 

3 0.24 0.39 0.34 0.40 0.47 0.16 0.28 

4 0.51 0.43 0.42 0.35 0.62 0.39 0.37 

5 0.54 0.41 0.43 0.50 0.64 0.43 0.46 

6 0.52 0.44 0.44 0.51 0.65 0.48 0.48 

7 0.56 0.41 0.47 0.54 0.49 0.52 0.47 

8 0.53 0.43 0.55 0.62 0.35 0.59 0.39 

9 0.58 0.45 0.60 0.58 0.50 0.48 0.55 

10 0.25 0.47 0.54 0.48 0.09 0.30 0.50 

11 0.39 0.09 0.33 0.43 0.25 0.33 0.56 

12 0.34 0.23 -0.15 0.18 -1.67 0.36 -0.03 

Seasonal 0.45 0.38 0.43 0.44 0.40 0.36 0.44 

Annual 0.43 0.36 0.35 0.40 0.15 0.36 0.40 

Mean Seasonal 0.41 
      

Mean Annual 0.35 
      

Seasonal Slope -0.003 
      

Annual Slope -0.010 
      

Seasonal Change -0.02 
      Annual Change -0.07 
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Table A8.  Muddy River Springs NDVI ET from 2001-2012. 

Warm Springs Area NDVI Estimated ET (ft) 
          Month 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 

1 0.09 0.10 0.09 0.09 0.08 0.11 0.09 0.09 0.10 0.08 0.08 0.11 

2 0.10 0.15 0.11 0.09 0.14 0.14 0.10 0.10 0.10 0.10 0.09 0.13 

3 0.19 0.21 0.19 0.26 0.36 0.18 0.21 0.21 0.23 0.22 0.16 0.22 

4 0.45 0.37 0.38 0.42 0.48 0.34 0.36 0.39 0.34 0.36 0.30 0.31 

5 0.72 0.55 0.54 0.60 0.67 0.58 0.55 0.50 0.55 0.54 0.43 0.52 

6 0.77 0.65 0.64 0.66 0.79 0.61 0.60 0.60 0.60 0.64 0.58 0.59 

7 0.74 0.63 0.60 0.66 0.68 0.56 0.56 0.60 0.66 0.43 0.53 0.49 

8 0.58 0.61 0.51 0.60 0.61 0.57 0.56 0.56 0.57 0.46 0.52 0.43 

9 0.46 0.44 0.45 0.49 0.57 0.40 0.44 0.40 0.47 0.35 0.33 0.34 

10 0.30 0.27 0.34 0.29 0.34 0.23 0.26 0.27 0.31 0.21 0.22 0.26 

11 0.16 0.17 0.12 0.13 0.16 0.12 0.15 0.14 0.16 0.15 0.12 0.13 

12 0.08 0.07 0.07 0.10 0.11 0.09 0.08 0.07 0.09 0.06 0.10 0.08 

Seasonal (ft) 4.47 4.05 3.87 4.19 4.81 3.74 3.78 3.77 3.98 3.47 3.28 3.42 

Annual (ft) 4.64 4.23 4.04 4.38 5.00 3.93 3.94 3.93 4.17 3.60 3.46 3.60 

2001-2012 Mean Seasonal (ft) 3.90 

           2001-2012 Mean Annual (ft) 4.08 

           2006-2012 Mean Seasonal (ft) 3.63 

           2006-2012 Mean Annual (ft) 3.80 

           2001-2012 Seasonal Slope (ft/yr) -0.089 

           2001-2012 Annual Slope (ft/yr) -0.090 

           2006-2012 Seasonal Slope (ft/yr) -0.081 

           2006-2012 Annual Slope (ft/yr) -0.081 

           Warm Springs Area (acres) 797 

           2001-2012 Seasonal Change (ft) -1.07 

           2001-2012 Seasonal Change (ac-ft) -851 

           2006-2012 Seasonal Change (ft) -0.56 
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2006-2012 Seasonal Change (ac-ft) -450 

           2001-2012 Annual Change (ft) -1.07 

           2001-2012 Annual Change (ac-ft) -856 

           2006-2012 Annual Change (ft) -0.57 

           2006-2012 Annual Change (ac-ft) -451 
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Table A9.  Muddy River Springs NDVI ET minus PRISM Precipitation from 2001-2012. 

Warm Springs Area NDVI Estimated ET minus PRISM Precipitation (ft) 
     Month 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 

1 -0.04 0.10 0.09 0.08 -0.11 0.09 0.07 0.02 0.07 -0.11 0.08 0.10 

2 -0.02 0.15 -0.05 -0.06 -0.07 0.14 0.07 0.05 -0.01 -0.02 0.02 0.11 

3 0.12 0.20 0.12 0.25 0.31 0.09 0.21 0.20 0.22 0.17 0.13 0.19 

4 0.43 0.37 0.34 0.34 0.43 0.34 0.35 0.39 0.33 0.35 0.29 0.28 

5 0.72 0.55 0.53 0.60 0.67 0.58 0.55 0.49 0.55 0.54 0.41 0.52 

6 0.77 0.65 0.64 0.66 0.78 0.60 0.60 0.60 0.60 0.64 0.58 0.59 

7 0.73 0.62 0.59 0.65 0.65 0.49 0.51 0.57 0.64 0.42 0.48 0.48 

8 0.55 0.61 0.45 0.57 0.57 0.57 0.52 0.54 0.57 0.41 0.51 0.28 

9 0.45 0.42 0.44 0.48 0.57 0.39 0.36 0.39 0.46 0.35 0.28 0.28 

10 0.30 0.24 0.33 0.17 0.24 0.11 0.26 0.25 0.31 0.11 0.13 0.19 

11 0.14 0.16 0.08 -0.04 0.16 0.12 0.06 0.09 0.15 0.13 0.09 0.13 

12 0.06 0.06 0.01 -0.08 0.10 0.07 0.04 -0.02 0.03 -0.23 0.08 -0.01 

Seasonal (ft) 4.19 3.97 3.48 3.60 4.31 3.42 3.48 3.57 3.82 3.11 2.93 3.06 

Annual (ft) 4.21 4.13 3.58 3.60 4.30 3.58 3.59 3.56 3.93 2.77 3.09 3.16 

2001-2012 Mean Seasonal (ft) 3.58 

           2001-2012 Mean Annual (ft) 3.63 

           2006-2012 Mean Seasonal (ft) 3.34 

           2006-2012 Mean Annual (ft) 3.38 

           2001-2012 Seasonal Slope (ft/yr) -0.089 

           2001-2012 Annual Slope (ft/yr) -0.095 

           2006-2012 Seasonal Slope (ft/yr) -0.095 

           2006-2012 Annual Slope (ft/yr) -0.110 

           Warm Springs Area (acres) 797 

           2001-2012 Seasonal Change (ft) -1.06 

           2001-2012 Seasonal Change (ac-ft) -849 

           2006-2012 Seasonal Change (ft) -0.66 
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2006-2012 Seasonal Change (ac-ft) -528 

           2001-2012 Annual Change (ft) -1.14 

           2001-2012 Annual Change (ac-ft) -910 

           2006-2012 Annual Change (ft) -0.77 

           2006-2012 Annual Change (ac-ft) -613 
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Table A10.  Muddy River Springs ETrF of NDVI ET minus PRISM precipitation (NDVI ET-PPT)/ETr) from 2001-2012.  
NDVI ETrF of ET minus PRISM 
Precipitation 

          Month 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 

1 -0.17 0.42 0.36 0.32 -0.66 0.33 0.30 0.07 0.28 -0.59 0.38 0.41 

2 -0.07 0.39 -0.17 -0.24 -0.27 0.39 0.26 0.16 -0.03 -0.07 0.07 0.33 

3 0.30 0.40 0.25 0.40 0.60 0.20 0.39 0.38 0.40 0.33 0.29 0.34 

4 0.60 0.49 0.44 0.47 0.66 0.46 0.50 0.48 0.46 0.54 0.41 0.39 

5 0.69 0.55 0.57 0.60 0.74 0.58 0.57 0.54 0.59 0.60 0.48 0.52 

6 0.68 0.57 0.56 0.63 0.74 0.59 0.58 0.59 0.64 0.63 0.56 0.54 

7 0.64 0.57 0.56 0.63 0.67 0.52 0.51 0.58 0.63 0.41 0.54 0.53 

8 0.59 0.58 0.52 0.61 0.71 0.60 0.57 0.61 0.63 0.43 0.59 0.36 

9 0.62 0.59 0.57 0.63 0.76 0.57 0.51 0.62 0.62 0.58 0.49 0.46 

10 0.62 0.53 0.57 0.37 0.48 0.27 0.58 0.55 0.57 0.27 0.32 0.45 

11 0.48 0.46 0.32 -0.18 0.58 0.49 0.20 0.32 0.52 0.44 0.37 0.54 

12 0.36 0.34 0.05 -0.39 0.48 0.34 0.23 -0.15 0.18 -1.67 0.36 -0.03 

Seasonal 0.52 0.51 0.42 0.39 0.57 0.47 0.47 0.48 0.50 0.42 0.41 0.45 

Annual 0.45 0.49 0.38 0.32 0.46 0.45 0.43 0.40 0.46 0.16 0.41 0.40 

Mean Seasonal 0.47 
           

Mean Annual 0.40 
           

Seasonal Slope -0.005 
           

Annual Slope -0.008 
           

Seasonal Change -0.06 
           

Annual Change -0.10 
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The AEM and Regional Carbonate Aquifer Modeling
by Cady Johnson1 and Martin Mifflin2

Abstract
The analytic element method (AEM) has been applied to a 15,000-km2 area of the Paleozoic carbonate rock

terrain of Nevada. The focus is the Muddy River springs area, which receives 1.44 m3/s (51 ft3/s) of regionally
derived ground water, and forms the Muddy River. The study was undertaken early in 2000 to support the develop-
ment of a cooling water supply for a gas-fired generation facility 20 km south of the Muddy River springs. The
primary objectives of the AEM modeling were to establish a better understanding of regional fluxes and boundary
conditions and to provide a framework for examination of more local transient effects using MODFLOW. Geo-
chemical evidence available in 2000 suggested two separate flow fields, one in the north discharging at the
springs, and a southern area of small hydraulic gradients. To be conservative, however, hydraulic continuity
between the two areas was maintained in the 2000 AEM model. Using new monitoring well data collected in the
south, and analyses confirming that seasonal pumping effects in the north are not propagated to the south, a later
AEM model that included a barrier calibrated with relative ease. The analytic element model was well suited for
simulating an area larger than the immediate area of interest, was easy to modify as more information became
available, and facilitated the stepwise development of multiple conceptual models of the site.

Introduction
In 1989, Las Vegas Valley Water District (LVVWD)

filed landmark applications for all unappropriated water,
~2.7 3 106 m3/d (800,000 acre-ft/year) in 26 hydro-
graphic basins of eastern Nevada, later reduced to a maxi-
mum of 6.1 3 105 m3/d (180,800 acre-ft/year) in 17
basins. Alarmed by the potential impacts on springs and
associated habitats, the National Park Service (NPS), U.S.
Fish and Wildlife Service, Bureau of Land Management,
and Bureau of Indian Affairs requested that the USGS
quantitatively evaluate the effects of this pumping on
regional flow and spring discharge. A highly generalized
finite-difference model of the Carbonate Rock Province
of the Great Basin was developed, consisting of two lay-
ers of 3660 cells, each 8.05 km (5 miles) wide by 12.1 km
(7.5 miles) long (Schaefer and Harrill 1995). A flow

reduction on the order of 11% was predicted at the Muddy
River springs after 100 years of pumping. Conceptually,
these results were not unanticipated but offer no guidance
as to where the ground water resources might be devel-
oped to minimize or prevent impacts.

Beginning in 2000, the analytic element method
(AEM) was adopted as a primary modeling strategy
in evaluating flow patterns and boundary conditions in
a large (15,000 km2) area of carbonate rock terrain in
southeastern Nevada, characterized by interbasin ground
water flow and overlapping an area targeted for develop-
ment by LVVWD. This application of the AEM, using
GFLOW 2000 from Haitjema Software, was a departure
from traditional methods in the region; previous modeling
efforts generally relied on flux estimates based on hydro-
graphic basin water budgets. In the AEM method, fluxes
are determined from Darcian and mass conservation prin-
ciples using aquifer characteristics and water-level data,
with measured discharge of the Muddy River springs as
a calibration target. The operational challenge of fitting
model components to the geologic framework was aided
by generally good regional exposures and was anchored
by information from four local areas where characteristics
of the carbonate aquifer were known from multiwell
pumping experiments.
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The primary objective of the study was to forecast
impacts of a 25- to 45-year, 8.6 3 106 m3/year (7000
acre-ft/year) pumping stress. Calpine Corporation would
use the water for power generation at the proposed
750-MWMoapa Paiute Energy Center (MPEC). The MPEC
wellfield targeted Paleozoic carbonate rocks that underlie
much of the western portion of the Reservation. The first
test well, ECP-1, yielded ~6.3 3 1022 m3/s (1000 US
gallons/min) for a 7-d constant-discharge test. The funda-
mental question for the Calpine project was the relation-
ship of the carbonate aquifer of the site area to the Muddy
River springs, the flows of which support the endemic
Moapa dace, an endangered fish that inhabits the spring
areas, and to senior water rights on the Muddy River,
which originates at the springs and is fully appropriated
under Nevada water law. Potential long-term impacts on
another major spring complex, Rogers and Blue Point
Springs, located ~40 km southeast of the MPEC in the Lake
Mead National Recreation Area, were a concern of the NPS.

The area extending some 15 km northwest from the
Muddy River springs is a zone of extremely high trans-
missivities, with small hydraulic gradients indicating
flow toward the Muddy River springs (Ertec Western Inc.
1981). In contrast, hydraulic gradients between 2 and 30 km
south of the springs were not known at the beginning of
this study, nor were the properties of the aquifer, so fluxes
within the carbonate rock terrain of the Reservation could
not be estimated (Mifflin 1992; Dettinger 1989). Ground
water flux in the project area is of great practical interest
from the standpoint of tribal water rights as the magni-
tude and pattern may ultimately determine the allowable
level of development based on Nevada water law.

The objective of this paper is to describe the applica-
tion of the AEM to a poorly understood subregional area
with hydrogeology dominated by highly transmissive car-
bonate rock terrain, and supporting analyses that allowed
for refinement of subregional boundary conditions. The
paper’s scope includes monitoring well databases through
the end of the year 2002 and brief observations on data
acquired since 2002.

Hydrogeology
In the broadest terms, the hydrogeologic setting of

the study area is one of ground water discharge from
large springs at the southeastern margin of the Carbonate
Rock Province of the eastern Great Basin (Figure 1
inset). Thinning and major facies changes in the carbon-
ate rock section occur as a northeast-trending ‘‘hinge
line’’ passing through the study area (Tschanz and
Pampeyan 1970, 5); the hinge line represents the approxi-
mate boundary between the continental shelf and ‘‘mio-
geosyncline’’ for much of Paleozoic time. Also, overthrusts
of the Sevier orogenic belt (Armstrong 1968) are exposed
in a corresponding zone that extends from the Spring
Mountains to the southwest to east of upper Moapa Valley
(Figure 2). Regional-scale thrust faults, dismembered by
Tertiary extension (Axen et al. 1990), ramp to the surface
and place carbonate rocks above much less permeable
Mesozoic red beds along a northeast trend. The combined
effects of stratigraphic thinning and structurally induced

damming by Mesozoic and Cenozoic lithologies are
thought to induce regional ground water discharge in the
study area.

The oasis at the headwaters of the Muddy River,
which supplies the entire base flow of this perennial
stream, is referred to herein as the Muddy River springs
area. The temperature, chemical characteristics, and tem-
poral stability of discharge from these springs clearly
indicate the ‘‘regional’’ character of the aquifer system that
sustains their flow (Mifflin 1968). Flow in the Muddy River
at Warm Springs Road has been monitored intermittently
since 1913 by the USGS (site ID 09416000, ‘‘Muddy
River near Moapa, Nevada’’) and reported as average
daily flow. From the inception of monitoring until the
early 1960s, base flow averaged ~1.3 m3/s (47 ft3/s).

Figures 1 (inset) and 2 (solid yellow lines) illustrate
a series of hydrographic basins in the Carbonate Rock
Province (Mifflin 1968, 1988; Dettinger et al. 1995) that
were delineated by Eakin (1966) as the combined catch-
ment for the White River flow system (WRFS), with a ter-
minal discharge area at the Muddy River springs (H1 in
Figure 1) in upper Moapa Valley (Figures 2 and 3). In
Figure 2, Pahranagat Valley (PV) is the location of three
large springs classified as ‘‘regional’’ in the Mifflin (1968)
study along with the Muddy River springs. The two
northernmost basins of the Eakin (1966) WRFS in
Figure 2, Long Valley and Jakes Valley, were subsequently
noted by Mifflin and Wheat (1979) to display pluvial-
climatic-state hydrologic evidence of leaking to the west
into Newark Valley (to balance basin surface water catch-
ment areas with pluvial lake areas in these basins). If
these two northernmost basins’ contributions are removed
from Eakin’s (1966) classical water balance that was
derived for discharge measured at Muddy River springs,
a balance is achieved at Pahranagat Valley. Eakin’s bal-
ance requires the majority of discharge for the Muddy
River springs to be derived from flow that passes from
Pahranagat Valley south through Coyote Spring Valley
and then southeastward to the springs (F3 to K2 to K3 to
H1 in Figure 1). Water discharging in Pahranagat Valley
is, however, almost devoid of fluoride and isotopically
much lighter than Muddy River springs. Muddy River
springs’ fluoride and stable isotope compositions are
more akin to water in upper (northern) Meadow Valley
Wash (Figure 2) than to those in Pahranagat Valley
(Thomas et al. 1996).

The Muddy River spring area hydrology is locally
complex, with an alluvial aquifer comprising coarse gravel
lenses inset into the fine-grained Muddy Creek Formation
(Schmidt et al. 1996). Between 1987 (Mifflin & Associates
Inc. 1987) and 1996 (Mifflin and Adenle 1996), the status
of known wells and springs in the upper Moapa Valley
was documented on a quarterly basis. The alluvial aquifer
is supplied by subsurface inflow from the northwest of
roughly 8.3 3 104 m3/d (34 ft3/s) from the carbonate rock
flow system. An additional 4.1 3 104 m3/d (17 ft3/s), or
one third of the total ground water discharge (Figure 4),
issues from large springs via carbonate-cemented conduits
through the alluvial gravels. Roughly 0.1 m3/s (4 ft3/s) is
lost to evapotranspiration on an annualized basis. A well-
developed seasonal cone of depression forms around
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Nevada Power Company’s production wells in the alluvial
aquifer and migrates down-valley toward the Muddy
River springs during the summer pumping season; there
was recovery each winter until 1997. Flow reductions are
attributed to effects of the pumping cone on seepage flux
from the unconfined alluvial aquifer into the headwaters
channels of the Muddy River.

Upstream of the spring area near the Nevada Power
Company (NPC) Lewis Well Field (Figure 5), there is
local hydraulic continuity between the carbonate aquifer,
source for the Arrow Canyon well, and the alluvial aquifer,
local source for the Lewis wells. Between this important
zone of inflow to the alluvial aquifer and Big Muddy
Spring, the alluvial aquifer remains unconfined, but evi-
dence for hydraulic connection with the carbonate aquifer

is absent. Near Big Muddy Spring, the alluvial aquifer
discharges via seepage into headwaters channels of the
Muddy River, and spring outflow channels combine flows
to establish the total discharge represented by the Muddy
River gauge (Figure 5). Spring conduits (active and relic)
are encased by highly cemented zones and, for the most
part, hydraulically isolated from the alluvial aquifer. Two
wells (LDS East and Central), finished in conduit-
cemented gravels (relic conduits), respond instantaneously
to pumping stress changes, suggesting a high degree of
hydraulic continuity with the carbonate aquifer based on
the response characteristics and elevated temperatures.
Downstream of the spring area, the alluvial aquifer be-
comes confined and hydraulically separated from the river
channel and remains so southeastward to where monitoring

Figure 1. Analytic element representation of the study area, showing hydraulic conductivity domains (K), no-flow barriers
(B), far-field features (F), near-field discharge (H), and recharge (R); see reference Table 1 for details.
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well control ends. The Warm Springs Road Muddy River
gauging station is located on the reach where there is no
hydraulic continuity between the alluvial aquifer and river
channel.

In 1985, NPC expanded its monitoring activities to
include carbonate aquifer water levels in addition to
monthly production totals from each of its wells in the
Muddy River springs area. Monitoring records from car-
bonate rock aquifers became available in 1986, when
NPC wells EH-4 and EH-5b were fitted with chart re-
corders and the USGS began taking monthly water-level
measurements in MX-4. Seasonal fluctuations and long-
term decline followed by recovery after the drought years
of 1987 to 1992 are evident in all the three records. In the
California Wash hydrographic basin (Figure 2), a water

resources appraisal was conducted for LVVWD in 1990
(Wildermuth et al. 1990), but no potentiometric data were
available from carbonate rock aquifers within 18 km of
the proposed MPEC facility until 1998 (Terracon; unpub-
lished data). Systematic monitoring in this southern area
began late in 2000, and the first full year of record was
2001 (Figure 6).

Basin Water Budgets, Interbasin Flow, and
Subregional Fluxes

Hydrographic basin water budgets are the fundamen-
tal accounting system used by the Nevada Division of
Water Resources to administer the State’s limited but
uncertain ground water resource. Using the Maxey-Eakin

Figure 2. Regional topography showing Eakin’s (1966) WRFS delineation (bold outline); flanking southern basins (narrow
outline); Death Valley Regional Flow System (dotted) (U.S. Department of Energy 2002); and north (N) and south (S)
subdivisions of Tikaboo and Three Lakes Valleys (Southern Nevada Water Authority 2003). PV ¼ Pahranagat Valley; CV ¼
Coyote Spring Valley; CW ¼ California Wash. Base map mosaic copyright 1994 to 2002 by Andrew D. Birrell, used with per-
mission.
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method for estimating recharge (Maxey and Eakin 1949),
percentages of precipitation falling within elevation zones
were designated as recharge, with higher recharge effi-
ciencies associated with the higher elevation (pre-
cipitation) zones. The contributions of each elevation
zone to recharge were adjusted iteratively so that their
sum would balance with discharge estimates in several
control basins. Recharge estimates, established in this
way as empirical percentages of precipitation assigned to
elevation zones in the control basins, were then extrapo-
lated to hydrographic basins throughout the Great Basin.
The Maxey-Eakin method relies on two basic assump-
tions that appear to hold in the control areas:

d The hydrographic basin is also a hydrologically closed basin.
d The efficiency of recharge is uniform regardless of terrain

lithology.

However, neither of the above assumptions is neces-
sarily met in the more general case of the Carbonate
Rock Province. The carbonate lithologies are likely more
efficient in capturing greater percentages of incident

precipitation, and hydrologic closure for many hydro-
graphic basins remains uncertain.

The Eakin (1966) water budget approach is based on
a ‘‘series’’ configuration of interbasin flow; water is trans-
ferred through a series of discrete compartments (basins)
down a regional gradient. The method as generally
applied does not accommodate ‘‘parallel’’ configurations,
proposed by Tóth (1962, 1963) and explored through
modeling analyses by Freeze and Witherspoon (1966,
1967, 1968). In suitable hydrogeologic environments,
regional interbasin flow may bypass more localized
ground water flow systems. The observed geographic dis-
tributions of the ‘‘regional’’-class springs of Mifflin
(1968) suggest that the parallel configuration of interbasin
flow may be common and frequently unidentified by the
basin water budget analytical procedure.

The efficiency of recharge for a given precipitation
zone could be significantly greater in carbonate terrain
than assigned in the Maxey-Eakin method, but there has
been little comprehensive study to determine how much
more efficient. The AEM-derived fluxes are independent

Figure 3. AEM model results for year 2001 conditions with calibration summary, showing head contours (meters above mean
sea level) and residuals (meters 1 or 2) at monitoring well locations. Contour interval is 1 m where dashed, 5 m elsewhere.
‘‘1’’ indicates model locations of ground water extraction by Nevada Power Company and Moapa Valley Water District.
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of hydrographic basin water budgets, thereby providing
an alternative to Maxey-Eakin–derived flux estimates and
their implicitly assumed configurations of interbasin flow.
With evidence accumulating that the Muddy River
springs are not the terminus of the WRFS (two indepen-
dent lines of evidence suggest it terminates at Pahranagat
Valley and excludes Jakes Valley and Long Valley), the
AEM is elevated in importance for evaluating subregional
fluxes related to interbasin flows.

The AEM Model and Supporting Analyses
Table 1 summarizes the features and properties of the

AEM model as constituted in Figure 1. The AEM was
selected to support a fast-track, year-2000 effort to locate
a wellfield site, conduct aquifer characterization, estab-
lish a monitoring network, and provide an impact assess-
ment for the proposed ground water extraction that would
supply MPEC (Johnson et al. 2001). In the subregion of
the study area, only four widely spaced areas with aquifer
testing in carbonate aquifers were available to suggest
material properties for the model (Ertec Western Inc.
1981; Mifflin & Associates Inc. unpublished Bonneville
Pacific/Nevada Cogeneration Associates data; Buqo
1994; Johnson et al. 2001). Even less aquifer test data
were available from Muddy River alluvium (Mifflin &
Associates Inc. 1987) and the Muddy Creek Formation
(Johnson et al. 1986). Regional relationships of hydro-
chemistry and water temperature (Thomas et al. 1996),
a few key continuous monitoring well records (USGS,
Nevada Power Company, and Mifflin & Associates Inc.
unpublished), and distribution of pumping stress (unpub-
lished data in files of Nevada State Engineer) were also
available. Major structural features and the resulting dis-
tribution of lithologies are complex, but the carefully
documented flux of the Muddy River spring area, pump-
ing records, and Muddy River flow records tightly con-
strain the magnitude of ground water discharge.

In the early efforts toward constructing an AEM rep-
resentation of the area, reviews of the regionally esti-
mated fluxes, mixing models based on basin water

budgets, and isotopic mass balance (Kirk and Campana
1990; Thomas et al. 1996, 2001) were considered in
efforts to constrain the more troublesome uncertainties,
such as recharge fluxes in adjacent mountainous terrain.
The result of these efforts, facilitated by stepwise AEM
modeling, was a set of revised conceptual models that
addressed uncertainties and inconsistencies in prior analy-
ses, some of which (notably Eakin 1966) have stood
unquestioned for decades.

The model has been based on an infinite aquifer,
1524 m (5000 feet) in thickness throughout its stages of
development. Two primary observations governed the
thickness estimate: measured thicknesses of carbonate
rock in the stratigraphic section (Longwell et al. 1965)
and ground water temperatures in the 29�C to 35�C range
(9�C to 15�C above the mean annual temperature) from
Coyote Spring Valley to the Muddy River springs area
and south beyond the MPEC site (Johnson et al. 2001).
Although this is a remarkable thickness for widespread
vertical hydraulic continuity, available evidence supports
this order of magnitude thickness of transmissive rock
and active ground water circulation in the subregion. The
fundamental assumption in application of the AEM is that
Dupuit-Forchheimer approximation of the flow field
(Freeze and Cherry 1979; Haitjema 1995) is appropriate.
In considerations of regional flow, where vertical varia-
tions in fluid potential are much less than those that occur
over the lateral extent of the model domain, calculations
based on Dupuit-Forchheimer flow should compare
favorably with more rigorous methods (Haitjema 1995).

Monitoring records were instrumental in driving the
evolution of the conceptual model of the area and its
AEM representation (Figure 3). In 2000, no monitoring
records suggestive of the hydraulic barrier between K1
and K3 existed. A feature limiting or blocking southward
ground water flow from the Muddy River springs (H1)
area was suspected based on incompatible water chemis-
tries between the spring area discharge water and the
southern flow field (K1). Available water-level data sug-
gested that any lateral flow from the K3/H1 spring area
southward should result in compatible hydrochemical

Figure 4. Flow reductions due in part to ground water pumping, accompanied by time lag in occurrence of seasonal discharge
pattern of the Muddy River. The Muddy River responds to surface diversions immediately, to pumpage from the carbonate
aquifer the following month and does not sense extractions from the alluvial aquifer until 5 months after they occur. Lag rela-
tions are attributable to depletion of storage in the alluvial aquifer, observed in monitoring records.
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evolution. A decision was made to adopt a conservative
modeling approach by allowing hydraulic continuity to
carry through from the northern domain to the southern
domain in accord with the apparent continuity of carbon-
ate rock (Schmidt et al. 1996), which, in retrospect, made
the early AEM calibration difficult. In this manner, con-
servative analyses of impacts on spring flows were ob-
tained, and the available evidence suggesting a barrier
was discussed but not embedded in the AEM or derivative
MODFLOW modeling analyses of the transient pumping
impacts (Johnson et al. 2001).

As the Reservation area (northern K1) monitoring re-
cords accumulated during 2001, the first physical (as con-
trasted to hydrochemical) evidence for a barrier between
the areas was developing. The characteristic pumping-
induced asymmetry of the EH-5b and MX-4 monitoring
well hydrographs is not present in those from K1; instead,
a uniform annual water-level fluctuation cycle and long-
term decline are characteristic of the southern records.
Two of these wells (EH-4 and M1) are closer to the
pumping area than MX-4, and one (TH-2) is about the
same distance; yet, no clearly defined asymmetry of
the seasonal pulse is evident in the 2001 data. These
observations encouraged further analyses in an attempt to
better understand the periodicities and regional multiyear
water-level declines. It should be noted that the 2002 to
2004 monitoring records indicate the same downward
trend and congruent hydrographs in the K1 domain.

Figure 3, a realization from the second-generation
AEM model, incorporates a low-permeability ‘‘hydraulic
barrier’’ of K0 material between the K1 and K3 domains
in Figure 1. In the model, the barrier terminates at its
northeast end against the K4 domain, which supplies the
flow to Rogers and Blue Point Springs, H2. The area
where the barrier approaches K4 presents the greatest
uncertainty in the model, which is quite sensitive to the
poorly constrained conditions there. Structural elements
responsible for the barrier may in fact continue far to the
northeast, the area where the Weiser Syncline (B3) termi-
nates in a large drag fold against the Mormon Mountains
(Axen et al. 1990), but no monitoring well records are
available to support this idea. The southwestern extent of
the barrier is suggested by an abrupt transition between
upright and overturned beds in the Arrow Canyon Range,

Figure 5. Parameter estimation for Zone K3, based on
monthly stress periods, 1997 to 2001, and fitting 1998 to 2001
water levels. Image-well boundary trending N45E through
EH-4 location (dashed line) was assumed. Raw measure-
ments by USGS (at MX-4) and NPC (at EH-5b) were de-
trended to remove 28.32 3 1022 m/year climate effect,
based on southern flow field records (Figure 6).

Figure 6. Evidence for hydraulic barrier between southern
(Zone K1) and northern flow fields (Zones K2 and K3). Sig-
nals are essentially identical from 2.6 to 27 km south of the
weighted center of pumping, indicating no distance-draw-
down relationship and therefore no pumping effects.
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and the northern termination of the Dry Lake Thrust Fault
(Page 1992).

The Figure 3 AEM realization, with a ‘‘soft’’ or ‘‘leaky’’
version of the barrier of Johnson and Mifflin (2003), cali-
brates well with water-level data and observed spring
flow. A hydraulic barrier between K1 and K3 was estab-
lished as a fundamental model component on the basis of
(1) the Figure 4 analyses of sources of ground water
pumped in the Muddy River springs area (K3); (2) the
Figure 5 parameter estimation based on EH-5b and MX-4

monitoring well hydrographs in K3; and (3) the Figure 6
Reservation area (K1) monitoring well records that
became available in 2001. These analyses and monitoring
well records, when combined with the geochemical dif-
ferences between the water of the K1 and K3 domains
(Johnson et al. 2001), support the inclusion of the
low-permeability zone between these areas depicted in
Figures 1 and 3. The northeast-southwest trend passing
just north of monitoring well EH-4 is constrained to
that location and orientation by the affinity of the EH-4

Table 1
Features and Properties of the MPEC Analytic Element Model (from Figure 1)

Far-Field Controls
F1 Corn Creek to Las Vegas Specified heads 892 to 652 m
F2 Divide Well to Cow Camp Specified heads 895 to 867 m
F3 Pahranagat Valley Specified heads 1100 to 900 m
F4 Upper Meadow Valley Wash Specified heads 1500 to 1300 m
F5 Virgin River Specified heads 500 to 450 m
F6 Colorado River Specified heads 250 to 200 m

Inhomogeneities
K0 Far-field zone K ¼ 0.064 m/d, obtained by calibration
K1 Southern flow field K ¼ 6.1 m/d from 7-d aquifer test reported by Johnson et al. (2001).

Bounded on south and west by Las Vegas Shear Zone and
Gass Peak Thrust, respectively (Longwell et al. 1965); on north
by subregional hydraulic barrier described by Johnson and Mifflin
(2003 and this study), and on east by down-faulted Tertiary (K0)
sediments of California Wash (Johnson et al. 1986;
Langenheim et al. 2001, 2002)

K2 Northern flow field K ¼ 12.2 m/d, obtained by calibration. Bounded on west by Gass Peak Thrust,
on north by Menard Lake Fault, and on east by Delamar Mountains
Thrust and fold belt (Tschanz and Pampeyan 1970)

K3 Arrow Canyon zone K ¼ 36.6 m/d from analysis of seasonal pumping response, 1997 to 2001
(Johnson and Mifflin 2003 and this study). Bounded on west by normal
fault on west side of Arrow Canyon Range

K4 Glendale cell K ¼ 5.5 m/d, obtained by calibration. Isotopic data reviewed by
Pohlmann et al. (1998)

Near-Field Discharge
H1 Muddy River springs Specified heads 536 to 530 m, hydraulic resistance 1.35 d
H2 Rogers/Blue Point Springs Specified heads 488 to 463 m, hydraulic resistance 2.7 d
H3 Southern receptor zone Specified heads 450 to 396 m at south end along Las Vegas Wash,

hydraulic resistance 2 d
No-flow barriers
B1 Las Vegas Shear Zone Accounts for large hydraulic gradient between southern flow

field (K1) and Las Vegas Valley, and absence of candidate
outflow component in Las Vegas Valley ground water
(Johnson et al. 2001)

B2 Kane Springs Wash Fault Diverts flow from north around area of exposed basement rock in
Mormon Mountains (Tschanz and Pampeyan 1970); southwestward
extension in Coyote Spring Valley required to fit VF-2 and CSV-3
water levels (Figure 3)

B3 Weiser Syncline Continuous feature per Axen et al. (1990), bent and rotated clockwise
at northern end by Moapa Peak Shear Zone; required to match
EH-3 and EH-7 water levels (Figure 3)

Recharge
R1 Sheep Range 0.7 cm/year in forested highlands, by calibration. Recharge area

encompasses 420 km2, total 2.94 3 106 m3/year (2380 acre-ft/year).
Previous estimates include 2000 acre-ft/year (Eakin 1966),
5000 to 6000 acre-ft/year (Kirk and Campana 1990)
and 14,000 acre-ft/year (Thomas et al. 1996)
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hydrograph with several others to the south (Figure 6),
which as a group are distinct from those northwest of the
barrier (Figure 5), and by the need for a no-flow bound-
ary in close proximity to the center of pumping for the
image-well analysis of Figure 5.

Figure 4 reconstitutes Muddy River flows for the
period 1997 to 2002 by adding monthly surface water
diversions and ground water pumpage to base flows, with
carbonate aquifer pumpage delayed 1 month and alluvial
aquifer pumpage delayed 5 months. The exercise is sim-
ple addition by spreadsheet, with the lags obtained by
trial-and-error comparison of trial results with the 1913 to
1918 record. These lag estimates are compatible with
a cone of depression that develops each summer in the
alluvial aquifer, migrating down-valley over the pumping
season until it intersects the headwaters channels of the
Muddy River, then recovering completely by the next
pumping season (Mifflin and Adenle 1996). The recon-
stituted record compares remarkably well with the 1913 to
1918 Muddy River record in both timing and magnitude
of seasonal flows. Three key relationships are recognized:

d The flux reaching the spring area has remained constant

for almost a century.
d The seasonal variability of flows in the 1913 to 1918

record is likely due to evapotranspiration in the heavily

vegetated headwaters area of the Muddy River based on

the close correlation of flow differences to seasonal tem-

peratures.
d All ground water diversions of the 1997 to 2002 record are

manifested by 1:1 decreases in Muddy River discharge.

The latter point, all water is accounted for in the Muddy
River springs system, has bearing on the multiyear down-
ward trend observed in all the monitoring wells in K1,
K2, K3, and K4 during the 1997 to 2004 drought. When
the analysis of Figure 5 was performed, the data in K3
were detrended according to the rate that is characteristic
throughout the K1 domain, where the long-term decline
is attributed entirely to drought. The analysis, performed
with Aquiferwin32 from Environmental Simulations Inc.
(Reinholds, PA) attempted to replicate the pumping-
induced hydrographs of monitoring wells EH-5b and
MX-4 of the K3 domain. The forcing function for the well
hydraulics analysis was based on monthly production to-
tals from 10 wells that produced at a combined average
rate of 2.14 3 104 m3/d (8.74 ft3/s) in 2001, a typical year
(Table 2) with pumping heavily weighted toward the
summer months. To match the hydrographs, a no-flow
boundary condition was necessary (from image-well anal-
ysis), consistent with the ‘‘hydraulic barrier’’ proposed by
Johnson and Mifflin (2003). The derived parameter esti-
mates also proved consistent with the AEM calibration of
K3 with Muddy River spring discharge, adding additional
confidence in the interpretation of the ‘‘barrier’’ as well as
the interpretation of the asymmetrical hydrographs as rep-
resenting a pumping signal.

Figure 6, the synchronous, but geographically widely
distributed 2001 hydrographs of the new monitoring
wells in the Reservation area of K1, and EH-4 near the
Muddy River spring area, are suggestive of a barrier and

encouraged the above analyses. The synchronicity, identi-
cal amplitudes both near and far from the pumping center,
and absence of a hint of the asymmetry seen in the EH-5b
and MX-4 signals (Figure 5) suggest that the periodicity
in these wells cannot be a porous-media response to sea-
sonal pumping in K3 to the north. On the other hand,
a loading or tidal mechanism for this magnitude of annual
aquifer response does not seem reasonable. It is conceiv-
able that a seasonal pumping signal could be propagated
southward, with little attenuation along fractures of the
Hogan Spring Fault Zone (Schmidt et al. 1996), thus
supplying a similar response to the larger K1 area. A 7-d
aquifer test (Johnson et al. 2001), however, produced
a porous-medium response with no evidence of direct
fracture connections between ECP-1, TH-1, and TH-2
(Figure 3). Though the periodicity observed in the K1
domain remains enigmatic, the weight of the evidence
indicates that the annual periodicity in the southern flow
field is not directly related to seasonal pumping in upper
Moapa Valley.

Benefits of the AEM Approach
AEM modeling facilitated a realistic, simple begin-

ning of hydrogeologic assessment but also allowed the
easy incorporation of complexity as additional data
became available. The ability to simulate a large domain
was important for maintaining flexibility in the site area
while minimizing boundary artifacts and was easily
accommodated by the AEM assumption of an infinite
aquifer. A strength of the method lies in the mechanics of
its implementation, a logical progression from embedding
what is known and easily seen at the land surface to
exploring the effects of changes to the underlying con-
ceptual models. The ease of adding and deleting analytic
elements helps to determine if a conceptual model with
added complexity makes sense or should be discarded. In
practice, the AEM approach allows many more realiza-
tions within a given time frame (project duration) than
alternative methods.

Table 2
Ground Water Diversions, 2001

Well ID Annualized Q (m3/d)

Arrow Canyon 8224
MX-6 1046
Lewis 1 369
Lewis 2 64
Lewis 3 1462
Lewis 4 1243
Lewis 5 1351
LDS West 2365
LDS Central 3215
LDS East 2046
Behmer 2761
Perkins 1654

Note: Behmer and Perkins data were used in the regional AEM model but not
in the well hydraulics model since they are located southeast of the image-
well boundary.
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Testing multiple conceptual models is critically
important for understanding the effects of adding features
that may not exist, or omitting key features that do. The
more sparse the constraining databases, the more impor-
tant this insight—as demonstrated by our initial failure to
embed the hydraulic barrier between the northern (K3)
and southern (K1) flow fields. Hydrochemical evidence
alone, however compelling in terms of indicating a non-
Muddy River springs–type water source for southern
water, was insufficient to negate the possibility of
hydraulic continuity between the northern and southern
areas. Moreover, assuming a hydraulic barrier on the
basis of hydrochemical evidence alone would likely have
been challenged due to its importance for estimating
impacts of pumping on the regional spring flows. The
quantitative framework provided by the AEM model, and
the field data collected after the initial modeling, pro-
vided a more encompassing and defensible conceptual
model for the site area. While the modeling was a critical
part of the investigation, the value and information con-
tent of the continuous water-level monitoring cannot be
overstated.

Conclusion
The AEM proved to be a powerful approach for con-

ceptualizing ground water flow in a large subregion with
poorly understood regional flow in carbonate rock aqui-
fers. During the work, two aspects stood out: (1) its suit-
ability for developing regionally appropriate models
while removing the potential for boundary condition arti-
facts on the local scale of interest, and (2) the ease in
which minor or major changes are accommodated and
conceptual model hypotheses are ‘‘tested.’’ Elements of
an existing AEM model were easily modified, removed,
or supplemented without starting over. Finally, we believe
that the AEM fosters development of a conceptual model
that is compact yet complete—a characteristic that is
well suited for evaluations of competing models that are
often the de facto decision framework for ground water
resource management.
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Evaluating Climate Variability and Pumping Effects
in Statistical Analyses
by Timothy D. Mayer1 and Roger D. Congdon2

Abstract
As development of ground water resources reaches the limits of sustainability, it is likely that even small

changes in inflow, outflow, or storage will have economic or environmental consequences. Anthropogenic impacts
of concern may be on the scale of natural variability, making it difficult to distinguish between the two. Under
these circumstances, we believe that it is important to account for effects from both ground water development
and climate variability. We use several statistical methods, including trend analysis, cluster analysis, and time
series analysis with seasonal decomposition, to identify climate and anthropogenic effects in regional ground
water levels and spring discharge in southern Nevada. We discuss the parameterization of climate and suggest that
the relative importance of various measures of climate provides information about the aquifer system response to
climate. In our system, which may be characteristic of much of the arid southwestern United States, ground water
levels are much more responsive to wet years than to dry years, based on the importance of selected climate
parameters in the regression. Using cluster analysis and time series seasonal decomposition, we relate differences
in amplitude and phase in the seasonal signal to two major forcings—climate and pumping—and distinguish
between a regional recharge response to an extremely wet year and a seasonal pumping/evapotranspiration
response that decays with distance from the pumping center. The observed spring discharge data support our
hypothesis that regional spring discharge, particularly at higher elevation springs, is sensitive to relatively small
ground water level changes.

Introduction
Ground water sustainability is defined as ‘‘develop-

ment and use of ground water in a manner that can be
maintained for an indefinite time without causing unac-
ceptable environmental, economic, or social consequen-
ces’’ (Alley et al. 1999). Increasingly, attention is being
placed on how to manage ground water resources in a sus-
tainable manner (Bredehoeft 2002, 1997; Sophocleous
1997; Alley and Leake 2004). Many areas of ground
water development in the United States are approaching
or exceeding their limits of sustainability. Under these

conditions, it is likely that even small changes in inflow,
outflow, or storage will affect water supply or biological
resources. Anthropogenic impacts of concern may be on
the scale of natural variability, a condition that confounds
analyses and makes it difficult to distinguish between the
two. Moreover, it is often the variability of flows and
water level fluctuations that determines the extreme con-
ditions limiting water availability and threatening biologi-
cal resources.

Ground water systems tend to react more slowly than
surface water systems to short-term climate variability.
Because of this, many past studies on ground water flow
have neglected climate variability and used long-term
average climate conditions or recharge, particularly in
temporal simulations of ground water flow (Hanson et al.
2004). At short time scales of interest or where there is
extensive aquifer development, this approach has pro-
vided acceptable simulations and predictions of large-
scale changes in ground water storage (Hanson et al.
2004). However, it is becoming apparent that climate
variability and change need to be accounted for in the
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management and analyses of ground water resources
(Winter et al. 1999; Alley et al. 1999; Gleick and Adams
2000; Hanson et al. 2004; Weber and Stewart 2004;
Scanlon et al. 2005). We believe that this is especially
true in systems where the effects of ground water devel-
opment and climate variability are approximately equal in
scale and where these effects have economic or environ-
mental consequences.

When considering climate variability explicitly, one
of the first and most important questions is how to repre-
sent climate. There are a number of measures available to
parameterize climate, including raw precipitation data
and several precipitation and drought indexes (Hayes
2006). The indexes differ in their statistical distribution
and centering and how they measure deviations from
historical norms. Our study examines issues regarding
climate parameterization while investigating the effects of
climate variability and ground water development on the
Muddy River Springs area (MRSA), a regional spring
system about 100 km north of Las Vegas, Nevada
(Figures 1 and 2). We use statistical analyses to examine
water levels and spring discharge for a period that in-
cludes a significant increase in ground water development
and several years of drought and record precipitation. We
begin by examining and characterizing temporal and spa-
tial trends in ground water levels in the system. The long-
term well records in the area integrate the combined
effects of multiple factors such as climate, seismic activity,
barometric pressure, earth tides, evapotranspiration (ET),
confined or unconfined conditions, and pumping from

different aquifers. The effect of each of these factors
varies in frequency and magnitude, but our preliminary
analyses indicated that the two main factors affecting the
system at scales of concern appear to be climate and
ground water pumping.

After identifying and evaluating trends in ground
water levels, we examine the relationship between ground
water levels in the carbonate rock aquifer and regional
spring discharge in the MRSA. We show that in this sys-
tem, spring discharge is affected by rather small changes
in ground water levels resulting from climate and pump-
ing effects. We hypothesize that changes in spring dis-
charge will be proportional to those in hydraulic head at
each spring. The higher the elevation of the spring, the
smaller the initial hydraulic head and the more sensitive
the spring is to water level changes. Our examination of
changes in spring discharge in relation to spring elevation
and ground water level changes validates our hypothesis.
The methods and results we present here are useful in
quantifying and assessing climate variability and pumping-
related impacts to ground water levels and springs in
other regional spring systems, especially where those im-
pacts are at similar scales.

Study Site and Setting
Much of the eastern Great Basin is underlain by

a thick sequence of limestone and dolomite rocks known
as the carbonate rock province (Harrill and Prudic 1998).
Beneath southern Nevada, these carbonate rocks are
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Figure 1. Map of southeastern Nevada showing Eakin’s
(1966) original White River ground water flow system (bold
outline), adjacent southern basins (narrow outline), and the
boundaries of Nevada Climate Divisions 3 and 4.
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Figure 2. Map of five hydrographic basins within, or adja-
cent to, the southern portion of the White River ground
water flow system, with carbonate and alluvial wells dis-
cussed in the text.
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widely distributed and permeable enough to facilitate
ground water flow at a regional scale. One such regional
flow system is the White River ground water flow system,
originally defined by Eakin (1966) to encompass 13 topo-
graphic basins, extend more than 400 km, and terminate
at the MRSA (Figure 1). The flow system consists of
numerous local basin fill aquifers underlain by a large
regional carbonate rock aquifer that transmits ground
water from basin to basin, beneath topographic divides.
Much of the flow in the regional carbonate rock aquifer
occurs where rocks have been fractured or where open-
ings have been enlarged by dissolution (Prudic et al.
1993; Dettinger et al. 1995). Eakin (1966) identified the
regional ground water flow system based on (1) the hy-
drologic properties of the rocks in the area; (2) the move-
ment of ground water inferred from hydraulic gradients;
(3) the relative distribution and quantities of estimated
recharge and discharge in the system; (4) the relative uni-
formity of the discharge of the principal springs; and (5)
the chemical composition and warm temperature of the
discharge from the principal springs. Additional geologic,
isotopic, and numerical studies have confirmed the exis-
tence of the regional flow system with minor differences
(Harrill et al. 1988; Kirk and Campana 1990; Dettinger
et al. 1995; Thomas et al. 1996; GeoTrans Inc. 2001,
2003; Johnson and Mifflin 2006).

Using a water budget approach, Eakin (1966) esti-
mated that 78% of the recharge to the regional flow sys-
tem occurs as precipitation in the higher elevation
mountain ranges of the four northern basins in the flow
system and 62% of the discharge from the regional flow
system occurs from springs in the Pahranagat and Upper
Moapa valleys in the southern part of the flow system.
The MRSA in the Upper Moapa Valley (Figure 2) was re-
ported to be the terminal discharge of the regional flow
system (Eakin 1966; Harrill et al. 1988; Prudic et al.

1993), although other researchers hypothesize that addi-
tional subsurface flow continues beyond the springs to the
southeast (Johnson and Mifflin 2006). The springs are
located upgradient of a normal fault that juxtaposes low-
permeability rock of the Muddy Creek Formation against
the carbonate rock aquifer (Dettinger et al. 1995). Eakin
(1966) estimated that approximately 1.4 m3/s of discharge
occurs here from about 20 springs. The springs are ther-
mal, discharging at a nearly constant temperature of 32�C
(Scoppettone et al. 1992). They occur within a 2-km
radius and form the headwaters of the Muddy River. The
occurrence of spring discharge at the terminus of regional
ground water flow systems is characteristic of the carbon-
ate rock province (Harrill and Prudic 1998).

The MRSA supports eight rare, endemic, aquatic
species, including the Moapa dace (Moapa coriacea),
a federally listed endangered fish since 1967 (U.S. Fish
and Wildlife Service, 1996; Scoppettone et al. 1998). The
Moapa dace is thermophilic and occurs typically in water
temperatures ranging from 26�C to 32�C (Deacon and
Bradley 1972). Because the Muddy River cools as it
flows downstream, the fish are restricted to the thermal
headwater springs (Cross 1976). Like many native fish of
the southwestern United States, the Moapa dace have
declined due to habitat alteration and introduction of non-
native fish (Deacon and Bradley 1972; Scoppettone et al.
1998). The Moapa Valley National Wildlife Refuge, a
47-ha area of springs and wetlands located in the MRSA,
was established in 1979 for the protection of Moapa dace
(Figure 3).

The transmissivity of the carbonate rock aquifer in
the MRSA and surrounding area is quite variable but can
be extremely high. Estimated transmissivities range from
200 m2/d in several carbonate wells in Coyote Spring Val-
ley to 20,000 m2/d or higher in wells directly upgradient
or adjacent to the springs in the MRSA (Bunch and

Source:  NWRD, USGS, USFWS

Moapa Valley National
Wildlife Refuge 

Muddy

River

168

 Pederson Spring

EH-4

EH-5B

Lewis South

Lewis
North

Arrow
Canyon
Wells

Muddy Spring

Plummer West

Warm
Springs

West

  Pederson East Spring

Lewis 2

Legend
Monitoring Well, Alluvial

Monitoring Well, Carbonate

Production Well

Surface Water Gage

0 0.5 Miles

0 0.5 Kilometers

Figure 3. Close-up of MRSA showing Moapa Valley NWR boundaries, Muddy River and tributaries, carbonate production
wells, carbonate monitoring wells, alluvial monitoring wells, and spring monitoring sites.

214 T.D. Mayer, R.D. Congdon GROUND WATER 46, no. 2: 212–227

SE ROA 11500

JA_4262



Harrill 1984; Buqo 1994; Dettinger et al. 1995). High-
permeability zones such as this are commonly found up-
gradient of areas of regional spring discharge. Dettinger
et al. (1995) analyzed 39 well tests in southern Nevada
and found that wells located up to 16 km upgradient of
regional springs show transmissivities about 10 to 20
times greater, on average, than those located farther away.
The high transmissivity of the carbonate rock aquifer has
resulted in a fairly uniform potentiometric surface over an
extensive area in and around the MRSA.

There are three primary hydrogeological units in the
Upper Moapa Valley: the Quaternary alluvial fill, the Ter-
tiary Muddy Creek Formation, and the Paleozoic carbon-
ate system (Pohlmann 1994). The alluvial fill material
provides a shallow, high-yield aquifer that is recharged
from the underlying carbonate aquifer. The Muddy Creek
Formation underlies the alluvial fill in much of the valley
and is considered a semiconfining unit. The Paleozoic
carbonates extend below and underlie the other units and
are part of the regional carbonate rock aquifer of the
White River flow system. Vertical hydraulic gradients in
this area are upward from the carbonate rock aquifer to
the alluvial fill aquifer.

Like many areas of the southwestern United States,
southern Nevada is experiencing tremendous population
growth. Municipalities and other water users are turning
to the regional carbonate rock aquifer to meet future
demand. Ground water in both the shallow alluvial aqui-
fer and the deeper carbonate rock aquifer in the MRSA
has been developed. Pumping in the alluvial aquifer for
irrigation has been ongoing since World War II, with
many of the irrigation water rights being acquired and
changed to industrial purposes by power interests since
the 1960s. Pumping in the carbonate rock aquifer for
municipal supply purposes started in 1986 and increased
significantly beginning in 1998. Most of the carbonate
pumping now occurs at two adjacent wells: the Arrow
Canyon wells 1 and 2, located about 3.5 km northwest of
the wildlife refuge (Figure 3).

Theoretical Ground Water Level/Spring
Discharge Relationships

Many public agencies and private organizations are
concerned that ground water development of the carbon-
ate rock aquifers may negatively impact regional spring
systems like the MRSA and the biological resources
associated with those systems. It is well established that
spring discharge in the MRSA emanates from the re-
gional carbonate aquifer (Eakin 1966; Prudic et al. 1993;
Thomas et al. 1996). The potentiometric surface of the
carbonate rock aquifer is greater than the land surface
elevation of the springs. This hydraulic head differential
causes ground water in the carbonate rock aquifer to rise
to the land surface, through fissures and fractures, mani-
festing itself as spring discharge. We are assuming that
the flow at a spring is governed by Darcy’s law, or some
similar proportionality, which states that flow through
a porous medium is proportional to the hydraulic head
differential or hydraulic gradient (Fetter 1994). The
greater the hydraulic head differential between the

elevation of the spring orifice and the hydraulic head of
the aquifer, the greater the spring discharge, other factors
being equal.

All ground water pumping leads to the development
of a drawdown cone around the pumping center. As the
drawdown cone extends to the springs, the hydraulic head
differential at the springs will be reduced. Darcy’s law
states that a reduction in the hydraulic head differential
will result in a proportional decrease in flow. The eleva-
tions of spring pool orifices in the MRSA vary by more
than 20 m (Southern Nevada Water Authority 2003). The
uniform potentiometric surface of the carbonate rock
aquifer underlying the MRSA means that the head differ-
ential at the various springs decreases with increasing ele-
vation of the spring orifice. We hypothesize that the
springs in the system with the smallest head differential,
the highest elevation springs, will be proportionately most
sensitive to any decline in the potentiometric surface of
the carbonate rock aquifer resulting either from ground
water pumping or climate effects.

Methods

Climate Data
Each state in the nation has been divided into 1 to 10

climate divisions. These are areas of climate uniformity
with water resource data aggregately assessed through
principal component analysis, based on information from
10 to 50 individual stations (Guttman and Quayle 1996).
Monthly divisional climate data and indexes, including
monthly temperature and precipitation, Standard Pre-
cipitation Index (SPI), and various Palmer Drought Index
(PDI), are compiled back to 1895 for each climate divi-
sion in the country. We evaluated two climate parameter-
izations in the study: precipitation and SPI. Monthly
precipitation data and SPI were obtained for two of
Nevada’s four climate divisions: Climate Divisions 3 (South
Central) and 4 (Extreme Southern) (Western Regional
Climate Center, 2006). Divisions 3 and 4 encompass the
north-central and south portions, respectively, of the
White River flow system (Figure 1). We calculated mov-
ing averages of the monthly precipitation, defined back
from points in time, for various time scales for each
division.

The SPI is a recently developed normalized index of
drought (McKee et al. 1993), designed to explicitly
express the fact that it is possible to simultaneously expe-
rience wet and dry conditions on multiple time scales. For
SPI, historical precipitation data are used to compute the
probability distribution of the monthly and seasonal
observed precipitation totals (the past 2, 3, 6 months, etc.,
up to 72 months), and the probabilities are normalized
to a cumulative normal distribution. The mean of SPI is
then 0 for any particular location and time scale, and the
units are normalized variates or standard deviations away
from the mean. Positive SPI values indicate greater than
average precipitation, while negative values indicate less
than average precipitation. Values of 2.0 and 22.0 are
defined as extremely wet and extremely dry conditions,
respectively. Because SPI is a standardized measure of
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precipitation, SPI values from different climate divisions
are comparable.

Ground Water and Surface Water Data
Water level data are available for a number of car-

bonate and alluvial monitoring wells for varying periods
(Berger et al. 1988; Southern Nevada Water Authority
2006; USGS 2006). Figures 2 and 3 and Table 1 give the
location, aquifer type (carbonate or alluvial), well level
elevation, period of record, and frequency of measure-
ments of all monitoring wells investigated in this study.
Of particular interest are two carbonate monitoring wells,
EH-5B and EH-4, located in the MRSA near the pumping
center and the springs (Figure 3). Both wells have
monthly measurements dating back to 1987, with contin-
uous measurements beginning in 1997.

Monthly pumping data are available for the alluvial
production wells from 1983 through 2005 and for the car-
bonate production wells from 1992 to 2005 (Las Vegas
Valley Water District 2001; Moapa Valley Water District
2005; Nevada Power Co., unpublished data). Annual car-
bonate pumping from 1987 to 1992 was estimated by Las
Vegas Valley Water District (2001). We grouped and

averaged annual volumes for both carbonate and alluvial
pumping for an 11-year period (1987 to 1997) and a 9-
year period (1998 to 2005), based on the availability of
pumping and monitoring data and the significant increase
in pumping from the carbonate rock aquifer that began in
1998.

Four USGS surface water gauging stations in the
MRSA are considered in this study: Pedersen Spring (site
no. 09415910), Pedersen East Spring (site no. 09415908),
Muddy Springs (site no. 09415900), and Warm Springs
West (site no. 09415920) (Table 1; Figure 3). All four
sites record spring discharge continuously. The gauges at
Pedersen Spring and Pedersen East Spring are V-notch
weirs that measure two small springs on the wildlife ref-
uge. These are the highest elevation springs in the area.
The weir at the Pedersen Spring gauge developed a leak
in 2003, and we use flow data only from 1998 through
water year 2002. The gauge at Pedersen East Spring was
recently installed, in April 2002.

The gauges at Warm Springs West and Muddy
Springs are Parshall flumes that were installed in 1985
and have operated since that year, except for a 21-month
gap from October 1994 to June 1996. Warm Springs

Table 1
Monitoring Site Name, Basin, Aquifer, Period of Record, and Frequency of Measurements

Well Name Hydrographic Basin Aquifer
Water Level
Elevation1 (m)

Period of
Record Frequency of Measurements

EH-5B Upper Moapa Valley Carbonate 553.4 1987–2005 Periodic2 to 1997, continuous from 1997
EH-4 Upper Moapa Valley Carbonate 553.4 1987–2005 Periodic to 1997, continuous from 1997
CSV-2 Upper Moapa Valley Carbonate 547.4 1985–2005 Periodic, continuous from 1991 to 1994

and 1999 to 2005
Lewis North Upper Moapa Valley Alluvial 552.3 1987–2005 Periodic
Lewis South Upper Moapa Valley Alluvial 546.8 1987–2005 Periodic
Lewis 2 Upper Moapa Valley Alluvial 547.9 1988–2005 Periodic
EH-3 Lower Moapa Valley Carbonate Unknown 1987–2005 Periodic
EH-7 Lower Moapa Valley Carbonate Unknown 1987–2005 Periodic
MX-4 Coyote Spring Valley Carbonate 555.2 1985–2005 Periodic, continuous from 1990 to 1996

and 1999 to 2005
CE-VF-2 Coyote Spring Valley Carbonate 566.0 1987–2005 Periodic, continuous from 2004
CE-VF-1 Coyote Spring Valley Alluvial 584.3 1988–2005 Periodic
CSV-3 Coyote Spring Valley Alluvial 556.0 1987–2005 Periodic
SHV-1 Hidden Valley Carbonate 554.2 1985–2005 Periodic, continuous from 2001
M-1 California Wash Carbonate 553.5 2001–2005 Continuous
ECP-1 California Wash Carbonate 553.5 2001–2005 Continuous
TH-2 California Wash Carbonate 553.1 2001–2005 Continuous
M-2 Garnet Valley Carbonate 552.5 2001–2005 Continuous
M-3 Garnet Valley Carbonate 553.1 2001–2005 Continuous

Spring Name Hydrographic Basin Aquifer
Spring Orifice
Elevation (m) Period of Record

Frequency of
Measurements

Pedersen Spring Upper Moapa Valley Carbonate 552 1998–2002 Continuous
Pedersen East Spring Upper Moapa Valley Carbonate 551 2002–2005 Continuous
Warm Springs West Upper Moapa Valley Carbonate 548 (average

elevation)
1998–2005 Continuous

Muddy Springs Upper Moapa Valley Carbonate 535 1998–2005 Continuous
Plummer West Upper Moapa Valley Carbonate 536 1998–2004 Periodic

1Water level elevation as of January 2001.
2Periodic means one or two measurements a month.
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West measures the collective discharge from five spring
groups upstream on the refuge, including the Pedersen
Spring and Pedersen East Spring groups. The Muddy
Springs gauge measures the outflow from Muddy Springs,
the largest and lowest elevation spring in the area.

Several factors affected the quality of records at
these surface water stations prior to 1998, including an
unmeasured irrigation diversion above one station, a fire
that may have affected another station, a gap in the re-
cords because of lack of funding, and some unexplained
variability or discontinuities in the flow records. For these
reasons, we use data only from 1998 on for these sites. In
addition to these four sites, the U.S. Fish and Wildlife
Service made monthly measurements of spring discharge
at the Plummer West spring (Table 1; Figure 3) from
June 1998 to November 2004 using a 45� V-notch weir
installed at the outflow of the spring pool. This spring is
lower in elevation relative to other springs in the immedi-
ate area and does not contribute to the collective flow
measured at the Warm Springs West site. A theoretical
rating was used to convert stage to discharge at this site.
The measurements stopped when the weir was removed
because of habitat restoration at the spring.

Elevation Data
The Southern Nevada Water Authority completed

a comprehensive elevation survey of numerous wells and
stream gauges in the MRSA and surrounding basins,
including several of the monitoring sites in this study
(Southern Nevada Water Authority 2003, 2005). We ref-
erenced elevations from the survey and used a level to
determine the elevations of spring monitoring sites not
included in the survey (Table 1). The spring elevations
were used in combination with the ground water ele-
vations in carbonate monitoring wells to estimate the
hydraulic head differential at each spring or spring group.

Statistical Analyses
We used a t-test to compare the average pumping

volumes for two periods, pre- and post-1998, based on
a fourfold increase in pumping from the carbonate rock
aquifer that occurred beginning in 1998. Temporal trends
in the two carbonate monitoring wells, EH-5B and EH-4,
in the MRSA were analyzed pre- and post-1998 periods
as well. We evaluated three main stressors: climate, allu-
vial pumping/ET, and carbonate pumping. We excluded
seismic activity, barometric pressure, and earth tides on
the grounds that effects from these factors are minor and
short term, at least for our scales of interest (Pohlmann
1994; Fenelon and Moreo 2002; Waddell and Roemer
2006).

Explanatory variables for the multiple regressions
used in the trend analysis were initially evaluated through
automated stepwise procedures (Helsel and Hirsch 1992;
Ott 1993) using the statistical software SPSS. We then
used regression diagnostics, regression statistics, and
residual plots to select variables, to test regression as-
sumptions, and to evaluate multicollinearity among varia-
bles, which can cause the values of coefficients to be
unstable or their signs to be unreasonable (Helsel and
Hirsch 1992). These steps were done iteratively, using the

data from the EH-5B and EH-4 carbonate monitoring
wells, different explanatory variables, and different peri-
ods of record, until we developed a common subset of
explanatory variables that applied to both wells. We
relied on the variance inflation factor, standardized co-
efficients, PRESS statistic, and adjusted r2 to help us
evaluate variables and regressions. Candidate explanatory
variables for the multiple regressions included a wide
range of divisional climate statistics from Divisions 3 and
4, including monthly precipitation, 6- to 36-month mov-
ing averages of monthly precipitation, 4- to 72-month
SPI, and higher order transforms of all moving averages
and SPIs. We address some of the differences and im-
plications of using various climate parameterizations in
a later section.

We did not quantitatively model pumping or ET in
the statistical analysis. The alluvial pumping/ET signal
was assumed to be seasonal and was represented with the
periodic functions, sine and cosine, with the time variable
used to test the assumption that there were no long-term
changes resulting from alluvial pumping/ET. We inter-
preted coefficients from the sine and cosine terms in the
regressions to define the amplitude and phase of the sea-
sonal periodicity (Helsel and Hirsch 1992). These authors
suggest always adding both sine and cosine terms, even if
one of the pair is not statistically significant, to allow the
regression to determine the phase shift from the data
rather than arbitrarily.

Carbonate pumping was represented with a binary
variable, which was changed from zero to one during pe-
riods of increased carbonate pumping. This was done for
two reasons. First, we did not have actual monthly pump-
ing data for the entire record; only annual pumping data
were available. Second, this approach permitted us to use
analysis of covariance to quantify any statistically signifi-
cant changes that occurred coincident with periods of
increased pumping (Helsel and Hirsch 1992; Ott 1993).
The key variables in the analysis of covariance approach
are the interaction terms or the products of the binary var-
iable with time, sine, and cosine. The regression coeffi-
cients and statistics associated with these terms indicate
changes in time, amplitude, or phase during periods of
increased carbonate pumping. Our approach implicitly as-
sumes that a threshold level of carbonate pumping exists
below which there are no measurable effects. Preliminary
statistical analysis showed this assumption to be accept-
able in our system for the period of interest, but such an
approach would not be appropriate in all cases.

For the analysis of spatial trends in carbonate and
alluvial monitoring wells throughout the system, we con-
sidered the period January 2001 to September 2005,
a period encompassing extreme climate variability and
increased carbonate pumping. Continuous data, when
available, were averaged to monthly values. Several
months of data were missing in 2004 for some of the car-
bonate wells in California Wash. We estimated these
missing data based on regressions with TH-2, a carbonate
well located in the same basin with a complete record for
the period. Spatial trends in all wells in the southern por-
tion of the flow system were compared through hierarchi-
cal cluster analysis, using average linkage and correlation
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coefficient distance, and through time series seasonal
decomposition. We tested for statistically significant sea-
sonality through regression analysis using the sine and
cosine of time, as mentioned previously. In those wells
with seasonality, we used a seasonal decomposition pro-
cedure in the time series analysis in SPSS to compute
and compare the amplitude and phase of the seasonality
at all wells for four complete years, January 2001 to
December 2004. In the seasonal decomposition proce-
dure, the time series is separated into seasonal, trend, and
cycle components. The seasonal index is the average
deviation of each month’s water level from the level that
was due to the other components that month, expressed
in the original measurement units. The seasonal index
provided an objective measure to compare the relative
amplitude and phase of the seasonality for all wells. We
also examined the recharge response to the extremely wet
year in 2005 for all wells.

For the analysis of spring discharge/ground water re-
lationships, we considered the period 1998 to 2005, when
spring discharge data are most reliable. For each spring,
we normalized flow to the initial flow value in the period
of record and then plotted the normalized flow as a func-
tion of carbonate water levels at EH-5B. The slopes for
linear regressions of normalized flow vs. ground water
elevation were computed and compared, based on the

elevations of the spring orifices and the assumed hydrau-
lic head differential at each spring.

Results and Discussion

Climate Data
Figure 4a shows total winter precipitation in Climate

Divisions 3 and 4 for the period 1985 to 2005. Winter
precipitation and late spring snowmelt, rather than sum-
mer precipitation, have been shown to be the principal
sources of recharge in the fractured carbonate rock of this
area (Winnograd et al. 1998). Winter precipitation was
quite variable during this period, particularly in Climate
Division 4. The winter totals of 2005, 1993, and 1992
were the highest, second highest, and third highest Octo-
ber to March precipitation totals, respectively, in Climate
Division 4 since recordkeeping began in 1895. The winter
total of 2002 was the second lowest October to March
total in Division 4 since 1895.

The 12-, 24-, and 60-month SPI for Nevada Climate
Divisions 3 and 4 from 1980 through 2005 are shown in
Figure 5. The SPI plots show that both wet and dry con-
ditions have been experienced simultaneously in each
division, depending on the time scale of interest. There is
less variability in the SPI values at longer time scales.

Figure 4. Water levels in carbonate monitoring wells EH-5B and EH-4 for the period 1985 to 2005 with October to March
winter precipitation in Nevada Climate Divisions 3 and 4 (a, top plot) and annual alluvial and carbonate pumping (b, bottom
plot).
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Generally, conditions have been more variable for Divi-
sion 4 (Extreme Southern Nevada) than Division 3 (South
Central Nevada). Considering the 12- and 24-month SPI,
Division 4 (Figure 5a) was extremely wet in 1992 and
1993 and extremely dry in 1996 and 1997. In contrast,
Division 3 (Figure 5b) was normal or slightly above nor-
mal in 1992 and 1993 and not as dry in 1996 and 1997
but was extremely wet in 1998 and 1999. Both climate
divisions experienced extremely dry conditions in 2002
and extremely wet conditions in 2005.

One purpose of this study was to discuss the implica-
tions of using various climate parameterizations in this
type of statistical analysis. Specifically, we explore the
difference in using raw precipitation data, in the form of
moving average precipitation, vs. a drought index such as
the SPI. Generally, the two parameters track similar
trends. Moving averages become normally distributed
and linearly related to SPI at longer time scales, as a con-
sequence of the larger sample sizes and the Central Limit
Theorem (Ott 1993). Guttman (1998) reported that the
SPI spectral characteristics conform to what is expected
for a moving average process.

A major difference between the two variables is with
their units and frequency distributions. The units of SPI
are normalized variates, and the frequency distribution is
symmetric and centered about a mean of 0. The absolute
value of SPI is 0 under average conditions and increases
as conditions become either wet or dry. Any regression
term containing SPI, or any of its higher order

transforms, is the product of the regression coefficient
and the value of SPI at that time step. Such a term will
have the least amount of influence on the predicted water
level under average conditions, when the product is close
to zero, and will be larger and more influential, although
opposite in sign, as the conditions become wetter or drier.
We characterize the regression response to this parame-
terization as symmetric, in the sense that both wet and
dry years will be influential in determining the simulated
water level. The PDI (Palmer 1965) and other standard-
ized precipitation or drought indexes centered on zero
(see Hayes [2006] for a description of several common
indexes) will have similar characteristics.

By contrast, the units of precipitation are nonstandar-
dized values and are always positive, and the frequency
distribution of moving average precipitation at shorter
time scales is asymmetric and positively skewed (McKee
et al. 1993). The square or cubic transform of this vari-
able increases this skewness. Any product in the regres-
sion containing precipitation, or any of its higher order
transforms, will have the least amount of influence on the
predicted water level under dry conditions, or low values
of precipitation, and will be more influential as conditions
get wetter and precipitation values increase. We charac-
terize the regression response to this parameterization as
asymmetric, in the sense that wet years will be more
influential in determining the simulated water level than
dry years. We propose that the relative importance of
these two parameters, moving average precipitation vs.

Figure 5. The 12-, 24-, and 60-month SPI for Nevada Climate Divisions 4 (a, top plot) and 3 (b, bottom plot) for 1980 to 2005.
The definition of the terms extremely wet and extremely dry is discussed in the text.
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SPI, in a regression analysis, will have implications about
whether the system responds asymmetrically to only wet
or dry conditions or symmetrically to both wet and dry
conditions.

We excluded two other common climate parameter-
izations in this study, the PDI and the cumulative rainfall
departure from normal, on the basis of critical reviews of
these parameterizations. The PDI is a widely used mea-
sure of meteorological drought severity (Palmer 1965).
Alley (1984) criticized the PDI as being complex to
calculate, using somewhat arbitrary rules to designate
droughts or wet periods, and being limited in geo-
graphical extent. Guttman (1998) compared the PDI and
the SPI and reported that the spectral characteristics of
the PDI varied geographically, while those of the SPI did
not. He concluded that the PDI is a complex structure
with a long memory, while the SPI is an easily in-
terpreted, moving average process.

The cumulative rainfall departure from normal meas-
ures the accumulated departure of precipitation from
a mean defined for some time period. Weber and Stewart
(2004) criticized the measure as being problematic for
nonnormally distributed precipitation, a common condi-
tion in arid environments. Furthermore, they pointed out
that the calculated departure is extremely variable de-
pending on the starting and ending points and the length
of the period for which the mean is defined.

Pumping and ET
The pumping from the carbonate rock aquifer

increased slowly from 1987 to 1997 and then consider-
ably after 1998 (Figure 4b). Carbonate pumping averaged
2200 m3/d for the period 1987 to 1997 and 8870 m3/d for
the period 1998 to 2005, a statistically significant four-
fold increase (p ¼ 0.000). The higher values pumped in
1993 and 1994 compared with other years in the earlier
period are partly due to a 121-d aquifer test conducted
from December 1993 to April 1994 (Buqo 1994).

Annual alluvial pumping increased slightly over the
same period from 13,500 m3/d for the period 1987 to
1997 to 17,750 m3/d for the period 1998 to 2005 (p ¼
0.005) (Figure 4b). By comparison, we estimated ground
water discharge from the alluvial aquifer through phreato-
phyte ET in the MRSA to be about 5000 m3/d, based on
preliminary information from a USGS study of ET in the
area (G.A. DeMeo, written communication, 2006). Based
on these estimates, alluvial pumping seems to place
a greater demand on the alluvial aquifer than ET. Ground
water discharge through ET does not occur in the south-
ern part of the flow system outside the MRSA because of
the greater depths to alluvial ground water in other areas.
Both alluvial and carbonate pumping are generally great-
est during the months of May through September, when
demand is highest. Minimum pumping occurs in January
in both aquifers.

Temporal Trends in Two Carbonate Monitoring Wells
Ground water elevations in the carbonate rock aqui-

fer in the MRSA, as measured in wells EH-5B and EH-4,
show a strong seasonal trend, with minimum annual ele-
vations usually observed in the fall (Figure 4). Two other

trends are evident in the ground water level data: annual
increases in 1992, 1993, and 2005 and a multiyear
decrease beginning in 1998. The increases in 1992, 1993,
and 2005 correspond to years of high winter precipitation,
especially in Division 4 (Extreme Southern Nevada)
(Figure 4a). The decrease beginning in 1998 coincides
with the fourfold increase in pumping from the carbonate
rock aquifer that occurred at the same time in the MRSA
(Figure 4b). The initial water level elevations and the
magnitude of increases and declines in both wells are
similar, despite the distance separating the two wells and
their varying proximities to the pumping center. This is
indicative of the uniformity of the potentiometric surface
in the carbonate rock aquifer in the MRSA, as a result of
the high transmissivities.

We first examined data statistically from EH-5B and
EH-4 data for the years 1987 to 1998, a period of mini-
mal carbonate pumping. For both wells, the optimum
explanatory variables determined through stepwise multi-
ple regression analysis were sine, cosine, the cube of
the Division 4 24-month moving average monthly precip-
itation, the Division 3 30-month SPI, the Division 4
60-month SPI, time, and carbonate pumping. These seven
explanatory variables explained between 65% and 75%
of the variance of the data for the period. The most influ-
ential terms in the regression, based on the standardized
coefficients and the t values, were the sine/cosine, fol-
lowed by the cubic transform of the Division 4 24-month
moving average monthly precipitation. The regression
coefficient for time for this period was positive but very
small, meaning that there was no long-term decline asso-
ciated with the alluvial and carbonate pumping that
occurred prior to 1998. The effect of the 121-d aquifer
test in 1994 in the carbonate rock aquifer, as measured
with the carbonate binary pumping variable, was statisti-
cally significant but short-lived, appearing to extend
about 2 months after the completion of the aquifer test.

The importance of the cubic transform of Division 4
24-month moving average precipitation in the regression
is interesting for several reasons. First, the selection of
this term, rather than lower order terms of the 24-month
moving average, implies that the system is quite respon-
sive to wet years since the cube leads to right skewness in
the data and emphasizes wet years. We are using climate
division data, which are primarily based on valley floor
weather stations, as a surrogate measure of recharge in
the system. But the proportion of recharge in mountain-
ous areas during wet years may be much greater than is
indicated by the precipitation data from valley floor
weather stations. The importance of the cubic transform
over lower order terms in the regression may be an indi-
cation of the greater proportion of recharge in wetter
years.

Second, the fact that a higher order transform of pre-
cipitation was selected rather than higher order trans-
forms of SPI means that the system response appears to
be asymmetric and more sensitive to wet years than to
dry years, as described previously. An example of this
asymmetry can be observed in the response of water
levels to the extremely wet period in 1992 to 1993 and
the lack of a response to the extremely dry period in 1996
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to 1997. This sensitivity to wet years, often associated
with El Niño events, has been described for other ground
water systems in the arid southwestern United States
(Hanson et al. 2004; Scanlon et al. 2006).

Finally, the stepwise selection of a precipitation vari-
able from Climate Division 4 ahead of Division 3 states
that precipitation in the southern portion of the flow sys-
tem is quite important. In the original conceptual flow
model (Eakin 1966), most of the recharge was believed to
occur in the north and recharge in the southern portion
was believed to be minor. Our results may contradict this
and support greater recharge in the southern portion of the
flow system, as suggested by Johnson and Mifflin (2006).
Higher precipitation rates, thin soils, and the exposure of
high-permeability carbonates at the surface all likely con-
tribute to greater recharge in the high-elevation areas of
the southern portion of the flow system.

Next, we extended the regressions for both carbonate
monitoring wells to December 2002. This period includes
5 years of increased carbonate pumping, 1998 to 2002,
and the extreme drought of 2002. We used the same seven
explanatory variables as in the previous regressions, along
with three interaction terms of carbonate pumping with
time, sine, and cosine. The interaction terms capture any
change in the slope with time and the periodicity, corre-
sponding to the period of increased carbonate pumping
after 1998. The regressions explained between 95% and
96% of the variance in the two carbonate monitoring wells
for the period 1987 to 2002 (Figure 6). The adjusted r2

values improved considerably from regressions for the pre-
vious 1987 to 1998 period, in part because the long-term
decline beginning in 1998 dominates the variance and this
trend is simulated very well by the regression equations.
The regression equations for the 1987 to 2002 period are
shown subsequently:

EH-5B monthly water level ðmÞ ¼ 1:78 3 1025ðtÞ
1 0:085

�
sinð2ptÞ

�
1 0:048

�
cosð2ptÞ

�

1 1:613 1025ðD4 24 m avgÞ3 1 0:039ðD3 30 m SPIÞ
1 0:023ðD4 60 m SPIÞ 1 6:033ð$bc$Þ
2 1:77 3 1024ð$bc$ 3 tÞ 1 0:013

�
$bc$ 3 sinð2ptÞ

�

1 0:027
�
$bc$ 3 cosð2ptÞ

�
1 553:09

EH-4 monthly water level ðmÞ ¼ 8:22E 3 1026ðtÞ
1 0:066

�
sinð2ptÞ

�
2 0:009

�
cosð2ptÞ

�

1 1:213 1025ðD4 24 m avgÞ310:042ðD3 30 m SPIÞ
1 0:012ðD4 60 m SPIÞ 1 6:320ð$bc$Þ
2 1:85 3 1024ð$bc$ 3 tÞ 1 0:026

�
$bc$ 3 sinð2ptÞ

�

1 0:033
�
$bc$ 3 cosð2ptÞ

�
1 553:55

where t ¼ time (day of year); sin and cos ¼ the sine and
cosine terms for the periodicity; D4 24 m avg ¼ the 24-
month moving average precipitation (mm) for Climate
Division 4; D3 30 m SPI ¼ the 30-month SPI for Climate

Figure 6. Water levels in carbonate monitoring wells EH-5B and EH-4 for 1987 to 2005 with multiple regressions for 1987 to
2002 and extrapolations of the regression for the period 2003 to 2005.
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Division 3; D4 60 m SPI ¼ the 60-month SPI for Climate
Division 4; $bc$ ¼ the binary variable for the carbonate
pumping; $bc$ 3 t ¼ the interaction term of the carbon-
ate binary variable and time; and $bc$ 3 sin(2pt) and
$bc$ 3 cos(2pt) ¼ the interaction terms of the carbonate
binary variable and the periodicity.

Coefficients and prediction values from the regres-
sions for each well were basically equal for the two peri-
ods, 1987 to 1998 and 1987 to 2002, and the two
regressions plot on top of each other during the overlap-
ping years. Only the value of the regression coefficient
for the carbonate binary variable changed between the
two periods. The coefficient for the interaction term with
time was negative and statistically significant, indicating
that ground water levels began declining coincident with
the increased carbonate pumping in 1998. The interaction
terms with sine and cosine indicated that the amplitude of
the seasonal pattern increased by 2.7 cm and the phase
shifted 2 to 3 weeks earlier in both wells after 1998,
although only the phase shift in EH-5B was statistically
significant. Extrapolations of the 1987 to 1998 regres-
sions beyond 1998 with climate terms alone were unable
to simulate the long-term decline that began in 1998. To
simulate this decline, we had to add the binary variable to
account for increased carbonate pumping. We infer from
these results that the long-term decline in carbonate
levels beginning in 1998 is a result of the increased car-
bonate pumping that began at the same time.

The regressions for the period 1987 to 2002 were
extrapolated for 3 years from 2003 to 2005, using the
same explanatory variables, in an attempt to validate the
statistical model (Figure 6). The regressions appear to
simulate the ground water trends in these years for both
wells, continuing to decline through 2004 and then
increasing in 2005 in response to the extremely wet year.
The wet year response in 2005, as predicted by the re-
gressions, is based on the responses observed and fitted
statistically in the 1987 to 2002 regressions. While the
extremely wet years in 1992, 1993, and 2005 caused large
increases in water levels, the extremely dry conditions of
2002 appear to have relatively little effect on water levels.
This demonstrates what we interpret to be the sensitivity
and asymmetry in the system response to wet years over
dry years.

Spatial Trends in Carbonate and Alluvial
Monitoring Wells

Most of the carbonate wells examined in this study
show similar behavior, with a seasonal pattern imposed
over a long-term declining trend from 1998 until 2004
and a large increase in response to the 2005 wet year
(Figure 7). We assume that these wells are responding to
the same climate and pumping signals as described for
EH-5B and EH-4 previously. The multiyear declining
trend through 2004 observed in most of the carbonate
wells is most likely a result of the increased carbonate
pumping in the MRSA. CE-VF-2 and SHV-1, the two
more distant carbonate wells, do not appear to start
declining until about 2000 rather than 1998.

Figure 8 presents the results from the cluster analysis
of all wells examined in this study. Nine of the 11

carbonate wells are very similar to each other, with a simi-
larity level more than 97. However, even within this
group, there are subtle but important differences in the
amplitude and phase, as indicated by the results from the
time series seasonal decomposition (Figure 9). EH-5B
has the greatest amplitude and the earliest phase in com-
parison to the other carbonate wells. It also has more of
a characteristic pumping-induced asymmetry, as observed
by Johnson and Mifflin (2006), in contrast to the other
carbonate wells, which are more symmetric and sinusoi-
dal. The seasonal amplitude, phase, and asymmetry may
be related to the proximity of EH-5B to the Arrow Can-
yon production wells (Figure 3) and other alluvial pro-
duction wells. MX-4 and M3 have slightly smaller
amplitudes and later phases compared with the other car-
bonate wells. There is a north-south trending thrust fault
separating these two wells from the MRSA and California
Wash. The stratigraphic position of the carbonate rocks
may be shifted across the fault, and this may be part of
the reason for the smaller amplitude and later phase in the
wells west of the fault. We observed no evidence of
pumping-induced asymmetry in the hydrograph for MX-4,
in contrast to Johnson and Mifflin (2006). CE-VF-2 and
SHV-1, two other carbonate wells farther west of the
thrust fault and the MRSA, partitioned quite differently
from the main group of carbonate wells because of a lack
of seasonality and, in the case of SHV-1, a much smaller
decline and recharge response.

In general, carbonate wells located closer to the
MRSA tend to have larger amplitudes and earlier phase
shifts than those farther away, with the most distant wells
in Hidden Valley and Coyote Spring Valley showing no
seasonality and a delayed drawdown as well. Such a pat-
tern could be suggestive of a muted or attenuated signal
with distance from the source, although this is more
clearly evident in the upgradient direction than in Califor-
nia Wash or Garnet Valley. Given the complex geology
and the fractured nature of the flow system, responses
may not be expected to be isotropic or solely a simple
function of linear distance. Johnson and Mifflin (2006)
postulated the presence of a hydraulic barrier between
California Wash and the MRSA based on their modeling
results, but we found no evidence here to support the
existence of such a barrier.

The alluvial monitoring wells responded and parti-
tioned quite differently from the carbonate wells and
from each other (Figures 7 and 8). The three alluvial
wells in the MRSA partitioned into two separate clusters,
which are quite unique from the carbonate wells in the
same basin. The amplitude is much greater and the phase
is earlier than in the adjacent carbonate wells (Figure 9).
These differences may be due to the different hydraulic
properties of the unconfined alluvial aquifer and the fact
that the seasonal signal is partly a result of alluvial pump-
ing in the same aquifer. There is also more of a pumping-
induced asymmetry observed in the seasonal pattern,
particularly in Lewis North, the closest alluvial well to the
Arrow Canyon production wells. Only one of these three
wells, Lewis North, shows a long-term decline through
2004 (Figure 7). CSV-3, an alluvial well in Coyote Spring
Valley, has poorly defined seasonality, a long-term
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decline beginning in 2000, and a response to the 2005 wet
year. It was partitioned with CE-VF-2, a carbonate well in
the same basin with a very similar hydrograph. CE-VF-1,
a second alluvial well in northern Coyote Spring Valley,
showed no seasonality or long-term decline or recharge
response. It partitioned very differently from any of the
other wells (Figure 8).

The response to the extremely wet year in 2005 var-
ied by aquifer type. The timing and magnitude of the
response are quite uniform in most of the carbonate wells,
with the exception of SHV-1 (Figure 7). The 2005 wet
year response is more dampened and short-lived in two
alluvial wells, Lewis North and CSV-3, and not present at
all in the other three alluvial monitoring wells (Figure 7).
The widespread and rapid response to the 2005 wet year
in the carbonate rock aquifer is surprising. We assumed
that climate responses in the regional carbonate aquifer
would be attenuated. We believe that the uniform, wide-
spread wet year response, as well as the importance of
Division 4 precipitation in the regression analysis, sug-
gests that the carbonate rock aquifer is directly recharged
from higher elevation areas in the southern portion of the
flow system. The carbonate lithologies are exposed at the

surface at higher elevations and are likely quite efficient
in capturing recharge, as suggested by others (Winnograd
and Thordarson 1975; Winnograd et al. 1998; Johnson
and Mifflin 2006). Thomas et al. (1996) postulated that
most of the recharge to the Sheep Mountains on the west
side of Coyote Spring Valley must flow north and east
into the basin and the MRSA because of noncarbonate
barriers to westward, southward, and southeastward flow.
The results from this study support these conclusions.

The trends described in this study appear to be
unique to the southern portion of the White River flow
system. They are completely lacking in the records for
other wells outside the flow system including EH-7 and
EH-3, two carbonate monitoring wells located east of the
MRSA (Figure 2), and several other carbonate monitor-
ing wells located to the west of Coyote Spring Valley and
the Sheep Mountains. The relevance of these spatial rela-
tionships is that they indicate that both climate and pump-
ing impacts are propagated at approximately the same
scale throughout much of the southern portion of this
system. The area is hydraulically connected through the
carbonate rock aquifer. Climate and pumping effects are
small but spatially extensive, in part because of the high

Figure 7. Hydrographs from representative carbonate and alluvial monitoring wells in the MRSA (top two plots), California
Wash and Garnet Valley (third plot), and Coyote Spring Valley and Hidden Valley (bottom plot) for the period 1998 to 2005.
Lines represent periods of continuous data in the carbonate wells. Symbols represent periodic measurements, open for alluvial
wells and closed for carbonate wells. Note the different scales on the vertical axes. Three wells discussed in the text, CSV-2,
CE-VF-1, and CE-VF-2, are not plotted.
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transmissivity of the carbonate rock aquifer. Next, we
examine what these effects mean for regional spring
discharge.

Trends in Spring Discharge
Ultimately, much of the interest in ground water

level trends relates to effects on spring discharge. Since
1998, we have observed a small but widespread pumping-
induced decline in carbonate water levels in the MRSA
and adjacent basins, followed by a sharp increase in water
levels in response to the record precipitation in 2005.

Trends in spring discharge are similar to carbonate water
level trends, decreasing through 2004 and increasing after
that. The springs essentially behave as artesian flowing
wells. However, there are differences in the responses
among individual springs, as discussed subsequently.

We hypothesized that because the drawdown is wide-
spread and fairly uniform in the carbonate rock aquifer
underlying the MRSA, the sensitivity of any one spring
to declines in the water level should be related more to
the elevation of the spring orifice and the initial hydraulic
head rather than the proximity to pumping. Higher

Figure 8. Cluster tree of 11 carbonate and 5 alluvial wells, using average linkage and correlation coefficient distances, with
water levels from the period January 2001 to September 2005. The five alluvial wells are Lewis North, Lewis South, and Lewis
2 (all in the MRSA) and CSV-3 and CE-VF-1 (in Coyote Spring Valley).

Figure 9. Seasonal indexes for carbonate and alluvial monitoring wells with statistically significant seasonality, based on time
series seasonal decomposition of water level data for a 4-year period from January 2001 to December 2004. The seasonal index
is the average deviation of each month’s water level (in meters), from the level that was due to the other components that
month.
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elevation springs will be proportionately more sensitive
to a uniform decline in ground water levels than lower el-
evations springs because of their smaller hydraulic head.
The elevations of the spring orifices are presented in
Table 1. Figure 10 presents normalized spring discharge
for several springs of different elevations as a function of
ground water elevation at EH-5B. Higher elevation
springs have generally steeper regression slopes, meaning
that they lose proportionately more flow for a given
decline in head than the lower elevation springs. The
fairly uniform water level declines or increases observed
in the carbonate rock aquifer head result in much greater
proportions of head loss or gain at higher elevation
springs, with commensurate changes in flow. This in-
dicates that the sensitivity of the various springs to ground
water level declines is partly a function of their elevation
and initial hydraulic head.

The higher elevation springs may represent some of
the most important habitat for thermophilic, aquatic spe-
cies in the Muddy River Springs ecosystem. Tempera-
tures in the thermal water are warmer at the headwaters
of the springs (Cross 1976), and there is generally less
habitat disturbance and fewer introduced species in the
headwater areas, especially at some of the smaller higher
elevation springs. The position of these springs in the

landscape means that they are very important in terms of
habitat value and more susceptible to pumping-related
impacts.

Conclusions
When ground water development approaches the

limits of sustainability, even small changes in inflow, out-
flow, or storage can have economic or environmental
consequences. In this study, we explore the premise that
under such conditions, anthropogenic impacts of concern
may be on the same scale as climate variability and both
will need to be accounted for explicitly in any analysis.
We use statistical methods to examine the response of
water levels and spring discharge in a regional flow sys-
tem in southern Nevada to climate and pumping. We con-
sider the issue of climate parameterization and evaluate
the use of several measures of climate variability, includ-
ing raw precipitation data and several precipitation and
drought indexes. Ultimately, the cubic transform of
24-month moving average precipitation was the most use-
ful measure in our system because it captures the inte-
grated water level response to precipitation over time and
the asymmetric response of the system to wet conditions
over dry conditions. This sensitivity to wet years, often

Figure 10. Normalized flow at various springs in the MRSA as a function of EH-5B levels. Values on the x axis are from high
to low. Periods of record for each spring are given in the text.
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associated with El Niño events, has been described for
other ground water systems in the arid southwestern
United States (Hanson et al. 2006; Scanlon et al. 2006).

Using cluster analysis and time series seasonal
decomposition, we show that both climate and pumping
impacts are propagated at approximately the same scale
throughout much of the flow system. Relatively small
changes in carbonate water levels are observed to cause
corresponding changes in regional spring discharge. The
sensitivity of any one spring to changes in water levels is,
in part, related to the elevation and hydraulic head at the
spring. The higher the elevation of the spring, the less
hydraulic head at the spring initially and the more sensi-
tive the spring is to ground water level changes. This is
important since these springs represent some of the most
important habitat for aquatic species in the Muddy River
Springs ecosystem. Our statistical results give strong
inference that the carbonate rock aquifer and the regional
springs are well connected and responding to changes in
climate and pumping and that the system is reaching the
limits of sustainability.
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