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1.0 INTRODUCTION

This report was prepared to supplement the October 5, 2018, Comment Letter to the State Engineer 
Regarding Administrative Order for LWRFS (Comment Letter) submitted on behalf of the Las Vegas 
Valley Water District (LVVWD) and Southern Nevada Water Authority (SNWA) in response to the 
Nevada State Engineer's (NSE) Draft Order concerning the Lower White River Flow System 
(LWRFS). This report addresses in greater detail the points raised in the Comment Letter concerning 
water-resource conditions in the LWRFS and the imminent conflicts with senior water rights that 
would result from increased groundwater production. The NSE is urged to consider this report in 
making any temporary or final order concerning the administration of water rights and management 
of groundwater development in the LWRFS. 

The Nevada Division of Water Resources (NDWR) defines the LWRFS as the hydrographic areas 
(HA) of Coyote Spring Valley (HA 210), Hidden Valley (HA 217), Garnet Valley (HA 216), 
California Wash (HA 218) Muddy River Springs Area (HA 219), and the northwest portion of the 
Black Mountains Area (HA 215) (NDWR, 2018a). Figure 1-1 presents the boundary of the LWRFS. 
Kane Springs Valley is included within the area of interest because it contributes to the local recharge 
and is tributary to the LWRFS. The remainder of this section presents background information about 
the LWRFS and the purpose and scope of the work described in this document.  

1.1  Background

In 1989, the LVVWD filed applications with the NDWR to appropriate groundwater in Coyote 
Spring Valley. The NSE held administrative hearings on these applications and other applications 
filed by Coyote Springs Investment, LLC (CSI) during 2001. Subsequent to these hearings, several 
NSE orders, stakeholder agreements, and NSE rulings were issued. The pertinent details of the 
relevant documents are summarized in the following sections. 

1.1.1 Order 1169

In 2002, the NSE issued Order 1169 holding in abeyance all pending and new applications for the 
appropriation of groundwater from the carbonate-rock aquifer underlying Coyote Spring, Hidden, 
Garnet, and Lower Moapa valleys, and the Muddy River Springs and Black Mountains areas. In 
addition, the NSE required a five-year study during which at least 50 percent of the existing 
groundwater rights in Coyote Spring Valley would be pumped for at least two consecutive years. The 
NSE stated the purpose of the study and aquifer test was to “...determine if the pumping of those water 
rights will have any detrimental impacts on existing water rights or the environment.” (NSE, 2002). 
The NSE directed the following entities to complete the study:

• LVVWD

SE ROA 37707
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Figure 1-1
Area of Interest and Lower White River Flow System
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• SNWA
• CSI
• Nevada Power Company (hereinafter referred to as Nevada Energy)
• Moapa Valley Water District (MVWD) 

Order 1169 also instituted hydrologic monitoring and reporting requirements for the study 
participants and other water-right owners with points of diversion located in Garnet Valley and the 
Black Mountains Area. In April of 2002, the NSE granted requests by the Moapa Band of Paiute 
Indians (MBPI) and the U.S. Department of Interior to allow the Bureau of Indian Affairs, Fish and 
Wildlife Service (USFWS), and National Park Service (NPS) to participate in the study.

1.1.2 2006 Memorandum of Agreement

In 2006, to facilitate implementation of the Order 1169 study and aquifer test and to ensure 
protections of senior water rights and the endangered Moapa dace, the SNWA, CSI, USFWS, MBPI 
and MVWD entered into a Memorandum of Agreement (MOA) that instituted, among other things, 
Trigger Ranges associated with flows at the Warm Springs West gage under which pumping 
restrictions would apply (SNWA, 2006). These Trigger Ranges and the corresponding pumping 
restrictions are listed in Table 1-1.  

In addition, the MOA established a Hydrologic Review Team (HRT) composed of representatives of 
each MOA signatory. The HRT is tasked with analyzing hydrologic data and determining, on an 
annual basis, whether the pumping restrictions under each Trigger Range should be modified.

Table 1-1
Trigger Ranges at Warm Springs West Gage and Corresponding 

Pumping Restrictions
SNWA/1 CSI/1 MVWD/2 MBPI/3

 Water Rights considered 
under MOA (afy) 9,000 4,600 -- 2,500

Trigger Ranges (cfs) Pumping Restrictions (acre-feet per year [afy])

3.2 or less Parties meet to discuss and interpret data and plan mitigation measures

3.0 or less SNWA & CSI take actions to redistribute pumping -- --

3.0 - <2.9 < 8,050 -- --

2.9 - <2.8 < 6,000 -- < 2,000

2.8 - <2.7 < 4,000 -- < 1,700

< 2.7 < 724 -- < 1,250

/1 SNWA and CSI production from wells MX-5, RW-2, CS-1, CS-2 and other CSI wells in Coyote Spring Valley
/2 MVWD pumping restriction were only for the duration of the test
/3 MBPI pumping under permit no. 54075
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1.1.3 Order 1169 Aquifer Test and Order 1169A

Pumping associated with the aquifer test began in accordance with Order 1169 on November 15 
2010. The aquifer test was completed on December 31, 2012; however, production from SNWA’s 
MX-5 well continued into April 2013.

During the test, pumping rates of the SNWA MX-5 well ranged from 3,300 to 3,800 gpm and 
constituted the single largest stress on the carbonate aquifer in LWRFS. Equipment issues associated 
with the water treatment facility connected to the well resulted in periods of non-pumping during the 
test. Production volumes from the MX-5 well totaled 4,131 af and 3,961 af for calendar years 2011 
and 2012, respectively. Combined with CSI pumping from wells CSI-1 through CSI-4, a total of 
5,331 and 5,102 af were pumped in Coyote Spring Valley during calendar years 2011 and 2012, 
respectively. Additional production from the carbonate aquifer occurred during the test by MVWD in 
the Muddy River Springs Area (MRSA) and by several entities in Garnet Valley. A historical 
accounting of groundwater production in the LWRFS is presented in Section 4.0. Prior to and during 
the aquifer test, the study participants implemented a comprehensive hydrologic monitoring program 
under the direction of NDWR. Data were submitted quarterly to NDWR in electronic form and made 
available to all study participants and the public. 

The State Engineer issued amended Order 1169A on December 21, 2012 (NSE, 2012). In Order 
1169A, the NSE declared the aquifer test completed as of December 31, 2012 and solicited 
information from the study participants regarding the test, impacts, and the availability of water 
pursuant to the pending applications held in abeyance by Order 1169. The reports submitted by the 
MOA signatories are summarized in Section 2.0.

1.1.4 NSE Rulings Nos. 6254 through 6261

In January 2014, the NSE issued Rulings 6254 through 6261 (NSE, 2014a through h). In these rulings 
the NSE denied all pending applications in the LWRFS and found that “...the Order 1169 test 
measurably reduced flows in headwater springs of the Muddy River.” Based on the test results, the 
NSE ruled that there is no unappropriated groundwater and that the applications would conflict with 
existing rights and threaten to prove detrimental to the public interest. The NSE also ruled that the 
basins composing the LWRFS would be jointly managed. 

1.2 Purpose and Scope

The purpose of the work presented in this document is to summarize the current state of knowledge of 
the LWRFS, including spring discharge and perennial streamflow in the MRSA. Specific objectives 
are as follows:

• Evaluate hydrologic responses to the variable stress conditions affecting the LWRFS;
• Evaluate the recovery responses associated with the cessation of the 2-year aquifer test; and
• Identify trends in the behavior of key hydrologic variables.
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The scope of work includes a survey of the available information; compilation and analysis of 
time-series data; and the creation of various maps, tables, and charts to support the analyses and 
conclusions.

1.3 Approach

The objectives of this work were achieved by completing the following steps:

1. Performing a survey of the information available regarding the flow system, including 
hydrologic stress conditions and responses (Section 2.0).

2. Describing the flow system using the available information, including the interpretations 
derived from the data collected during the two-year aquifer test (Section 3.0).

3. Compiling and analyzing historical time-series data for natural and anthropogenic stresses 
affecting the hydrology of the LWRFS (Section 4.0).

4. Using historical time-series data to analyze the hydrologic responses of several variables that 
describe the historical conditions of the flow system over a period of decades (Section 5.0).

5. Summarizing the assessment of current water-resource conditions of the LWRFS
(Section 6.0).
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2.0 SOURCES OF INFORMATION

The assessment described in this document required a review of the existing literature and the use of 
large quantities of data acquired from various sources. 

2.1 Previous Investigations

Previous investigations completed by LVVWD/SNWA and others that are relevant to this assessment 
are summarized in this section. Such investigations started with the reconnaissance studies initiated in 
the late 1940s and have continued since. Only relevant studies documented after the issuance of 
NSE’s Order 1169A in December 2012 are summarized in this section.

2.1.1 Order 1169 Reports 

In the months following the completion of the 2-year aquifer test mandated by NSE Order 1169, the 
various stakeholders, including the MOA signatories, evaluated the test results and documented their 
interpretations, conclusions, and recommendations in reports submitted to the NSE in June of 2013. It 
should be noted that these reports relied upon only a few months of recovery data that were 
influenced by the SNWA MX-5 well which continued pumping through mid-April 2013 (see
Section 5.2.2 of this report for a more detailed explanation). 

SNWA (2013)

SNWA (2013) presents the data collected before and during the test, as well as interpretations of 
aquifer responses and water availability. Based on their analysis of the pre-test and test data, the 
major conclusions made by SNWA (2013) are as follows:

• Changes in groundwater levels are affected by both groundwater pumping from the carbonate 
aquifer and changes in prevailing hydrologic conditions before and after the aquifer test.

• The aquifer test confirmed that extensive hydraulic connectivity exists in the carbonate 
aquifer. However, the presence of boundaries and spatial variations in hydraulic conductivity 
affect the carbonate aquifer’s response depending on location. For example, no discernible 
responses were observed north of the Kane Springs Fault and west of the MX-5 and CSI wells 
near the eastern front of the Las Vegas Range (note: the lack of responses cited in SNWA 
(2013), referred to wells CSVM-3 and CSVM-5; see Sections 5.2.1 and 5.2.2 of this report for 
a more detailed explanation).

• Relatively minor declines in spring flow were observed at the highest elevation springs 
(Pederson and Pederson East springs) during the test. However, no changes were discerned in 
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the flows of the Muddy River at the U.S.Geological Survey (USGS) Muddy River near 
Moapa, Nevada gage, as these flows are mainly affected by local alluvial pumping in the 
MRSA.

• Pumping the existing groundwater rights in Coyote Spring Valley (CSV) during the test did 
not result in an unreasonable lowering of the groundwater table. Furthermore, recovery began 
when pumping was reduced to pre-test levels.

• It remains unclear if additional resource development beyond existing permitted rights could 
take place in Coyote Spring Valley at selected locations.

USFWS, Bureau of Land Management (BLM), and NPS (2013)

The USFWS, BLM, and NPS prepared a similar report in 2013. Their analyses included a numerical 
groundwater flow model developed by Tetra Tech (2012a and b) and SeriesSEE analysis. They 
attempted to calibrate the model using the data from the 2-year aquifer test and used the resulting 
model to make predictions. The SeriesSEE analysis was conducted to segregate the drawdowns 
caused by the MX-5 pumping well from those caused by the other pumping wells. Their main 
conclusions are as follows:

• Pumping at MX-5 caused drawdowns of about the same magnitude in the portion of the 
carbonate aquifer underlying Coyote Spring Valley, the MRSA, Hidden and Garnet valleys, 
and California Wash at the end of the test.

• Using the results of the SeriesSEE analyses, USFWS et al. (2013) delineated the connected 
portion of the carbonate aquifer, which they state includes the source of the Muddy River 
Springs and majority source of the Muddy River. 

• Based on these analyses, USFWS et al. (2013) concluded that pumping from the connected 
portion of the carbonate aquifer causes drawdowns of about the same magnitude throughout 
the delineated area. 

• Based on previous information and the results of their analysis of the test data, they also 
concluded that no additional groundwater is available for appropriation. 

Johnson and Mifflin (2013)

Johnson and Mifflin (2013) also prepared a report of the analysis of the 2-year aquifer test data. Based 
on their analysis, they found that (1) the portion of the WRFS located south of Pahranagat Valley 
consists of two separate flow fields, the northern and southern flow fields, that responded differently 
to the pumping in Coyote Spring Valley; and (2) the variations in the Muddy River baseflow caused 
by natural stresses are of the same order of magnitude as the pumping stresses in Coyote Spring 
Valley during the two-year aquifer test. Based on their analyses, they made the following four 
recommendations:

• At least four of the basins that include and extend upgradient from the MRSA should be 
combined into one water-management unit. 
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• The pending LVVWD water rights applications in this area should be denied on the grounds 
that they would impact senior rights by the full amount. 

• The existing undeveloped permits located within the combined area must be mostly revoked, 
restricted, or very carefully managed to avoid periods of eliminated Muddy River base flows 
in the Springs-area headwater reaches in the future. 

• A large interim pumping test should be conducted in the northern portion of the Southern 
Flow Field to better evaluate the water-resource potential of this portion of the flow system.

CSI (2013)

CSI (2013) conducted a qualitative analysis of the 2-year aquifer test and concluded that the effects of 
pumping during the test generated a shallow drawdown cone that extends miles from the MX-5 well. 
Using the observations from the test and monitoring data collected by SNWA, CSI (2013) concluded 
the following: 

• The Kane Spring fault acts as a groundwater barrier to groundwater flowing from north to 
south in Coyote Spring Valley and may also serve as a barrier to pumping from wells located 
north of the fault.

• Based on supporting information from SNWA's Annual Monitoring Reports, additional 
groundwater is available for appropriation in Coyote Spring Valley. 

• Water-right applications submitted by CSI and SNWA should be fully or partly granted. 

Myers (2013)

Myers (2013) describes an analysis of the 2-year aquifer test and a review of the groundwater flow 
model developed by Tetra Tech for the southern White River Flow System (WRFS) (Tetra Tech, 
2012a and b). Myers (2013) concluded the following: 

• The Order 1169 aquifer test data and the Tetra Tech groundwater flow model predictions 
indicate that pumping from existing groundwater rights in Coyote Springs Valley and the 
MRSA will cause the spring discharge to decrease to dangerous levels.

• Any additional water rights potentially granted in the future will cause the spring discharge to 
decrease further below the required target rates, and may eventually dry up some or all of the 
springs in the MRSA.

2.1.2 Annual Data Reports (2013-2018)

This assessment relied upon the annual data reports prepared by the Order 1169 study participants and 
others who submit quarterly data to NDWR. Among these reports are the ones prepared by SNWA, 
MVWD, NVE and the HRT.
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SNWA Annual Monitoring Reports

SNWA prepares and submits annual monitoring reports in satisfaction of water-right permit terms for 
groundwater and surface-water sites throughout the LWRFS. The reports of particular interest are the 
ones prepared after the completion of the aquifer test as they contain data characterizing the recovery 
responses to the pumping stresses imposed during the 2-year aquifer test (SNWA, 2013 through 
2018). 

HRT Annual Determination Reports

Also relevant to this assessment are the annual reports prepared by the HRT after the completion of 
the test (2013 through 2018). The MOA signatories collect and analyze data and share their findings 
to satisfy the objectives of the MOA. Since the MOA was signed in 2006, extensive data collection 
and analysis efforts have been performed, including those associated with the Order 1169 study. The 
HRT annual reports include descriptions of previous monitoring activities and interpretations 
prepared by the signatories in the form of appendices. Based on the findings of each year, the HRT 
makes recommendations about the action levels associated with the Trigger Ranges. As in all 
previous reports, HRT (2018) recommended that no changes be made to the existing pumping 
restrictions listed in the MOA (SNWA, 2006) and presented in Table 1-1. 

2.1.3 Other Reports

A few other relevant reports have been issued since the completion of the 1169 aquifer test including 
the following:

Huntington et al. (2013) 

Huntington et al. (2013) prepared a technical memorandum for SNWA containing estimates of 
evapotranspiration (ET) for the MRSA from 2001-2012. This work was part of a larger project 
designed to identify trends in ET over the period of 2001-2012 and the potential impacts that land 
management practices and vegetation changes may have on ET.

Rowley et al. (2017)

Rowley et al. (2017) published a comprehensive report describing the geology and geophysics of a 
large area including parts of eastern Nevada and western Utah, and comprising the LWRFS. The
report includes geologic maps at a scale of 1:250,000 based on various published and unpublished 
geologic maps, site studies and new local geologic maps. Their report includes 25 new geologic cross 
sections at the same scale and interpretations of new geophysical data collected by the U.S. 
Geological Survey. 

2.2 Data Sources

Data relevant to this evaluation of the water resource conditions of the LWRFS were obtained from 
many project-related sources as well as regional and national sources. Monitoring of hydrologic 
conditions and reporting of surface-water diversions and groundwater production has been on-going 
in the LWRFS for decades. Through the collective efforts of water-right owners, several monitoring 
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programs have been implemented to comply with monitoring and reporting requirements associated 
with permit terms. In addition, the NDWR instituted comprehensive monitoring and reporting 
requirements associated with the Order 1169 study to ensure pertinent data were collected and 
reported in a timely manner. These data are summarized in annual data reports and are accessible on 
the NDWR website at http://water.nv.gov/Order1169Menu.aspx. 

In addition, SNWA and NDWR participate in joint funding agreements with the USGS to fund 
operation and maintenance of several important surface-water and groundwater sites located within 
the LWRFS. These data are accessible through the USGS National Water Information System and 
Groundwater Site Inventory database (NWIS) (USGS, 2018). Additional data were compiled from 
the NDWR drillers log database (NDWR, 2018b), published reports documenting well completions 
or hydrologic studies. However, the majority of the data presented in this report were collected and 
reported by the 2006 MOA signatories and Order 1169 study participants. 

Climate records spanning long periods were necessary for this assessment are not available for 
meteorological stations located within the LWRFS. Thus, climate data were obtained from the 
following agencies:

• Western Region Climate Center (WRCC) at https://wrcc.dri.edu/summary/Climsmnv.html
• National Oceanic and Atmospheric Administration (NOAA) at https://www.noaa.gov/climate
• Parameter-elevation Regressions on Independent Slopes Model (PRISM) at 

http://www.prism.oregonstate.edu/
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3.0 LWRFS DESCRIPTION

The boundary of the LWRFS was initially described in NSE Rulings 6254 through 6261 (NSE, 2014a 
through h), inclusive, and a figure attached to the rulings that identified the Order 1169 basins. The 
boundary of the LWRFS is depicted in Figure 1-1. This section presents the physiography, climate, 
and hydrogeology of the LWRFS, and a description of the surface-water and groundwater hydrology. 

3.1 Physiography

The LWRFS is within the Basin and Range physiographic province of the Great Basin, which is 
characterized by a series of parallel to sub-parallel, north-trending mountain ranges separated by 
elongated alluvial valleys (Fenneman, 1931). The western margin of the LWRFS is defined by the 
Sheep Range in the north and the Las Vegas Range in the south. The Sheep Range is the highest range 
in the LWRFS with peak elevations ranging from 7,000 to nearly 10,000 ft amsl. The eastern 
boundary of the LWRFS is defined by the Muddy and North Muddy mountains in the south and by 
the Meadow Valley and Delamar mountains in the north. Adjacent to the LWRFS, in Kane Springs 
Valley, elevations in the Delamar Mountains exceed 7,000 ft amsl. Included within the LWRFS are 
the Coyote Spring, Elbow, Arrow Canyon, and Dry Lake ranges all having elevations less than 
6,000 ft amsl (Figure 3-1). During the Pleistocene Epoch, the White River flowed through Coyote 
Spring Valley entering the valley from southern Pahranagat Valley and traveling south and then 
southeast between the Arrow Canyon Range and the Meadow Valley Mountains where it continued 
along the present course of the Muddy River (Eakin, 1964). The elevations along this ancestral 
feature range from just above 3,000 ft amsl where it enters Coyote Spring Valley to 1,420 ft amsl 
where the river leaves California Wash near Glendale, Nevada.  

3.2 Climate

The climate of the LWRFS is typical of southern Nevada ranging between arid and semi-arid 
conditions. This climate is characterized by small amounts of precipitation occurring mostly on the 
surrounding mountains, and high summer temperatures and evaporation rates. Winter-season
precipitation occurs as snow at the higher elevations of the Sheep and Delamar Ranges and serves as 
the primary source of local recharge. During the summer months, precipitation occurs as a result of 
local storms. Air temperatures vary greatly on a daily and seasonal basis. Climate variations 
constitute natural stresses to the hydrologic system of the LWRFS and are discussed in more detail in 
Section 4.0.

3.3 Hydrogeology

The hydrogeology of the LWRFS is characterized by the complex geology of the area, which ranges 
in age from Precambrian siliciclastic rocks to Tertiary and Quaternary alluvial deposits that have been 
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Figure 3-1
Physiography of the Area of Interest including the LWRFS
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structurally deformed during several tectonic episodes (Rowley et al., 2017). Three tectonic episodes 
as well as extensive volcanism have affected the region. The Antler deformation and Sevier 
deformation resulted in east-verging thrust sheets in which Paleozoic carbonate rocks were placed 
over the top of each other as well as over younger rocks producing thick sequences of carbonate rocks 
in the region. The third tectonic episode is the middle Miocene to Holocene basin-range deformation 
that shaped the current topography of the Great Basin. In this episode, basin-range faulting produced 
horst and graben topography resulting in typically deep basins and relatively high mountain ranges 
that are generally oriented north-south (Rowley et al., 2017).

The following sections summarize the structural setting and hydrogeology of the LWRFS, with 
reference to the 1:250,000 scale hydrogeologic map of Rowley et al. (2011) presented in Figure 3-2. 
The map is based on a geologic map and cross sections for a region including portions of White Pine, 
Lincoln, and Clark counties in Nevada, and adjacent areas. 

3.3.1 Structural Setting

Major structural episodes have caused faulting within the LWRFS. These episodes have influenced 
the distribution and thickness of geologic units and the geometry of the basins and ranges. Major fault 
structures within the area are described in the following sections. 

Thrust Faults

Thrust faults within the LWRFS include the Muddy Mountain thrust in the Muddy Mountains, the 
Dry Lake thrust in the Dry Lake Range, and the Gass Peak thrust in the eastern Sheep Range 
(Figure 3-2). As previously stated, the importance of these faults is that they create very thick 
carbonate rock sequences that, as a result of compression and transport, have significant fracture 
development and therefore increased permeabilities (Heilweil and Brooks, 2011; Page et al., 2005). 
However, the thrust faults themselves may act as barriers to groundwater flow (Page et al., 2005). 

Strike-Slip Faults

The left-lateral strike-slip fault of the Pahranagat Shear Zone (PSZ) and the right-lateral strike-slip 
fault of the Las Vegas Valley Shear Zone (LVVSZ) occur just to the north and south of the LWRFS, 
respectively. Faults of the PSZ, provide a partial barrier to southward flow from southern Pahranagat 
and Delamar valleys into the LWRFS (Rowley et al., 2011). Groundwater likely flows south through 
the barrier into Coyote Spring Valley along north-trending normal faults and fractures (Rowley et al., 
2011). The LVVSZ has been interpreted to be a barrier to southward groundwater flow (Heilweil and 
Brooks, 2011). 

The Kane Springs Wash Fault Zone is a left-lateral and normal down-to-the-west oblique fault that 
occurs in Kane Springs Valley and the northern portion of Coyote Spring Valley (Figure 3-2). The 
oblique fault along with the Kane Springs caldera and thrust faults likely prevent groundwater flow 
between Kane Springs Valley and Meadow Valley Wash (Rowley et al., 2011). In Coyote Spring 
Valley the Kane Springs Wash Fault may act as a partial barrier to flow, impeding flow across the 
fault from north to south. 
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Normal Faults

The main phase of Basin and Range deformation which began around 10 Ma, is characterized by 
steeply-dipping, north-striking, normal faulting (Rowley et al., 2017). This faulting is responsible for 
the formation of the present-day physiography of north-trending basins and ranges forming the 
LWRFS (Page et al., 2011). The many Basin and Range faults that underlie and define the sides of 
Coyote Spring Valley provide the pathways for southward groundwater flow (Harrill et al., 1988; 
Schmidt and Dixon, 1995). A major part of that groundwater flows southeast, between the northern 
end of the Arrow Canyon Range and the southwestern end of the Meadow Valley Mountains along 
what has been referred to as the east Arrow Canyon Range fault zone (Page et al., 2011; Rowley et al., 
2011). East-striking faults intersect the north-striking faults likely increasing the permeability of 
carbonate rocks in the MRSA (Page et al., 2011; Rowley et al., 2017). It is well known that the 
southeast-flowing groundwater is the principal source of many large springs in the MRSA, which 
currently create the perennial flow of the Muddy River (Schmidt and Dixon, 1995; Donovan et al., 
2004; Buqo, 2007; Donovan, 2007; Johnson, 2007).

3.3.2 Hydrogeologic Setting

The hydrogeologic map presented in Figure 3-2 was constructed by grouping geologic units with 
similar hydrologic properties into hydrogeologic units. The following sections summarize the 
geology and hydrogeology of the mountain ranges within and at the boundaries of the LWRFS.

Delamar Mountains

The Delamar Mountains at the northern LWRFS boundary are dominated by Tertiary caldera 
complexes including the Kane Springs Wash caldera complex (Rowley et al., 1995; Scott and 
Swadley, 1995; Scott et al., 1996; Dixon et al., 2007). The main bounding fault of the Delamar 
Mountains is the down-to-the-west normal fault on the western side, which is joined from the 
southwest by several splays of the left-lateral and normal PSZ (Ekren et al., 1977). In Kane Springs 
Valley, the bounding fault is the oblique (left-lateral and normal down-to-the-west) Kane Springs 
Wash fault zone (Swadley et al., 1994). Tertiary caldera complexes forming the northern boundary of 
Kane Springs are effective barriers to groundwater flow. The calderas are barriers primarily because 
of their underlying intracaldera intrusions and both hydrothermal clays and contact-metamorphic 
rocks formed by emplacement of the intrusions into intracaldera tuffs (Rowley et al., 2011). 
Groundwater likely enters the LWRFS from southern Delamar Valley along the PSZ to Pahranagat 
Valley and then through the PSZ and along north-striking normal faults into Coyote Springs Valley 
(Figure 3-2). 

Southern Sheep Range, Las Vegas Range, and Elbow Range

The southern Sheep Range is underlain by mostly Cambrian and Ordovician carbonate rocks that dip 
eastward (Guth, 1980). The range is a large tilt block uplifted along major north-striking, basin-range 
normal faults on its western side. The range is on the upthrown western side of the low-angle, 
west-dipping Gass Peak thrust. The thrust transported Neoproterozoic to Cambrian quartzite and 
Cambrian to Devonian carbonate rocks eastward over Cambrian to Mississippian rocks (Dohrenwend 
et al., 1996).
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The Las Vegas Range is defined by the Gass Peak thrust, which transported rocks as old as the 
Cambrian Wood Canyon Formation eastward over Mississippian, Pennsylvanian, and Permian 
carbonate rocks of the Bird Spring Formation (Maldonado and Schmidt, 1991). Most of the range is 
made up of folded Bird Spring limestone, with the Gass Peak thrust exposed along its western side 
(Maldonado and Schmidt, 1991; Page, 1998). The small Elbow Range, which bounds the Las Vegas 
Range on the northeast, is made up of thrusted and folded Bird Spring Formation that has been 
uplifted as a horst (Page and Pampeyan, 1996). 

Meadow Valley Mountains

The Meadow Valley Mountains constitutes a narrow, generally low, north-northeast-trending range 
about 40-mi-long. The northern 30 mi of the range consists mostly of outflow ash-flow tuffs and part 
of the Kane Springs Wash caldera complex. The southern end of the Meadow Valley Mountains, just 
east of Coyote Spring Valley, is made up of mostly thrust-faulted and normally faulted Paleozoic 
rocks (Pampeyan, 1993; Swanson and Wernicke, 2017). 

Arrow Canyon Range

The Arrow Canyon Range is a sharp, narrow, north-trending range consisting of a syncline of 
Cambrian to Mississippian carbonate rocks. It is uplifted along its western side by normal faults of the 
Arrow Canyon Range fault zone (Schmidt and Dixon, 1995; Page and Pampeyan, 1996; Page, 1998). 
The trace of the north-striking Dry Lake thrust, which carries Cambrian rocks over Silurian through 
Permian carbonate rocks, is exposed and projected north just east of the range (Page et al., 1992; 
Schmidt and Dixon, 1995; Beard et al., 2007).   

North Muddy Mountains, Muddy Mountains, and Dry Lake Range

The southeastern corner of the LWRFS contains the Cretaceous-Triassic clastic rocks of the North 
Muddy Mountains and the Muddy Mountains (Bohannon, 1983). West of the Muddy Mountains and 
east of the Apex Industrial Park, is the small Dry Lake Range. This range is made up mostly of Bird 
Spring carbonate rocks. A narrow arm of bedrock extending west from Apex connects with the 
southern Arrow Canyon Range/Las Vegas Range. Basin-fill sediments to the northeast along the I-15 
corridor (California Wash area) belong to an east-tilted half graben that reaches depths of 9,000 to 
12,000 ft (Langenheim et al., 2001, 2010; Scheirer et al., 2006).

3.4 Hydrology

The hydrology of the LWRFS is presented in this section including descriptions of prominent 
surface-water features and associated time-series records of discharge; as well as descriptions of 
groundwater characteristics including aquifer types and conditions, and occurrence and movement. 
The sources of the data utilized in this section are described in Section 2.0.

3.4.1 Surface Water

The primary surface-water features of the LWRFS are located within the MRSA where five 
spring-complexes and numerous gaining stream reaches form the headwaters of the Muddy River, the 
only perennial stream within the LWRFS (Figure 3-3). There are additional small springs in Coyote 
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Spring and Kane Springs valleys which discharge groundwater sourced from local recharge; however, 
these springs are not described in this report.   

The source of water for the springs and the gaining stream reaches that form the headwaters of the 
Muddy River is the regional carbonate aquifer (Eakin, 1964; Rowley et al., 2017). Discharge from the 
springs coalesce with the gaining reaches to form the main channel of the Muddy River just above the 
USGS Muddy River near Moapa, Nevada (NV) gaging station. Figure 3-3 depicts the location of this 
gaging station and several other USGS gaging stations. Also depicted are the locations of metered 
surface-water diversions in the headwaters area. Table 3-1 lists the periods of record for each of the 
gaging stations.   

There are three gaging stations that are critical to the analyses presented in this report. Two are 
associated with the Pederson Spring Complex: Pederson Spring near Moapa, NV and Warm Springs 
West near Moapa, NV. The Pederson Spring gage is important because it measures flow from the 
highest elevation spring within the MRSA representing groundwater discharge from the regional 
carbonate aquifer. The Warm Springs West gage is important because flow triggers have been 
established at the gage as part of the 2006 MOA (see Table 1-1). The Muddy River near Moapa gage 
is important because the streamflow at this location is a measure of the regional spring discharge and 
has the longest period of record. Details for each are presented in the following sections.       

Figure 3-3
Spring Complexes, Streams, Diversions, and Gaging Stations 

within the Headwaters of the Muddy River
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Pederson Spring Complex 

The Pederson Spring near Moapa, NV gage (09415910) measures spring discharge from the highest 
elevation spring in the Muddy River headwaters area. The gage record begins in 1986, but is missing 
data from 1994 to 1996. It includes underreported records from 2003 until April 2004 during which 
time discharge was observed bypassing the gage. The gage was replaced in April 2004. Figure 3-4 
presents the flow record for the gage for the period 1986 to present. As the highest-elevation spring, it 
is considered to be the most sensitive to changes in groundwater conditions associated with the 
regional carbonate aquifer, and, therefore, a good indicator of how these changes affect spring 
discharge in the MRSA.    

Table 3-1
USGS Gaging Stations in the Headwaters of the Muddy River

USGS Station 
Number Gaging Station Name

Period of Record 
for Daily Average flow

09415900 Muddy Springs at LDS Farm near Moapa, NV (LDS gage) August 1985 to Present

09415908 Pederson East Spring near Moapa, NV (Pederson East gage) May 2000 to Present

09415910 Pederson Spring near Moapa, NV (Pederson gage) October 1986 to Present1

09415920 Warm Springs West near Moapa, NV (Warm Springs West gage) August 1985 to Present2

09415927 Warm Springs Confluence at Iverson Flume near Moapa, NV (Iverson Flume gage) October 2001 to Present

09416000 Muddy River near Moapa, NV (Moapa gage)
July 1913 to September 1915
May 1916 to September 1918

October 1944 to Present

Note: 1Flow data in the latter half of 2003 through April 2004 reflects flows bypassing the gage through a leak in the weir. The weir was 
replaced in April 2004.

          2Flow records prior to 1996 were influenced by agricultural diversion above the gage.

Figure 3-4
Pederson Spring near Moapa, NV - Daily Discharge Record (1986 to present)
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Warm Springs West near Moapa, NV Gage (09415920)

The Warm Springs West near Moapa, NV gage (09415920) is a parshall flume that measures the total 
discharge from the Pederson Spring complex. The period of record ranges from 1985 to present. Gage 
records prior to October 1997 are considered unreliable because the flows were influenced by an 
unmetered agricultural diversion above the gage. Figure 3-5 presents the flow measured at the gage 
for the period of record. Trigger Ranges at various flow rates have been established at the gage for the 
purpose of initiating water management actions per the 2006 MOA. These actions are designed to 
protect instream flow rights and habitat for the endangered Moapa dace.        

Muddy River near Moapa, NV Gage (09416000)

The USGS Muddy River near Moapa, NV gage (Station No. 09416000; hereinafter referred to as the 
MR Moapa gage) measures the streamflow contributions from spring complexes, gaining reaches and 
intermittent flood flows. Streamflow is directly affected by surface-water diversions and 
evapotranspiration occurring above the gage. Figure 3-6 presents a time-series chart of the annual 
streamflow measured at the MR Moapa gage for the period 1945 to 2017. Also presented on the chart 
is a record of these flows that has been adjusted to remove the influence of intermittent flood flows. 
These influences were removed from the daily mean flow record using a method that replaces the 
identified flood flow with the median monthly flow as described in Johnson (1999). The resulting 
flow record is more representative of actual baseflow conditions at the gage. The flood-adjusted flow 
record is used in the analyses presented in this report.       

The mean annual flow measured at the MR Moapa gage in 1946 was 46.8 cfs (33,900 af). This flow 
rate is considered the pre-development baseflow because it predates municipal and industrial 
surface-water diversions and exports by NVE and MVWD, as well as groundwater development 
within the MRSA. This baseflow also matches the average mean annual flow when the gage was 
operated intermittently between 1913 and 1918. During two intervals covering 3-years (July 1, 1913 
to June 30, 1915 and October 1, 1916 to September 30, 1917) the average flood-adjusted mean annual 
flow was 47.0 cfs (34,000 afy), a difference of 100 afy from the 1946 flow rate.   

Figure 3-5
Warm Springs West near Moapa, NV - Daily Discharge Record (1985 to present)
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The 1946 pre-development baseflow also corresponds with information compiled by Eakin (1964). 
Eakin (1964) reported a 25-year average flood-adjusted mean annual flow of 46.4 cfs (33,600 afy) 
using intermittent data between 1914 and 1962. In addition, Eakin (1964) estimated that 
approximately 2,000 to 3,000 afy of spring flow was being consumed by phreatophytes between the 
spring orifices and the gage, which infers that the pre-development groundwater discharge above the 
gage was approximately 36,000 to 37,000 afy (50 to 51 cfs). 

As illustrated by Figure 3-6, the gage flow during pre-development conditions only varied by about 
1,000 afy from 1945 to 1955. Starting in the early 1960s, Muddy River streamflow began to decline 
from the 33,900 afy pre-development baseflow. This decreasing trend continued, reaching a low of 
about 22,000 af in 2003. By this time, streamflow had declined by over one-third of the 
pre-development baseflow. Streamflow has since recovered, and by the end of 2017 the mean annual 
flood-adjusted flow was 30,300 af. The causes of this decline and subsequent recovery are analyzed 
in Section 5.0.

3.4.2 Groundwater

Descriptions of the groundwater characteristics of the LWRFS, including aquifer types and conditions 
and groundwater occurrence and movement are presented in this Section. 

3.4.2.1 Aquifer Types and Conditions

The hydrogeology described in Section 3.3 can be further simplified into a groundwater system 
composed of a regional carbonate aquifer interconnecting the basins of the LWRFS and one or more 
areas where saturated basin-fill is present. The regional carbonate aquifer is contiguous throughout 
the basins, while the saturated basin fill occurs primarily within the basin centers.

Figure 3-6
Muddy River near Moapa, NV (1945 to 2017)
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Regional Carbonate Aquifer

The identification of the regional carbonate aquifer was made by Eakin (1964, 1966) who noted that 
the large discharge from the springs located within the MRSA could not be supported by the 
relatively small local recharge. As a result, Eakin (1966) concluded that the springs were discharging 
groundwater originating from basins located upgradient. Eakin (1966) developed a water balance for 
thirteen basins located within south-eastern Nevada, ending with the MRSA. Based on the results, he 
concluded that recharge in these basins contributes to the discharge of the Muddy River springs and 
that the Paleozoic carbonate rocks must be the primary system that is transmitting water between 
these basins. Investigations conducted after Eakin (1966) revealed that the hydraulic connection of 
the carbonate aquifer extends to basins located south of the MRSA (SNWA, 2009; Burns and Drici, 
2011; SNWA, 2013).

The regional carbonate aquifer is predominantly composed of thick sequences of Paleozoic and 
Mesozoic carbonate rocks that have well-developed fracture networks (Heilweil and Brooks, 2011). 
As described in Section 3.3.2, thick sequences of carbonate rocks occur throughout the LWRFS as 
thrust faulting has placed carbonate rocks sequences on top of other carbonate rock sequences. The 
compressional and transport processes that are involved with thrusting may lead to significant 
fracture development (Heilweil and Brooks, 2011). Carbonate rocks typically have a low 
permeability but may have very high secondary permeabilities as result of dissolution of the 
carbonate minerals along faults, fractures, and bedding planes (Schaefer et al., 2005). 

Basin-Fill Aquifers

Saturated basin-fill may form aquifers in the LWRFS. Where they occur, these aquifers generally 
overlie the regional carbonate aquifer system and are typically separated from one another by 
mountain ranges composed of consolidated rocks (Schaefer et al., 2005). The aquifers are composed 
of Tertiary sediments consisting of eroded limestone, conglomerate, sandstones, as well as 
Quaternary alluvium, colluvium, playa deposits, and eolian deposits (Page et al., 2011). Basin-fill can 
be composed of many sediment types with different grain sizes and levels of sorting, and, 
consequently, can have a large range of permeabilities (Heilweil and Brooks, 2011). Basin-fill 
aquifers within the LWRFS occur at great depths above the carbonate aquifer, as perched, or as 
semi-perched systems. 

MRSA Alluvial Reservoir

The interbedded fine- and coarse-grained sediments in the MRSA, that overlay the Muddy Creek 
Formation, form a highly transmissive shallow, alluvial aquifer that comprises at least the top 125 feet 
of basin fill based on well driller’s logs. This local aquifer acts as a reservoir whose storage and 
outflow is sourced from the regional carbonate aquifer. The water table of this shallow alluvial 
reservoir is generally within a few feet of land surface, and outflow occurs as spring discharge, 
seepage to gaining reaches of the Muddy River, or as ET.
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3.4.2.2 Occurrence and Movement

Figure 3-7 is a map presenting the current conceptualization of groundwater occurrence and 
movement within the LWRFS. The map depicts areas of potential local recharge and primary 
groundwater discharge, groundwater flow directions, and current aquifer conditions observed at 
selected monitor wells during January to March, 2018, a period when pumping is at its lowest during 
the year. The areas of potential recharge were approximated by areas where normal precipitation is 
greater than 8 in. The PRISM 800-meter normal precipitation grid was used for this purpose (Daly et 
al., 1994, 1997, 1998, 2008). Aquifer conditions are represented by measurements of static or 
near-static water-level elevations on the map (Figure 3-7). Depth-to-water and water-level elevation 
data are presented in Table A-1 (Appendix A). The existing well data are insufficient for the 
development of potentiometric contour maps. Thus, the discussion is based on the well data presented 
in this section, supplemented by information from previous interpretive reports.    

As stated above, within the LWRFS, groundwater occurs in basin-fill and carbonate-rock aquifers. 
Within many of the LWRFS basins, groundwater in the basin fill occurs at great depths, or as perched 
as is the case in the extreme northern area of Coyote Spring Valley (Eakin, 1964). The alluvial 
reservoir of the MRSA constitutes an exception in the LWRFS. Depth to water within the basin fill 
ranges between about 3-4 ft at the LDS Central well in the MRSA to about 751 ft bgs (02/14/2018) at 
the CSV3011M well in Coyote Spring Valley (Appendix A). The shallower depths to water occur 
within the alluvial reservoir, downgradient from the Muddy River springs. The greater depths to 
water in the basin fill occur in northern and southern Coyote Spring Valley. Groundwater also occurs 
at substantial depths in other basins of the LWRFS. For example, the Byron Well completed in the 
basin fill within California Wash basin has a depth to water of about 238 ft bgs (10/09/2018) 
(Appendix A).

Depth to groundwater within the carbonate aquifer of the LWRFS varies significantly. In general, 
depth to water is near the surface in the MRSA and much deeper in the other basins. A better 
understanding of the deeper groundwater that occurs in the carbonate aquifer of the LWRFS was 
developed based on the water-level responses, which are discussed in greater detail in Section 5.0. 
The responses depend on the relative locations of the wells with respect to the range-front faults 
located at the base of the mountain ranges (Figure 3-2). These faults have created structural basins 
where most of the wells are located. 

Within the Coyote Spring Valley structural basin, water-level elevations are higher in the northern 
portion of the valley and decrease to the south. Wells located within the structural blocks of the 
mountain ranges are significantly higher (e.g., CSVM-3 and CSVM-5). Well CSVM-3, which has a 
depth to water of 444 ft bgs (02/14/2018), is located to the far north of the valley and within a 
different structural block composing the southern Delamar Mountains. Water levels in this structural 
block are greater than 320-ft higher than those observed in wells CSVM-4 and KMW-1 to the 
southeast that are completed within the Kane Spring fault zone. Well CSVM-5 is located high off the 
valley floor and within the structural block of the Sheep Range and has a depth to water of 1,080 ft 
bgs (02/14/2018). At the CSVM-5 site, the Gass Peak thrust fault has influenced the geologic setting 
by causing the bedding orientation of the carbonate strata to be nearly vertical at the surface. Except 
for these two wells, water levels throughout the LWRFS respond in the same manner. This indicates a 
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high-degree of hydraulic continuity between the structural basins of the LWRFS, including Kane 
Springs Valley. 

Based on the well data described in this section and presented in Figure 3-7 and Appendix A, the 
minimum depth to water measured within the connected portion of the carbonate aquifer was about 
31 ft bgs (03/16/2018) measured at well EH-5B in the MRSA. The maximum depth to water of 970 ft 
bgs (02/14/2018) was measured at well CSVM-4 in northern Coyote Springs Valley. Measured 
depth-to-water values in Garnet Valley range from about 259 to 883 ft bgs, all measured in early 
2018. Despite the large differences in depth to water across the LWRFS, groundwater elevations in 
the carbonate aquifer near the center of the valleys only vary by approximately six feet between 
central Coyote Spring Valley, and Garnet Valley and Black Mountains Area to the south, and the 
MRSA and California Wash to the east. These minor differences in groundwater elevation across such 
a broad area are indicative of a high degree of hydraulic connection as demonstrated by the results of 
the NSE Order 1169 aquifer test. 

In general, groundwater flows from areas of natural recharge at high elevations to lower-elevation 
areas of discharge. The source of natural recharge for the carbonate aquifer underlying the LWRFS is 
a combination of regional groundwater inflow from the upper portion of the WRFS including 
Pahranagat, Delamar, and Kane Springs valleys; and from local recharge in the mountain ranges 
bounding the LWRFS (Figure 3-7). The potential areas of local recharge shown on the map are 
approximated by areas where annual precipitation is greater than 8 in. Such areas occur mainly on the 
higher elevations of the Delamar Mountains in Kane Springs Valley and northern Coyote Spring 
Valley, and the Sheep Range along the western boundary of Coyote Spring Valley. As shown on the 
map (Figure 3-7), natural groundwater discharge in the LWRFS occurs through springs and seeps 
located in the MRSA and through ET from riparian and phreatophytic vegetation. Groundwater 
contributing to the headwaters of the Muddy River leaves the flow system in the form of surface 
water along this stream. 

Groundwater flow directions in the regional carbonate aquifer have been defined based on a detailed 
analysis of groundwater measurements and the hydrogeology of the WRFS described in SNWA 
(2009) and Burns and Drici (2011) and are shown as red arrows in Figure 3-7. Groundwater flow 
within Coyote Spring Valley is to the south-southeast, primarily to the regional springs in the MRSA. 
However, some groundwater in Coyote Spring Valley is also believed to flow to the south (to Hidden 
and Garnet valleys) based on groundwater elevations, accommodating hydrogeology, and the results 
of the NSE Order 1169 aquifer test. In the southern portion of the LWRFS (i.e., Garnet Valley), 
groundwater flow is to the northeast and California Wash. Groundwater discharge from the carbonate 
aquifer in the MRSA saturates the local alluvial reservoir. 
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4.0 NATURAL AND ANTHROPOGENIC STRESSES

Groundwater levels, spring discharges, and perennial streamflow in the LWRFS are affected by many 
natural and anthropogenic stresses. The effects of these stresses depend on their magnitude, duration, 
and frequency, and can be classified as short- or long-term.

4.1 Natural Stresses

Natural stresses on a given hydrologic system include precipitation, air temperature, barometric 
pressure, earth tides, and earthquakes. Barometric pressure, earth tides, and earthquakes are 
considered to be short-term effects and are not given further consideration in this analysis. Air 
temperature, which is a controlling factor of ET, changes seasonally causing seasonal fluctuations in 
ET which may affect groundwater levels and discharge where ET occurs. In the LWRFS and its 
tributary basins, precipitation is the main source of recharge and is, therefore, the main driver of its 
hydrology. Changes in precipitation can cause both short- and long-term effects in the groundwater 
levels and discharge from the area.  

The LWRFS is within the Nevada Division 4 climate zone (Division 4) as defined by the National 
Oceanic and Atmospheric Administration’s (NOAA) Climate Divisional Database (Figure 4-1). 
Divisional climate data are reported as average monthly values derived from daily climate 
observations within each climate division. Precipitation and air temperature data are of particular 
importance to the hydrology of the area of interest and were obtained from the on-line database 
(NOAA, 2018). 

Annual precipitation within Nevada Division 4 was compiled for the period 1895 to 2018. Winter 
precipitation in the LWRFS is understood to be the dominant source of local recharge. Winograd et al. 
(1998) demonstrated that winter precipitation (October through June) in the Spring Mountains of 
southern Nevada comprised two-thirds of the total precipitation for the area and was responsible for 
the majority of recharge to the hydrologic system, with summer precipitation comprising only a small 
fraction (perhaps 10 percent) of the recharge. 

Division 4 winter-season precipitation, defined as the total precipitation occurring during the months 
of October through March, was used for the analyses presented in this report. These months were 
selected because most precipitation occurring during the warmer months (April through September) 
evaporates or is consumed by vegetation due to the high rates of potential ET, averaging 7.27 feet per 
year (ft/yr) from 2001 to 2012 at Overton (Huntington et al., 2013). These rates are largely dependent 
upon air temperature. Based on Division 4 period of record, the high temperatures for the months of 
April through September ranged from 58.9 to 93°F, averaging 76.3°F, while during the months of 
October through March, they ranged from 33.9 to 68°F, averaging 62.7°F. Figure 4-2 depicts the 
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Figure 4-1
Nevada Division 4 Climate Zone
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winter precipitation (October through March) from 1895 to 2018 with a linear-regression indicating a 
positive slope, but essentially no trend.  

Annual precipitation data were analyzed for the period 1990 to 2018, which is the period for which 
complete data sets are available for other LWRFS hydrologic and water-use records. Figure 4-3 
presents the annual total precipitation as winter-season (October through March) and summer-season 
(April through September) totals. During this period, the winter- and summer-season precipitation 
averaged 4.51 and 2.25 in., respectively. For calendar year 2018, only winter-season precipitation is 
shown, since the summer-season record was incomplete at the time this report was written.   

Precipitation data were evaluated by computing the annual percent of winter-season average for the 
period analyzed. These values are presented in Figure 4-3, with positive values (blue bars) 
representing above-average precipitation and negative values (red bars) representing below-average 
precipitation. There are several observations that can be made from Figure 4-3:     

• Winter seasons of 1992, 1993, 1995, and 2005 were extraordinarily high, with values of 190, 
250, 183 and 297 percent of average, respectively.

• Winter seasons of 1996, 1999, and 2002 were extraordinarily low, with values of 34, 28, and 
18 percent of average, respectively.

• The period from 2006 through 2018 was mostly below average, with 10 of the 13 seasons 
below average. 

Figure 4-2
Climate Division 4 Precipitation with Trendline
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Figure 4-3
Nevada Climate Division 4 Precipitation
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4.2 Anthropogenic Stresses

The primary anthropogenic stresses that have influenced surface-water and groundwater conditions 
within the LWRFS include surface-water diversions above the MR Moapa gage, groundwater 
production from both the regional carbonate aquifer and MRSA alluvial reservoir, and land use. 
These stresses have occurred over different time periods and durations. Records of surface-water 
diversions, groundwater production, and groundwater levels were compiled from all available sources 
for the entire LWRFS. Historical information on MRSA land use and water development was 
assembled from the literature. The following sections present time-series data for MRSA 
surface-water diversions (see Figure 3-3 for locations) and groundwater production from the regional 
carbonate aquifer and the MRSA alluvial reservoir. The sources of data were described in Section 2.0.

4.2.1 Surface-Water Diversions above Muddy River near Moapa, NV Gage

There are three primary surface-water diversions above the MR Moapa gage that are of significance 
to this assessment. These are the MVWD diversions at the Pipeline-Jones and Baldwin springs, and 
the NVE Muddy River diversion directly above the gage. The locations of the diversions are depicted 
in Figure 3-3. The MVWD has diverted spring flow from the Pipeline-Jones and Baldwin springs 
since 1959 and 1975, respectively. Diversions by NVE began in 1968 when the agency started leasing 
decreed Muddy River water rights from the Muddy Valley Irrigation Company. The MVWD 
diversions supply water to users within the MVWD service area, primarily outside the MRSA. The 
NVE diversions were historically exported out of the MRSA to supply industrial uses at the Reid 
Gardner Generating Station in the California Wash basin. In addition, SNWA owns and leases 
surface-water rights above the gage, but water associated with these rights is not diverted and 
eventually flows into Lake Mead. 

Detailed records of surface-water diversions by NVE and MVWD began in 1978 and 1992, 
respectively, and are provided in Table B-1 of Appendix B. Historically, these two entities have been 
the principal surface-water diverters above the MR Moapa gage. With the gradual closure of the Reid 
Gardner Generating Station, which began in 2014 and was completed in March 2017, NVE has not 
diverted surface water since 2015. There have been, and still are, other minor diversions and uses of 
surface water above the gage. However, these diversions are small and no records exist to determine 
their quantity; therefore, they are not accounted for in this analysis. Figure 4-4 presents the historical 
surface-water diversions above the MR Moapa gage for the period in which records are available.       

4.2.2  Groundwater Production 

Groundwater is produced from two primary sources within the LWRFS: the MRSA alluvial reservoir 
and the regional carbonate aquifer underlying the six basins. As described in Section 3.4.2.2, the 
regional carbonate aquifer is also the source of water for the alluvial reservoir. Figure 4-5 depicts the 
locations of production wells within the LWRFS using symbology to differentiate between the 
sources (i.e., carbonate aquifer vs. alluvial reservoir). This section summarizes groundwater 
production from wells located within the MRSA and from wells located in the other LWRFS basins 
with completions in the carbonate aquifer.
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4.2.2.1 Muddy River Springs Area 

Groundwater production within the MRSA began around 1948 when the first well was constructed 
(Eakin, 1964; NDWR, 2018b). Eakin (1964) estimated groundwater production ranged from 2,000 to 
3,000 af from about 12 wells completed in the alluvial reservoir. The water was used for irrigation. 
Several of these wells (Lewis 1 through 5) were purchased by NVE and were used to supply water for 
the Reid Gardner Generating Station in the California Wash basin. NVE augmented the production 
from its Lewis well field using its Perkins and Behmer wells and by leasing water produced from 
three wells owned by the Corporation of the Presiding Bishop of the Church of Jesus Christ of 
Latter-Day Saints (LDS): LDS East, LDS Central, and LDS West. All of these production wells are 
completed to shallow depths in the alluvial reservoir ranging from 50 to 135 ft bgs. Well construction 
details are provided in Table C-1 of Appendix C. NVE began reporting production data from these 
wells in 1987 (Table C-2 of Appendix C). Figure 4-6 presents the annual production from the wells 
grouped by well field (Lewis Wells, LDS Wells, and Perkins and Behmer wells).     

The groundwater production by NVE constitutes the vast majority of production from the MRSA 
alluvial reservoir. However, there have been, and still are, other minor users within the area. These 
uses are small and no long-term records exist to determine their quantity; therefore, they were not 
accounted for in this analysis.  

Figure 4-4
Surface-Water Diversions above the MR Moapa Gage
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Figure 4-5
Locations of Production Wells in the LWRFS
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The MVWD produces groundwater from three wells completed in the regional carbonate aquifer 
within the MRSA. These wells, Arrow Canyon 1, Arrow Canyon 2, and MX-6, are located adjacent to 
and upgradient of the Muddy River headwaters (Figure 4-5). The wells are used to supply water for 
uses within the MVWD service area, primarily outside the MRSA. MVWD began reporting 
groundwater production totals from these wells in 1992 (Table C-2 of Appendix C). The groundwater 
production totals are presented in Figure 4-7 along with total production from the carbonate aquifer in 
the other LWRFS basins.   

4.2.2.2 Carbonate Aquifer 

As described in Section 3.4.2.1, the LWRFS is defined by the interconnected nature of the underlying 
carbonate aquifer that provides hydraulic continuity between the basins. Production wells completed 
in the carbonate aquifer have some of the highest yields making it an attractive water-supply source. 
As a result, there has been significant development of the aquifer in various locations throughout the 
LWRFS. As stated in Section 1.0, one of the objectives of this assessment is to evaluate how the 
aquifer has responded to different stresses, in particular the long-term pumping stresses. This section 
summarizes annual groundwater production from the carbonate aquifer by LWRFS basin. The 
locations of the associated production wells are depicted in Figure 4-5. Site information and well 
construction data for these wells are provided in Table A-1 of Appendix A.

Figure 4-6
Annual Groundwater Production from the MRSA Alluvial Reservoir
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Coyote Spring Valley

Groundwater production started in 2005 when CSI began using water for construction purposes 
related to their Coyote Springs development. CSI has constructed four wells, CSI-1, CSI-2, CSI-3, 
and CSI-4, and has used them to support operation and maintenance of an 18-hole golf course and 
implementation of the NSE Order 1169 aquifer test. SNWA owns and operates the MX-5 well which 
was used as the primary production well during the NSE Order 1169 aquifer test. Annual production 
volumes for Coyote Spring Valley are provided in Table C-3 of Appendix C.

Garnet and Hidden Valleys

Groundwater production in Garnet Valley has predominantly been associated with mineral mining, 
electrical power generation, and industrial uses. There are several utility companies that lease 
groundwater rights owned by SNWA who have constructed production wells and operate them to 
supply water for industrial uses at their respective facilities. These entities report monthly production 
totals to SNWA who in turn reports them to NDWR on a quarterly basis. In addition, Republic 
Services operates several wells in support of their landfill operations in the southeast part of the 
valley, however, records are unavailable prior to 1999. Records for well EBA-1 are unverified for the 
period 1996 to 2000, and unavailable for wells GV-USLIME 1 and 2, Harvey, and GV-KERR prior to 
1999. There has been no groundwater development in Hidden Valley. Annual production volumes for 
Garnet Valley are provided in Table C-3 of Appendix C.

Figure 4-7
Carbonate-Aquifer Groundwater Production
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Black Mountains Area

There are several wells completed in the carbonate aquifer in the northern portion of the Black 
Mountains Area that is a designated part of the LWRFS. Two of these wells, owned by Dry Lake 
Water, were constructed as production wells but have never been operational. The other wells, owned 
by Nevada Cogeneration Associates, have been used to supply water to a power generating station. 
Annual production volumes for the Black Mountains Area of the LWRFS are provided in Table C-3
of Appendix C.

California Wash 

The MBPI has produced groundwater in the California Wash basin to supply municipal uses. 
Production has been relatively small as compared to other uses in the LWRFS. Annual production 
volumes for California Wash basin are provided in Table C-3 of Appendix C.      
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5.0 HYDROLOGIC RESPONSES

Using the time-series data compiled in Sections 3.0 and 4.0, hydrologic responses to natural and 
anthropogenic stresses were evaluated for the LWRFS. First, observed declines in Muddy River 
streamflow were evaluated. Second, responses to climate variability and carbonate-aquifer 
groundwater production were evaluated for representative wells in the LWRFS and high-elevation 
springs in the MRSA. 

5.1 Evaluation of Muddy River Streamflow Declines

The Muddy River streamflow is measured near Moapa, NV as described in Section 3.4.1 and 
depicted in Figure 3-6. The flood-adjusted flow record was used in this analysis and compared to the 
average annual pre-development baseflow of 33,900 afy. By this comparison, a long-term trend of 
decreasing streamflow since the early 1960s was identified (Figure 3-6). Although groundwater 
production was occurring in the MRSA during the early 1960s and before, the uses remained in the 
basin. In 1965, NVE began exporting water to supply industrial uses in the California Wash basin. 
The disparity between the pre-development baseflow and gage record indicates there have been 
factors impacting the flow over time. These may include one or more of the following: (1) climate 
variability, (2) changes in land use above the gage, (3) surface-water diversions above the gage, and 
(4) capture of spring and streamflows by production wells. These factors are evaluated in the 
following sections. 

5.1.1 Climate Variability 

To investigate the effects of climate variability on the Muddy River streamflow, an evaluation of the 
historical precipitation record was performed. Only precipitation is considered in this analysis 
because it is the main climate variable affecting hydrology in the study area. 

The winter-season precipitation record from 1895 to 2018 presented in Figure 4-2 was analyzed and a 
simple-linear regression indicated a positive slope, but essentially no trend. The precipitation record 
was also used to assess climate conditions before and after 1965. This year was selected to distinguish 
two periods of record for analysis that represented pre- and post-exports of water from the area, even 
though groundwater production in the MRSA had already been occurring since around 1947 (Eakin, 
1964). Eakin (1964) reported that the groundwater production during this intervening period was 
relatively small, and had no discernible affect on the gage record. 

The average annual winter-season precipitation was computed for each period and used as a metric to 
evaluate climate differences. The average annual winter-season precipitation was 4.17 and 4.50 in/yr, 
pre- and post-1965, respectively. Based on these values and because the post-1965 average is slightly 
higher, it is concluded that the historical trend in climate conditions have not been a primary factor 
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causing the long-term trend of declining streamflow. The seasonal and annual variations in 
precipitation and temperature may, however, explain the short-term variability observed in the 
streamflow record.

5.1.2 Historical Land Use in the MRSA

Pre-development ET within the MRSA was estimated to be between 2,000 and 3,000 afy (Eakin, 
1964). Land-use changes presumably have some impact on the consumptive use of water due to an 
increase or decrease in vegetative cover. An increase in vegetative cover would increase consumptive 
use, making less water available in the system. Conversely, if vegetative cover decreased, 
consumptive use would also decrease and more water would be available. Examples of land-use 
change include:

• replacing natural vegetation with agriculture lands
• fallowing agricultural lands
• restoring natural landscapes (e.g., removal of palm trees and replacing with natural 

vegetation)
• fires
• stream restoration 

To evaluate conditions in the MRSA and the influence of land-use changes in the early 2000s, SNWA 
funded the DRI to compile and analyze satellite imagery and associated vegetation indices to estimate 
ET for the period 2001 through 2012 (Huntington et al., 2013). The study area encompassed the 
spring complexes, agricultural lands, and phreatophytes within the Muddy River headwaters, where 
most of the changes have occurred.

The study applied two methods to derive ET estimates. The first method used Mapping 
EvapoTranspiration at high Resolution with Internalized Calibration (METRIC), and the second used 
the Normalized Difference Vegetation Index (NDVI). Both methods relied upon Landsat 
multispectral data. Precipitation was subtracted from the ET estimates to yield results that are more 
comparable from one year to the next, and also allow for the evaluation of changes independent of 
precipitation influences. 

The study results for each method are presented in Figure 5-1 which depicts the annual ET reduced by 
annual precipitation for the study period. High and low values are observed in the estimates from both 
methods and correspond with observed conditions that would be expected to have an impact on ET 
rates in the area. The high estimate of 2005 is associated with increased vegetation density due to 
above normal precipitation. Even though the precipitation falling directly on the ET area was 
subtracted from the ET volume, the effects of the extraordinarily large precipitation of 2005 can be 
seen in Figure 5-1. These effects are due to the increased recharge resulting from the increased 
precipitation. During 2004-2005, precipitation was about 300 percent of the 2001-2012 average. The 
low estimate of 2010 is associated with a major fire that burned more than 600 acres. During the years 
analyzed, other more gradual and subtle changes occurred involving landscape restoration and the 
removal of palm trees and weeds in the Warm Springs Natural Area. These changes may have 
contributed to the decline observed over the analysis period.      
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Although there were land-use changes observed during the years analyzed, the range of ET estimates 
closely aligns with the pre-development estimate of Eakin (1964). Estimates ranged from about 2,200 
to 3,400 afy, and the estimates declined over the period of analysis by about 600 to 900 afy based on 
the METRIC and NDVI methods, respectively. These changes are relatively small compared to the 
measured flow of the Muddy River and appear to be within the range of seasonal variability observed 
during the period of pre-development baseflow from 1945 to 1955 (Figure 3-6). 

5.1.3 MRSA Surface-Water Diversions 

A natural-flow record was constructed for the period 1993 through 2017 by adding the total annual 
diversions above the MR Moapa gage to the flood-adjusted record (Figure 5-2). This period of record 
was selected because diversion data for the years prior to 1993 were incomplete or based on estimated 
values as opposed to metered records.    

Figure 5-1
Annual ET Reduced by Precipitation for Muddy River Springs Area (2001 -2012)

Figure 5-2
Natural Flow Record at MR Moapa Gage (1993 - 2017)
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The diversion data used to construct the natural flow record include the MVWD diversions at 
Baldwin and Pipeline-Jones springs and the NVE diversion directly above the gage (Figure 4-4). 
Water associated with these diversions was exported out of the basin to supply municipal uses within 
the MVWD service area and NVE industrial uses in California Wash basin. Figure 5-2 compares the 
natural flow record to the pre-development baseflow flow of 33,900 afy. Long-term climate 
variability and MRSA land-use were determined not to be primary factors causing the long-term 
trend of declining streamflow. Therefore, the difference between the pre-development baseflow and 
the natural flow record must be mostly associated with groundwater production within the MRSA. 

5.1.4 MRSA Groundwater Production

MRSA groundwater production and its influence on Muddy River streamflow was evaluated by 
quantifying the difference between the pre-development baseflow, 33,900 afy, and the natural flow 
record (hereinafter referred to as the “MR Flow Deficit” depicted in Figure 5-3), and determining 
whether the difference and source of the deficit is equivalent to the annual groundwater production 
within the MRSA. Like the surface-water diversion data, groundwater-production records from 1993 
through 2017 were used in the analysis.     

As described in Section 4.2.2.1, there are several alluvial wells in the MRSA that are completed to 
shallow depths within the headwaters of the Muddy River. NVE has operated these wells to supply 
water for industrial uses in California Wash basin. Operation of the wells creates cones of depression 
that induce flow to the wells, capturing water from reservoir storage, springs, and seeps on the valley 
floor, and gaining stream reaches above the gage. Conceptually, the wells capture water that would 
otherwise compose the flows measured at the gage during pre-development conditions. The locations 
of these wells and their historical production are presented in Figures 4-5 and 4-6, respectively.

In addition to the shallow alluvial wells operated by NVE, MVWD operates three municipal wells 
within the MRSA and northwest of the alluvial basin (i.e., Arrow Canyon 1, Arrow Canyon 2, and 
MX-6). These wells produce groundwater to supply municipal uses within the MVWD service area, 
but primarily to locations outside the MRSA. The locations of these wells and their historical 
production are presented in Figure 4-5 and 4-7, respectively. 

Figure 5-3
MR Flow Deficit (1993 - 2017) 
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Figure 5-4 presents a time-series chart of the MR Flow Deficit and MRSA groundwater production. 
Production from two wells, Perkins and Behmer, was excluded from the total because of their 
location in proximity to the MR Moapa gage. These wells are located downstream of the gage and are 
unlikely to influence the streamflow above the gage. As Figure 5-4 illustrates, groundwater 
production within the MRSA can fully account for the MR Flow Deficit observed for the period of 
analysis. Included on the chart is groundwater production by CSI and SNWA from production wells 
located farther away within Coyote Spring Valley and upgradient of the MRSA.   

There are certain years when the MR Flow Deficit appears to be too low (1993 and 1994) or too high 
(2003 and 2004) with respect to the annual groundwater production. This can be explained, in part, by 
the fluctuations in Muddy River streamflow caused by short-term variability in climate conditions as 
compared to the constant pre-development baseflow. During years of above average flow, the MR 
Deficit is apparently low because the difference between the pre-development baseflow and the 

Figure 5-4
MR Flow Deficit and Coyote Spring Valley and MRSA Groundwater Production
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above-average streamflow is smaller. Conversely, in years that the streamflow is below average, the 
MR Flow Deficit is apparently high because the difference is larger. 

Regardless of the streamflow variability, the results of this analysis conclusively demonstrate the 
impacts MRSA groundwater production has on MR streamflow. Groundwater production from the 
MRSA alluvial reservoir depletes MR streamflow on a 1:1 basis because the production wells are 
within the MR headwaters and capture water that would otherwise flow into the river and past the MR 
Moapa gage. This is supported by the fact the production volumes fall beneath the MR Flow Deficit 
line as depicted in Figure 5-4. In similar fashion, MRSA production wells completed in the carbonate 
aquifer capture water that would otherwise replenish the alluvial reservoir through diffuse subsurface 
flow or via discrete springs. Capturing this groundwater ultimately depletes the source of supply to 
the alluvial reservoir and springs; thereby, depleting the MR streamflow. Based on the accounting 
depicted in Figure 5-4, the carbonate production wells deplete the MR streamflow approaching a 
1:1 basis.       

5.2 Carbonate-Aquifer Responses to Climate Variability and Pumping Stresses  

Throughout the LWRFS, there are many groundwater sites that are monitored and provide 
information on groundwater conditions regarding the carbonate aquifer. These sites include 
production and monitor wells completed in the carbonate aquifer and various springs in the MRSA. In 
this section, an evaluation of the hydrologic responses to climate variability and groundwater 
production at wells and springs representative of the carbonate aquifer is presented. 

5.2.1 Responses to Climate Variability

An extensive database of groundwater levels exists for wells located in the LWRFS. These data were 
analyzed to evaluate current groundwater conditions, hydraulic gradients, and flow directions as 
described in Section 3.4.2, and aquifer responses to climate variability in this section. 

Time-series charts of water-level data for representative carbonate wells located in each of the basins 
composing the LWRFS were constructed and are presented in Figure 5-5 for wells CSVM-1, GV-1, 
BM-DL-2, PAIUTES-TH2, and EH-4. As these charts illustrate, groundwater levels respond in the 
same manner throughout the LWRFS. The responses are indicative of a high degree of hydraulic 
connection within the aquifer and across all of the basins. Based on a review of all of the data, the 
only apparent exception is within Coyote Spring Valley for wells CSVM-3 and CSVM-5 (SNWA, 
2018). These two wells are different because of their geologic setting and completion in the upthrown 
structural blocks of the southern Delamar Mountains and Sheep Range, respectively, as described in 
Section 3.4.2. Time-series charts for these two wells, CSVM-4 and KMW-1, which are completed 
within the Kane Springs fault zone, and CSMV-1 are presented in Figure 5-6. As Figure 5-6 
illustrates, the wells within the Coyote Spring structural basin respond in the same manner, although 
responses in CSVM-4 and KMW-1 appear to be slightly attenuated by the Kane Springs fault. 
Responses observed in CSVM-3 and CSVM-5 are distinctly different.      

The time-series charts are presented with precipitation data from the Nevada Division 4 as described 
in Section 4.1. In this figure, annual winter-season precipitation is represented as a percentage of 
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Figure 5-5
Water-Level Responses in Representative Carbonate Wells 
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Figure 5-6
Water-Level Responses in Representative Carbonate Wells 
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average winter-season precipitation for the period 1990 through 2018. The charts illustrate the 
seasonal responses of groundwater levels to recharge pulses, with levels typically achieving their 
annual peak in April. The amplitudes of these seasonal fluctuations are generally consistent except for 
years when the percent of average precipitation is extraordinary, like in 2004-2005. For the winter 
months spanning October 2004 through March 2005, the percent of average precipitation was nearly 
300 percent, the highest percentage for the 1895 to 2018 period of record. Water levels in all 
carbonate wells increased accordingly in 2005, and by the spring of 2006 most wells reached their 
period of record high. After 2006, water levels declined and appeared to stabilize from 2008 through 
2010, prior to the start of the NSE Order 1169 aquifer test.

In the MRSA, the Pederson Spring and the Warm Springs West gage records are used a indicators of 
how changes in aquifer conditions affect discharge from the regional springs in the area. These 
records are described in detail in Section 4.0 and are presented in Figure 5-7 with the percent of 
average precipitation and groundwater production from the carbonate aquifer. The gage records 
respond in the same manner as the carbonate-aquifer water levels, reaching peak discharge levels in 
the spring of 2006 after the extraordinary precipitation during 2004-2005. Like the groundwater 
levels, after 2006 the spring discharge declined, then stabilized prior to the start of the NSE Order 
1169 aquifer test.              

5.2.2 Groundwater Production - NSE Order 1169 Aquifer Test and Recovery

Groundwater production from the carbonate aquifer is described in Section 4.2.2.2 and presented by 
basin in Figure 4-7. Regional responses to local pumping stresses are difficult to discern in the 
water-level records which typically only vary about 6 ft throughout the entire LWFRS over the 
various periods of record. On an annual basis, the typical seasonal fluctuations from recharge pulses 
are less than 2 ft. These seasonal responses and longer-term trends associated with climate variability 
mask the subtle effects of gradual changes in the relatively consistent pumping regime. Only abrupt 
and significant changes to the pumping regime, such as those implemented as part of the NSE Order 
1169 aquifer test, cause responses that are discernible in the water-level and spring-discharge records 
(Figures 5-7 through 5-10). These responses and interpretations of the test results are documented in 
several reports that were submitted to the NSE in 2013 and summarized in Section 2.0. In summary, 
water-levels in the carbonate aquifer declined from 1.0 to 2.5 ft throughout the LWRFS as a result of 
the stresses imposed during the aquifer test, including Kane Springs Valley.

In general, responses to groundwater production are even more difficult to discern in the spring 
discharge records. The measurement accuracy of the Pederson and Warm Springs West gages and the 
variability of discharge due to seasonal fluctuations and long-term trends associated with the 
carbonate aquifer make it difficult to identify responses to pumping stresses. However, responses to 
pumping stresses imposed during the Order 1169 aquifer test were very apparent in these records. As 
Figure 5-7 illustrates, by the end of the 2-year test, discharge from Pederson Spring was reduced to 
about one-third of its pre-test flow, from 0.21 to 0.07 cfs. Discharge measured at the Warm Springs 
West gage declined about 8 percent, from 3.70 to 3.41 cfs. After the test, discharge at the Warm 
Springs West gage continued to decline and, had the test or operation of the MX-5 well continued, the 
initial trigger of 3.2 cfs at the Warm Springs West gage would have been reached before the end of 
2014. 
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Figure 5-7
MRSA Spring Discharge and Carbonate-Aquifer Groundwater Production
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Figure 5-8
Carbonate-Aquifer Water Levels and Groundwater Production
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Figure 5-9
Carbonate-Aquifer Water Levels and Groundwater Production
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Figure 5-10
Carbonate-Aquifer Water Levels and Groundwater Production
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Recovery from the pumping stresses imposed during the aquifer test was less than expected, and 
never reached pre-test levels. There were two primary factors that influenced the initial recovery 
record observed during 2013: (1) continued pumping of the MX-5 well and (2) the seasonal responses 
to recharge pulses. Continued pumping of the MX-5 well muted the recovery response during a 
period in which water levels increase to their typical season high in April. After the MX-5 well was 
shut down in mid-April 2013, the recovery response was attenuated by the seasonal water-level 
decline that starts in May and reaches a low in October. Although these factors complicated the 2013 
record, the subsequent years of monitoring provided a clear picture of the recovery response and the 
following observations are made:

• Carbonate-aquifer water levels have not recovered to pre-test levels.
• Spring flows measured at the Pederson Spring and Warm Springs West gages have not 

recovered to pre-test levels.
• Recovery achieved its maximum levels between the first quarters of 2015 and 2016.      

5.3 Water-Resource Implications

The carbonate aquifer composing the LWRFS extends into Kane Springs Valley, and recharge derived 
locally within the basin flows into northern Coyote Spring Valley. Responses to natural and 
anthropogenic stresses observed in monitor wells located in northern Coyote Spring Valley 
(CSVM-4) and southwest Kane Springs Valley (KMW-1) indicate there is hydraulic continuity within 
the aquifer between this area and production wells in southern Coyote Spring Valley. The effects of 
groundwater production in Kane Springs Valley will propagate into Coyote Spring Valley and be 
additive to any effects caused by pumping stresses elsewhere in the LWRFS, even if the effects are 
attenuated by the Kane Springs fault. Spring flows from high-elevation springs in the MRSA are
highly sensitive to small changes in hydraulic head, and to ensure the long-term protection of these 
flows and senior water-rights, Kane Springs Valley should be included as part of the LWRFS 
administrative unit. 

As previously discussed, the carbonate aquifer is the source of all perennial springs and seeps in the 
MRSA that sustain the local alluvial reservoir and Muddy River streamflow. Based on the analysis 
described in Section 5.2, groundwater levels (i.e., hydraulic heads) in the carbonate aquifer are highly 
sensitive to natural and anthropogenic stresses. Discharge from the MRSA springs also responds to 
these stresses; however, the responses are highly dependent on the elevations of the spring orifices. 
The elevation of a spring orifice controls the hydraulic potential (hydraulic head in the carbonate 
aquifer minus spring-orifice elevation) driving its discharge. The hydraulic potential driving spring 
discharge decreases with increasing spring elevation, resulting in increasing levels of sensitivity to 
natural and anthropogenic stresses affecting groundwater levels in the carbonate aquifer. 

Figure 5-11 presents the MRSA spring locations with Light Detection and Ranging (LIDAR) 
elevation data to illustrate the distribution of spring complexes and stream reaches with respect to 
ground-surface elevations. Spring orifices and gaining stream reaches occurring at higher elevations 
are more susceptible to changes in groundwater levels than lower elevations. For instance, discharge 
from high-elevation springs in the MRSA respond in a manner that is consistent with changes in the 
groundwater levels in the carbonate aquifer. Small changes in groundwater levels during the NSE 
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Order 1169 aquifer test resulted in reduced discharge from the Pederson Spring Complex. Springs 
that occur at lower elevations have a greater hydraulic potential and are less sensitive to such changes. 

Since 2016, carbonate groundwater levels and discharge measured at Pederson Spring and Warm 
Springs West gages have declined. A significant increase in carbonate groundwater production, such 
as that which occurred during the NSE Order 1169 aquifer test, will increase the rate of decline (see 
Figures 5-7 through 5-10) so that the 2006 MOA trigger ranges are encountered much sooner. In this 
case, groundwater production would be restricted per the annual volumes listed in Table 1-1.

It is unclear whether the observed declines since 2016 are mainly caused by the slight increase in 
carbonate groundwater production, a sequence of below average precipitation since the end of the 
aquifer test, or a combination of the two. However, it should be noted that the declines occurred even 
though the 2017 winter-season precipitation was above average. Precipitation can neither be 
predicted nor controlled; therefore, monitoring the response of the flow system and managing 
groundwater production is the only way to avoid reaching the protective triggers and impacting senior 
water rights. Based on this assessment, the following conclusions are made: 

• Flow measured at the Warm Springs West gage will reach trigger ranges sooner and at lower 
production rates than initially contemplated; 

• Given the current rates of carbonate groundwater production, recovery of groundwater levels 
and spring discharge to pre-test levels is not possible without extraordinary hydrology such as 
the 2004-2005 winter-season precipitation; and 

• Even with such extraordinary hydrology, subsequent years of lesser precipitation with similar 
groundwater production volumes will result in a resumption of declining trends as has been 
observed in the historical record.  
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Figure 5-11
Elevation of Selected Springs and LIDAR Digital Elevation Model within the MRSA
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6.0 SUMMARY AND CONCLUSIONS

An assessment of the current water-resource conditions for the LWRFS was performed and an 
analysis was completed to evaluate hydrologic responses to natural and anthropogenic stresses 
observed at various locations of interest. The analysis considered time-series data for several 
variables that describe the historical conditions of the hydrologic system over a period of decades. 
The objectives of the analysis were to assess the following:

• Evaluate hydrologic responses to the variable stress conditions affecting the LWRFS;

• Evaluate the recovery responses associated with the cessation of the 2-year aquifer test; and

• Identify trends in the behavior of key hydrologic variables.

The analysis focused on the historical behavior of the Muddy River streamflow and the carbonate 
system composing the LWRFS. The results and conclusions from this assessment are summarized in 
the following sections.

Muddy River Stream Flow 

An evaluation of Muddy River streamflow was performed to identify the likely causes of a long-term 
trend of declining streamflows observed at the MR Moapa gage since the early 1960s. Long-term 
climate variability and changes in land use were ruled out as major contributors to the decline. Annual 
records of winter-season precipitation, a reflection of climate conditions, indicate that the average 
annual precipitation during the period of declining streamflow (post-1965) is not substantively 
different than the average for the period prior to the decline (pre-1965). Land-use changes during this 
period may have had very short-term effects, but the incremental changes in consumptive uses above 
the gage have been minimal. The most likely causes of streamflow declines have been surface-water 
diversions and MRSA groundwater production above the MR Moapa gage.

A period from 1993 to 2017, in which comprehensive records of Muddy River streamflow, 
surface-water diversions and groundwater production are available, was analyzed to estimate the MR 
Flow Deficit. An average annual natural-flow record was constructed by adding annual surface-water 
diversions to the flood-adjusted flow record of the MR Moapa gage. The annual MR Flow Deficit 
was estimated by computing the difference between the average annual pre-development flow of the 
Muddy River and the natural-flow record. An analysis was performed to determine whether MRSA 
groundwater production could account for the MR Flow Deficit. The results of the analysis yielded 
the following observations and conclusions: 

• Muddy River streamflow declined from a pre-development condition of 33,900 afy to a 
minimum of about 22,000 af in 2002. 
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• Since 2002, streamflow has steadily increased to its current rate of over 30,000 afy as a result 
of reduced surface-water diversions and MRSA groundwater production.

• The MR Flow Deficit peaked at about 7,500 af in 2003, and was about 3,500 af in 2017. 

• MRSA groundwater production above the MR Moapa gage peaked in 2000 at 7,850 af, and 
was 3,200 af in 2017.

• Groundwater production from the MRSA alluvial reservoir depletes Muddy River streamflow 
on a 1:1 basis.

• Groundwater production from MRSA carbonate wells deplete Muddy River streamflow 
approaching a 1:1 basis.

Hydrologic Responses to Natural and Anthropogenic Stresses

An analysis of the hydrologic responses to natural and anthropogenic stresses at wells and springs 
representative of the carbonate aquifer was performed for the LWRFS. Time-series charts of 
groundwater levels and gage records for the Pederson Spring and Warm Springs West gages were 
prepared for the period 1993 to 2018. To assess groundwater-level and spring-discharge responses to 
climate variability and pumping stresses, these charts were compared to time-series of average annual 
winter-season precipitation and annual carbonate-aquifer groundwater production. The analysis 
observations and conclusions are listed below: 

• Aquifer responses to climate variability are uniform across the entire LWRFS.

• Widespread responses to pumping stresses associated with the NSE Order 1169 aquifer test 
were observed in groundwater-level and spring-discharge records.

• By the end of the aquifer test, discharge from Pederson Spring decreased by about 0.15 cfs (to 
about 1/3 of baseflow).

• Spring discharge as measured at the Warms Springs West gage decreased about 0.3 cfs (< 10% 
of baseflow).

• Continuation of the aquifer-test or pumping from the MX-5 well would have reduced flows at 
the Warm Springs West gage to the initial 2006 MOA trigger level (3.2 cfs).

• Groundwater levels and spring discharge rates have not recovered to pre-test levels.

• Recovery achieved its maximum levels between the first quarters of 2015 and 2016.

• Groundwater levels and spring discharge-rates have declined since 2016.
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Water-Resource Implications

Based on the data evaluation and analysis, the following water-resource implications associated with 
current conditions and the prospects of future groundwater development were identified:

• Kane Springs Valley should be included as part of the LWRFS administrative unit because the 
carbonate aquifer extends beneath the basin, recharge derived locally within the basin flows 
into Coyote Spring Valley, and responses to natural and anthropogenic stresses observed in 
monitor wells located in northern Coyote Spring Valley (CSVM-4) and southwest Kane 
Springs Valley (KMW-1) indicate there is hydraulic continuity within the aquifer between this 
area and production wells in southern Coyote Spring Valley. 

• High-elevation springs in the MRSA are highly sensitive to changes in carbonate groundwater 
levels and are most susceptible to carbonate groundwater production; 

• A significant increase in carbonate groundwater production, such as that which occurred 
during the NSE Order 1169 aquifer test, will cause sharp groundwater-level and 
spring-discharge declines;

• Flow measured at the Warm Springs West gage will reach trigger ranges sooner and at lower 
production rates than initially contemplated; 

• Given the current rates of carbonate groundwater production, recovery of groundwater levels 
and spring discharge to pre-test levels is not possible without extraordinary hydrology such as 
the 2004-2005 winter-season precipitation; and 

• Even with such extraordinary hydrology, subsequent years of lesser precipitation with similar 
groundwater production volumes will result in a resumption of declining trends as has been 
observed in the historical record.
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Table A-1
 Site Table for Wells
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Site Name

UTM 
Northing 

(m)

UTM 
Easting

 (m)

Surface 
Elevation    
 (ft amsl)

Drill 
Depth 
(ft bgs)

Well 
Depth 

(ft bgs)
Well 

Type\1
Well

 Completion
Water Level 
Obs. Date

Depth to 
Water 

(ft-bgs)

Water Level 
Elevation
 (ft amsl)

Kane Springs Valley (HA 206)

KMW-1 4,098,863 689,882 2,870.60 --- --- M Carbonate 3/6/2018 992.42 1,878.18

COYOTE SPRING VALLEY (HA 210)

BEDROC 1 4,094,151 679,399 2,492.44 --- --- P Basin Fill --- --- ---

BEDROC 2 4,094,374 679,009 2,529 --- --- P Basin Fill --- --- ---

CE-VF-1 4,083,038 683,025 2,468.34 714 714 M Basin Fill 2/14/2018 551.37 1,916.97

CE-VF-2 4,082,892 683,007 2,468.35 1,221 1,221 M Carbonate 2/14/2018 600.41 1,867.94

CSI-1 4,074,459 686,044 2,278.05 935 920 P Carbonate --- --- ---

CSI-2 4,075,780 687,084 2,208.94 1,019 1,015 P Carbonate 3/12/2018 390.95 1,818

CSI-3 4,077,518 685,809 2,334.51 1,156 1,152 P Carbonate 3/12/2018 515.88 1,818.63

CSI-4 4,080,224 682,409 2,511.88 --- --- P Carbonate 3/12/2018 693.35 1,818.53

CSV-1 4,071,630 691,378 2,160.25 765 765 M Basin Fill 3/7/2018 350.46 1,809.79

CSV-2 4,072,967 703,217 2,188.68 --- 478 M Carbonate 2/22/2018 395.43 1.790.47

CSV-3 4,062,583 685,222 2,415.93 780 780 M Basin Fill 2/14/2018 594.95 1,820.98

CSV3009M 4,094,987 681,079 2,595.08 1,580 1,578 M Basin Fill 2/14/2018 493.95 2,101.14

CSV3011M 4,094,873 684,075 2,665.72 1,580 1,555 M Basin Fill 2/14/2018 751.11 1,914.61

CSVM-1 4,073,793 688,602 2,160.60 1,060 1,040 M Carbonate 2/14/2018 342.08 1,818.52

CSVM-2 4,059,370 685,625 2,572.74 1,425 1,400 M Carbonate 2/14/2018 751.72 1,821.02

CSVM-3 4,102,600 679,319 2,650.68 1,230 1,200 M Carbonate 2/14/2018 444.22 2,206.46

CSVM-4 4,095,971 688,086 2,842.38 1,605 1,600 M Carbonate 3/12/2018 969.63 1,872.75

CSVM-5 4,068,774 680,295 3,130.70 1,783 1,780 M Carbonate 2/14/2018 1,079.83 2,050.87

CSVM-6 4,078,333 686,453 2,251.66 1,200 1,180 M Carbonate 2/14/2018 435.59 1,816.07

CSVM-7 4,101,968 678,234 2,692.08 610 607 M Basin Fill 2/14/2018 444.22 2,247.86

CSV-RW2 4,074,082 687,862 2,200.06 720 710 P Carbonate 3/16/2018 383.48 1,816.58

DF-1 4,078,687 686,980 2,229.22 --- 170 M Basin Fill --- --- ---

MX-4 4,074,276 688,003 2,177.02 669 669 M Carbonate --- --- ---

MX-5 4,074,219 688,084 2,176.13 628 628 P Carbonate 2/14/2018 357.37 1,818.76

BLACK MOUNTAINS AREA (HA 215)

BM-DL-1 4,019,493 689,926 2,467.94 1,400 1,400 M Carbonate --- --- ---

BM-DL-2 4,019,591 689,270 2,487.56 1,800 1,800 M Carbonate 3/12/2018 675.03 1,812.53

BM-ONCO-1 4,010,748 702,650 2,055.83 1,291 1,291 M Basin Fill --- --- ---

BM-ONCO-2 4,010,722 702,054 2,098.17 1,575 1,570 M Basin Fill --- --- ---

EBM-3 4,018,550 689,601 2,390.18 1,241 900 M Carbonate 3/1/2018 740 1,648.4

EBM-4 4,018,828 689,782 2,391.36 1,134 1,129 P Carbonate --- --- ---

EBM-5 4,019,030 689,858 2,440.7 1,400 1,014 P Carbonate --- --- ---

EBM-6 4,018,803 689,765 2,421.3 1,401 1,000 P Carbonate --- --- ---

EBP-2 4,018,604 689,629 2,442.456 1,214 1,214 P Carbonate --- --- ---

EGV-3 4,019,000 689,857 2,434.21 960 955 P Carbonate --- --- ---
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GARNET VALLEY (HA 216)

CRYSTAL 1 4,039,716 694,389 2,072.67 497 497 M Carbonate 3/16/2018 261.81 1,810.65

CRYSTAL 2 4,039,284 694,146 2,068.52 465 465 M Carbonate 3/16/2018 258.76 1,811.15

EBA-1 4,024,108 686,513 2,426.99 1,598 1,200 P Carbonate --- --- ---

FIRST SOLAR 4,033,129 683,330 2,603.216 2,000 1,990 P Carbonate 1/8/2018 792.89 1,810.33

GARNET 4,036,387 693,046 2,096.68 500 --- M Basin Fill --- --- ---

GV-1 4,034,143 682,983 2,691.14 1,400 1,400 M Carbonate 2/12/2018 883.46 1,807.68

GV-2 4,025,690 686,227 2,424.08 1,232 1,232 P Carbonate 3/12/2018 609.94 1,814.14

GV-DUKE-WS1 4,029,104 686,286 2,243.50 685 685 P Carbonate 3/12/2018 432.73 1,810.77

GV-DUKE-WS2 4,029,097 686,199 2,246.721 2,020 1,965 P Carbonate 3/12/2018 432.57 1,814.15

GV-KERR 4,029,147 683,738 2,404.601 1,145 1,145 P Carbonate --- --- ---

GV-LENZIE-3\2 4,029,329 686,247 2,247 1,940 1,920 P Carbonate 3/12/2018 432.16 1,814.84

GV-MIRANT1 4,032,318 683,115 2,567.87 2,007 1,979 P Carbonate --- --- ---

GV-PW-MW1 4,031,730 683,460 2,502.27 1,500 1,500 M Carbonate 2/12/2018 691.6 1,810.67

GV-PW-MW2 4,031,488 682,652 2,524.79 1,500 1,500 M Carbonate 3/12/2018 714.83 1,809.96

GV-PW-WS1 4,031,435 683,005 2,532.28 2,000 2,000 P Carbonate 3/12/2018 733.44 1,798.84

GV-RW1 4,036,645 692,928 2,069.2 870 833 P Carbonate --- --- ---

GV-USLIME1 4,026,564 687,748 2,286.48 860 860 P Carbonate --- --- ---

GV-USLIME2 4,029,329 687,739 2,155.333 500 500 P Basin Fill --- --- ---

PAIUTES-M3 4,044,302 691,536 2,237.69 670 670 M Carbonate 3/11/2018 423.11 1,811.89

RS-PW-1 4,028,841 690,787 2,240 --- 860 P Clastic 3/13/2018 516.28 1,723.72

RS-PW-2 4,027,890 690,674 2,412 --- --- P Carbonate --- --- ---

RS-PW-3 4,029,719 691,026 2,162 720 720 P Carbonate --- --- ---

RS-PW-5 4,029,626 691,053 2,175 --- --- P Carbonate --- --- ---

RS-PW-6 4,026,318 690,552 2,471 --- --- P Carbonate --- --- ---

RS-PW-7 4,027,940 691,938 2,423 940 940 P Carbonate --- --- ---

HIDDEN VALLEY (HA 217)

SHV-1 4,047,256 685,751 2,650.32 920 920 M Basin Fill --- --- ---

CALIFORNIA WASH (HA 218)

BYRON 4,051,282 710,993 1,903.06 1,095 1,095 M Basin Fill 3/8/2018 238.5 1,664.56

PAIUTES-ECP1 4,046,590 696,729 2,233.8 1,170 1,125 P Carbonate --- --- ---

PAIUTES-ECP2 4,046,742 696,723 2,228.33 --- --- P Carbonate --- --- ---

PAIUTES-ECP3 4,046,984 696,714 2,243.08 --- --- P Carbonate --- --- ---

PAIUTES-M1 4,057,109 704,517 1,898.09 400 400 M Carbonate 2/17/2018 82.22 1,813.47

PAIUTES-M2 4,040,876 695,836 2,108.53 680 680 M Carbonate 2/17/2018 298.13 1,810.37

PAIUTES-TH1 4,044,959 697,234 2,169.95 --- --- P Carbonate --- --- ---

PAIUTES-TH2 4,049,916 697,684 2,340.59 --- 1,200 M Carbonate 3/11/2018 526.06 1,812.03

Table A-1
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MUDDY RIVER SPRINGS AREA (HA 219)

ABBOTT 4,065,656 706,443 1,715.284 101 100 M Basin Fill 3/16/2018 12.65 1,699.69

ARROW CANYON 4,067,763 701,108 1,860.7 565 565 P Carbonate --- --- ---

ARROW CANYON 2 4,067,750 701,083 1,860.7 746 742 P Carbonate --- --- ---

BEHMER 4,065,080 706,031 1,715.77 115 115 P Basin Fill 3/30/2018 9.3 1,707.29

CSV-1 4,071,630 691,378 2,160.25 765 765 M Basin Fill 3/7/2018 350.46 1,809.79

CSV-2 4,072,967 703,217 2,188.68 --- 478 M Carbonate 2/22/2018 395.43 1,790.47

EH-4 4,064,736 703,929 1,933.93 285 285 M Carbonate 3/16/2018 120.56 1,813.37

EH-5B 4,067,619 701,569 1,844.8 265 264 M Carbonate 3/16/2018 31.41 1,813.39

LDS CENTRAL 4,066,544 704,114 1,762.15 106 106 P Basin Fill --- --- ---

LDS EAST 4,066,594 704,479 1,752.61 195 195 P Basin Fill 3/16/2018 7.16 1,745.97

LDS WEST 4,067,083 702,746 1,807.26 80 80 P Basin Fill 3/16/2018 19.18 1,788.62

LEWIS 1 4,068,043 702,164 1,823.069 80 80 P Basin Fill --- --- ---

LEWIS 1 OLD 4,068,229 702,077 1,828.71 58 58 M Basin Fill 3/16/2018 29.64 1,799.07

LEWIS 2 4,067,886 702,365 1,825.45 66 66 P Basin Fill 3/16/2018 26.25 1,799.79

LEWIS 3 4,068,022 701,963 1,825.078 70 70 P Basin Fill --- --- ---

LEWIS 4 4,067,618 702,029 1,832.874 97 97 P Basin Fill --- --- ---

LEWIS 5 4,067,484 702,195 1,828.109 93 88 P Basin Fill --- --- ---

LEWIS NORTH 4,067,872 701,589 1,844.71 70 70 M Basin Fill 3/16/2018 34.57 1,810.14

LEWIS SOUTH 4,067,266 702,737 1,809.61 91 90 M Basin Fill 3/16/2018 14.38 1,793.72

MX-6 4,071,381 697,482 2,277.94 937 937 P Carbonate 3/27/2018 463.4 1,814.71

PERKINS OLD 4,065,223 705,637 1,728.51 150 70 M Basin Fill 3/16/2018 20.81 1,707.7

PERKINS 
PRODUCTION 4,065,206 705,693 1,734.861 --- --- P Basin Fill 3/16/2018 21.67 1,713.191

UMVM-1 4,070,248 694,305 2,061.88 1,785 1,780 M Carbonate 3/7/2018 247.34 1,814.54

\1Well Type: M = Monitoring well, P = Production well 
\3GV-LENZIE-3 is the replacement well for GV-DUKE-WS2, which was plugged and abandoned in 2016
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Table B-1
Surface Water Diversions above the Moapa Gage in the MRSA  

Year

NVE Muddy River just 
above Moapa Gage

 (afy)

MVWD 
Baldwin
Springs 

(afy)

MVWD 
Jones 
Spring
(afy)

1993 2,871 922 684

1994 2,462 948 660

1995 2,950 1,449 750

1996 3,219 1,707 659

1997 2,494 1,771 656

1998 2,296 646 700

1999 2,585 250 656

2000 3,063 53 635

2001 3,573 101 690

2002 3,727 210 635

2003 3,651 9 653

2004 2,923 44 664

2005 2,535 248 642

2006 1,659 569 699

2007 2,776 719 681

2008 2,791 332 702

2009 2,496 1,166 322

2010 2,283 1,119 202

2011 1,287 605 3

2012 393 27 3

2013 17 131 1

2014 230 990 50

2015 0 92 0

2016 0 89 0

2017 0 126 0
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Table C-1
Shallow Alluvial Wells in the Muddy River Springs Area

Pumped by Nevada Energy

Well Name Well Log Township Range Section
Section 
Quarter

Depth 
Cased 

(a)

Top 
Perf 
(a)

Bottom 
Perf 
(a)

Well 
Finish Date

Lewis 1 27268 14S 65E 8 SW NE 91 30 90 07-Mar-86

Lewis 2 62870 14S 65E 8 SE NE 100 35 100 22-Jun-72

Lewis 3 12727 14S 65E 8 SE NE 100 35 100 22-Jun-72

Lewis 4 10853 14S 65E 8 NW SE 97 38 88 12-Apr-69

Lewis 5 10852 14S 65E 8 NW SE 93 38 88 06-May-69

Perkins 
Production 31969 14S 65E 22 NE NE 135 25 125 16-Jun-88

Behmer 15623 14S 65E 23 NW NW 115 30 115 20-May-76

LDS East 102501 14S 65E 15 NW NW 77 17 77 15-Jun-88

LDS 
Central 102500 14S 65E 16 NE NE 50 25 50 15-Jun-88

LDS West 62880 14S 65E 9 SW SW 80 10 80 26-Nov-68

 aDepth cased, Top Perf (top of perforations) and Bottom Perf (bottom of perforations) depths are in feet below land surface.
 bWell completion dates listed are the most recent well restoration/repair dates and may not reflect installation dates. 
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Table C-2
Groundwater Diversions in MRSA and CSV

Year

Alluvial Well Development (afy) Carbonate Well Development (afy)

NVE Lewis 
Wells

NVE, LDS 
Wells

Perkins & 
Behmer Wells

MVWD 
Wells

CSI 
Development1

SNWA 
Development2

1993 1,648 958 1048 1,169 --- ---
1994 2,075 1,467 886 894 --- ---
1995 1,299 1,583 581 678 --- ---
1996 1,522 2,097 1,134 705 --- ---
1997 1,194 2,175 726 808 --- ---
1998 2,259 2,903 804 2,039 --- ---
1999 1,876 2,390 482 2,579 --- ---
2000 1,774 3,169 1,044 2,908 --- ---
2001 1,303 2,257 1,350 2,743 --- ---
2002 2,139 2,051  1,601 2,573 --- ---
2003 1,514 2,159  1,460 2,816 --- ---
2004 1,568 1,802  1,130 2,609 --- ---
2005 1,699 2,138  1,417 2,557 258 ---
2006 1,846 2,591  1,285 2,325 1,277 ---
2007 1,278 2,227  1,298 2,079 2,781 ---
2008 1,509 1,626  1,150 2,272 1,660 30
2009 1,008 1,532  1,553 2,034 1,398 15
2010 1,315 1,386  1,194 1,834 1,288 1,384
2011 1,826 1,496  1,070 1,836 1,199 4,131
2012 869 1,018  1,189 2,638 1,140 3,961
2013 1,279 1,047  1,637 2,496 1,222 1,770
2014 2,159 1,255  1,411 1,442 1,216 426
2015 473 176  639 2,396 1,108 385
2016 661 276 0 2,795 1,117 0
2017 136  240  159 2,823 1,399 0
20183 0 0 0 1,012 800 4

1 Combined development of CSI wells in Coyote Springs Valley including CSI-1, CSI-2, CSI-3, and CSI-4
2 Total includes development of the MX-5 well in Coyote Springs Valley.
3 Production data as of June 2018.
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Table C-3
Groundwater Production

 (Page 1 of 30)
Hydrographic

 Area Well Name
Aquifer 
Material Year

Production
 (gallons)

Production 
(af) Comments Source

210 BEDROC WELL 1 Alluvium 2015 83,492,912 256.23 Combined BEDROC WELL 1, 3, 5, and 7 Western Elite, 2018

210 BEDROC WELL 1 Alluvium 2016 100,088,525 307.16 Combined BEDROC WELL 1, 3, 5, and 7 Western Elite, 2018

210 BEDROC WELL 1 Alluvium 2017 89,964,321 276.09 Combined BEDROC WELL 1, 3, 5, and 7 Western Elite, 2018

210 BEDROC WELL 2 Alluvium 2015 122,904,642 377.18 Combined BEDROC WELL 2, 4, and 6 Western Elite, 2018

210 BEDROC WELL 2 Alluvium 2016 100,544,717 308.56 Combined BEDROC WELL 2, 4, and 6 Western Elite, 2018

210 BEDROC WELL 2 Alluvium 2017 91,772,796 281.64 Combined BEDROC WELL 2, 4, and 6 Western Elite, 2018

210 CSI-1 Carbonate 2005 70,382,000 215.99 NDWR, 2018a

210 CSI-1 Carbonate 2006 235,338,000 722.23 NDWR, 2018a

210 CSI-1 Carbonate 2007 247,947,000 760.92 NDWR, 2018a

210 CSI-1 Carbonate 2008 14,273,000 43.80 NDWR, 2018a

210 CSI-1 Carbonate 2009 0 0.00 NDWR, 2018a

210 CSI-1 Carbonate 2010 0 0.00 NDWR, 2018a

210 CSI-1 Carbonate 2011 0 0.00 NDWR, 2018a

210 CSI-1 Carbonate 2012 6,885,242 21.13 NDWR, 2018a

210 CSI-1 Carbonate 2013 386,506,510 1,186.14 NDWR, 2018a

210 CSI-1 Carbonate 2014 294,814,000 904.75 NDWR, 2018a

210 CSI-1 Carbonate 2015 186,961,000 573.76 NDWR, 2018a

210 CSI-1 Carbonate 2016 233,857,000 717.68 NDWR, 2018a

210 CSI-1 Carbonate 2017 399,700,000 1,226.63 NDWR, 2018a

210 CSI-1 Carbonate 2018 125,970,000 386.59 NDWR, 2018a

210 CSI-2 Carbonate 2005 13,851,000 42.51 NDWR, 2018a

210 CSI-2 Carbonate 2006 170,586,000 523.51 NDWR, 2018a

210 CSI-2 Carbonate 2007 489,531,000 1,502.32 NDWR, 2018a

210 CSI-2 Carbonate 2008 313,515,000 962.14 NDWR, 2018a

210 CSI-2 Carbonate 2009 4,180,000 12.83 NDWR, 2018a

210 CSI-2 Carbonate 2010 0 0.00 NDWR, 2018a

210 CSI-2 Carbonate 2011 0 0.00 NDWR, 2018a

210 CSI-2 Carbonate 2012 0 0.00 NDWR, 2018a
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210 CSI-2 Carbonate 2013 0 0.00 NDWR, 2018a

210 CSI-2 Carbonate 2014 0 0.00 NDWR, 2018a

210 CSI-2 Carbonate 2015 0 0.00 NDWR, 2018a

210 CSI-2 Carbonate 2016 0 0.00 NDWR, 2018a

210 CSI-2 Carbonate 2017 0 0.00 NDWR, 2018a

210 CSI-2 Carbonate 2018 125,682,000 385.70 NDWR, 2018a

210 CSI-3 Carbonate 2006 10,164,000 31.19 NDWR, 2018a

210 CSI-3 Carbonate 2007 160,672,000 493.08 NDWR, 2018a

210 CSI-3 Carbonate 2008 209,739,000 643.67 NDWR, 2018a

210 CSI-3 Carbonate 2009 263,978,000 810.12 NDWR, 2018a

210 CSI-3 Carbonate 2010 340,371,348 1,044.56 NDWR, 2018a

210 CSI-3 Carbonate 2011 233,891,372 717.79 NDWR, 2018a

210 CSI-3 Carbonate 2012 183,781,356 564.00 NDWR, 2018a

210 CSI-3 Carbonate 2013 11,779,752 36.15 NDWR, 2018a

210 CSI-3 Carbonate 2014 0 0.00 NDWR, 2018a

210 CSI-3 Carbonate 2015 0 0.00 NDWR, 2018a

210 CSI-3 Carbonate 2016 0 0.00 NDWR, 2018a

210 CSI-3 Carbonate 2017 0 0.00 NDWR, 2018a

210 CSI-3 Carbonate 2018 0 0.00 NDWR, 2018a

210 CSI-4 Carbonate 2007 7,898,000 24.24 NDWR, 2018a

210 CSI-4 Carbonate 2008 3,339,000 10.25 NDWR, 2018a

210 CSI-4 Carbonate 2009 187,369,000 575.01 NDWR, 2018a

210 CSI-4 Carbonate 2010 79,486,396 243.93 NDWR, 2018a

210 CSI-4 Carbonate 2011 156,854,000 481.37 NDWR, 2018a

210 CSI-4 Carbonate 2012 180,845,000 554.99 NDWR, 2018a

210 CSI-4 Carbonate 2013 0 0.00 NDWR, 2018a

210 CSI-4 Carbonate 2014 101,517,000 311.54 NDWR, 2018a

210 CSI-4 Carbonate 2015 174,209,000 534.63 NDWR, 2018a

Table C-3
Groundwater Production

 (Page 2 of 30)
Hydrographic

 Area Well Name
Aquifer 
Material Year

Production
 (gallons)

Production 
(af) Comments Source

SE ROA 37782

JA_9288



W
ater R

esource C
onditions of the LW

R
FS, 2018

Appendix C
C

-5
    

210 CSI-4 Carbonate 2016 130,213,000 399.61 NDWR, 2018a

210 CSI-4 Carbonate 2017 56,300,000 172.78 NDWR, 2018a

210 CSI-4 Carbonate 2018 9,116,000 27.98 NDWR, 2018a

210 CSV-RW2 Carbonate 2000 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2001 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2002 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2003 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2004 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2005 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2006 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2007 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2008 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2009 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2010 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2011 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2012 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2013 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2014 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2015 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2016 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2017 0 0.00 NDWR, 2018a

210 CSV-RW2 Carbonate 2018 0 0.00 NDWR, 2018a

210 MX-5 Carbonate 2008 9,819,500 30.13 SNWA, 2010

210 MX-5 Carbonate 2009 5,017,300 15.40 SNWA, 2010

210 MX-5 Carbonate 2010 450,905,191 1,383.78 NDWR, 2018a

210 MX-5 Carbonate 2011 1,346,243,737 4,131.47 NDWR, 2018a

210 MX-5 Carbonate 2012 1,290,557,441 3,960.58 NDWR, 2018a

210 MX-5 Carbonate 2013 576,659,399 1,769.70 NDWR, 2018a

Table C-3
Groundwater Production

 (Page 3 of 30)
Hydrographic

 Area Well Name
Aquifer 
Material Year

Production
 (gallons)

Production 
(af) Comments Source
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210 MX-5 Carbonate 2014 138,903,080 426.28 NDWR, 2018a

210 MX-5 Carbonate 2015 125,583,895 385.40 NDWR, 2018a

210 MX-5 Carbonate 2016 0 0.00 NDWR, 2018a

210 MX-5 Carbonate 2017 0 0.00 NDWR, 2018a

210 MX-5 Carbonate 2018 1,265,648 3.88 NDWR, 2018a

215 EBM-4 Carbonate 1996 209,745,000 643.68 NDWR, 2018b

215 EBM-4 Carbonate 1997 252,361,100 774.47 NDWR, 2018b

215 EBM-4 Carbonate 1998 240,830,000 739.08 NDWR, 2018b

215 EBM-4 Carbonate 1999 243,225,000 746.43 NDWR, 2018b

215 EBM-4 Carbonate 2000 259,923,000 797.67 NDWR, 2018a

215 EBM-4 Carbonate 2001 277,466,000 851.51 NDWR, 2018a

215 EBM-4 Carbonate 2002 281,379,000 863.52 NDWR, 2018a

215 EBM-4 Carbonate 2003 176,807,000 542.60 NDWR, 2018a

215 EBM-4 Carbonate 2004 235,330,000 722.20 NDWR, 2018a

215 EBM-4 Carbonate 2005 250,208,000 767.86 NDWR, 2018a

215 EBM-4 Carbonate 2006 247,516,000 759.60 NDWR, 2018a

215 EBM-4 Carbonate 2007 253,668,000 778.48 NDWR, 2018a

215 EBM-4 Carbonate 2008 99,584,000 305.61 NDWR, 2018a

215 EBM-4 Carbonate 2009 208,401,000 639.56 NDWR, 2018a

215 EBM-4 Carbonate 2010 312,428,000 958.81 NDWR, 2018a

215 EBM-4 Carbonate 2011 253,605,000 778.29 NDWR, 2018a

215 EBM-4 Carbonate 2012 230,985,264 708.87 NDWR, 2018a

215 EBM-4 Carbonate 2013 218,728,708 671.25 NDWR, 2018a

215 EBM-4 Carbonate 2014 224,975,000 690.42 NDWR, 2018a

215 EBM-4 Carbonate 2015 116,017,840 356.05 NDWR, 2018a

215 EBM-5 Carbonate 2015 93,435,000 286.74 NDWR, 2018a

215 EBM-5 Carbonate 2016 244,061,013 749.00 NDWR, 2018a

215 EBM-5 Carbonate 2017 271,995,048 834.72 NDWR, 2018a

Table C-3
Groundwater Production

 (Page 4 of 30)
Hydrographic

 Area Well Name
Aquifer 
Material Year

Production
 (gallons)

Production 
(af) Comments Source
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215 EBM-5 Carbonate 2018 22,341,064 68.56 NDWR, 2018a

215 EBM-6 Carbonate 2015 65,970,000 202.45 NDWR, 2018a

215 EBM-6 Carbonate 2016 194,914,456 598.17 NDWR, 2018a

215 EBM-6 Carbonate 2017 208,396,543 639.55 NDWR, 2018a

215 EBM-6 Carbonate 2018 136,469,056 418.81 NDWR, 2018a

215 EBP-2 Carbonate 1996 64,080,000 196.65 NDWR, 2018b

215 EBP-2 Carbonate 1997 33,070,000 101.49 NDWR, 2018b

215 EBP-2 Carbonate 1998 9,314,000 28.58 NDWR, 2018b

215 EBP-2 Carbonate 1999 36,840,000 113.06 NDWR, 2018b

215 EBP-2 Carbonate 2000 21,987,000 67.48 NDWR, 2018a

215 EBP-2 Carbonate 2001 1,179,000 3.62 NDWR, 2018a

215 EBP-2 Carbonate 2002 23,157,000 71.07 NDWR, 2018a

215 EBP-2 Carbonate 2003 166,841,000 512.02 NDWR, 2018a

215 EBP-2 Carbonate 2004 56,501,000 173.40 NDWR, 2018a

215 EBP-2 Carbonate 2005 483,000 1.48 NDWR, 2018a

215 EBP-2 Carbonate 2006 33,961,000 104.22 NDWR, 2018a

215 EBP-2 Carbonate 2007 171,000 0.52 NDWR, 2018a

215 EBP-2 Carbonate 2008 200,241,000 614.52 NDWR, 2018a

215 EBP-2 Carbonate 2009 23,172,000 71.11 NDWR, 2018a

215 EBP-2 Carbonate 2010 59,286,000 181.94 NDWR, 2018a

215 EBP-2 Carbonate 2011 795,000 2.44 NDWR, 2018a

215 EBP-2 Carbonate 2012 10,324,000 31.68 NDWR, 2018a

215 EBP-2 Carbonate 2013 41,058,893 126.01 NDWR, 2018a

215 EBP-2 Carbonate 2014 1,954,000 6.00 NDWR, 2018a

215 EBP-2 Carbonate 2015 77,104,404 236.62 NDWR, 2018a

215 EBP-2 Carbonate 2016 28,249,904 86.70 NDWR, 2018a

215 EBP-2 Carbonate 2017 10,769,028 33.05 NDWR, 2018a

215 EBP-2 Carbonate 2018 95,386,568 292.73 NDWR, 2018a

Table C-3
Groundwater Production

 (Page 5 of 30)
Hydrographic

 Area Well Name
Aquifer 
Material Year

Production
 (gallons)

Production 
(af) Comments Source
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215 EGV-3 Carbonate 1996 251,694,000 772.42 NDWR, 2018b

215 EGV-3 Carbonate 1997 228,981,000 702.72 NDWR, 2018b

215 EGV-3 Carbonate 1998 208,759,000 640.66 NDWR, 2018b

215 EGV-3 Carbonate 1999 231,181,000 709.47 NDWR, 2018b

215 EGV-3 Carbonate 2000 269,747,000 827.82 NDWR, 2018a

215 EGV-3 Carbonate 2001 238,938,000 733.27 NDWR, 2018a

215 EGV-3 Carbonate 2002 263,821,000 809.64 NDWR, 2018a

215 EGV-3 Carbonate 2003 213,277,000 654.52 NDWR, 2018a

215 EGV-3 Carbonate 2004 265,500,000 814.79 NDWR, 2018a

215 EGV-3 Carbonate 2005 283,714,000 870.69 NDWR, 2018a

215 EGV-3 Carbonate 2006 229,758,000 705.10 NDWR, 2018a

215 EGV-3 Carbonate 2007 262,651,000 806.05 NDWR, 2018a

215 EGV-3 Carbonate 2008 218,745,000 671.30 NDWR, 2018a

215 EGV-3 Carbonate 2009 279,226,000 856.91 NDWR, 2018a

215 EGV-3 Carbonate 2010 136,945,232 420.27 NDWR, 2018a

215 EGV-3 Carbonate 2011 201,293,696 617.75 NDWR, 2018a

215 EGV-3 Carbonate 2012 265,637,176 815.21 NDWR, 2018a

215 EGV-3 Carbonate 2013 256,576,104 787.40 NDWR, 2018a

215 EGV-3 Carbonate 2014 239,081,000 733.71 NDWR, 2018a

215 EGV-3 Carbonate 2015 119,275,720 366.04 NDWR, 2018a

216 EBA-1 Carbonate 1996 47,268,400 145.06 Unverified. Records received from
 Georgia Pacific.

216 EBA-1 Carbonate 1997 41,192,100 126.41 Unverified. Records received from
 Georgia Pacific.

216 EBA-1 Carbonate 1998 42,663,100 130.93 Unverified. Records received from
 Georgia Pacific.

216 EBA-1 Carbonate 1999 48,703,500 149.47 Unverified. Records received from
 Georgia Pacific.

216 EBA-1 Carbonate 2000 12,835,500 39.39 Unverified. Records received from
 Georgia Pacific.

Table C-3
Groundwater Production

 (Page 6 of 30)
Hydrographic

 Area Well Name
Aquifer 
Material Year

Production
 (gallons)

Production 
(af) Comments Source
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216 EBA-1 Carbonate 2001 48,831,300 149.86 NDWR, 2001

216 EBA-1 Carbonate 2002 45,366,300 139.22 NDWR, 2002

216 EBA-1 Carbonate 2003 61,443,600 188.56 NDWR, 2003

216 EBA-1 Carbonate 2004 60,837,000 186.70 NDWR, 2004

216 EBA-1 Carbonate 2005 49,268,500 151.20 NDWR, 2005

216 EBA-1 Carbonate 2006 45,460,300 139.51 NDWR, 2006

216 EBA-1 Carbonate 2007 48,388,874 148.50 NDWR, 2007

216 EBA-1 Carbonate 2008 47,417,838 145.52 NDWR, 2008

216 EBA-1 Carbonate 2009 36,641,945 112.45 NDWR, 2009

216 EBA-1 Carbonate 2010 40,539,123 124.41 NDWR, 2010

216 EBA-1 Carbonate 2011 43,426,163 133.27 NDWR, 2011

216 EBA-1 Carbonate 2012 35,921,814 110.24 NDWR, 2012

216 EBA-1 Carbonate 2013 47,486,266 145.73 NDWR, 2013

216 EBA-1 Carbonate 2014 22,666,196 69.56 NDWR, 2014

216 EBA-1 Carbonate 2015 38,202,771 117.24 NDWR, 2015

216 EBA-1 Carbonate 2016 37,062,293 113.74 NDWR, 2016

216 EBA-1 Carbonate 2017 30,717,974 94.27 NDWR, 2017

216 First Solar Well Carbonate 2016 30,045,051 92.20 NDWR, 2018a

216 First Solar Well Carbonate 2017 70,833,966 217.38 NDWR, 2018a

216 First Solar Well Carbonate 2018 45,156,000 138.58 NDWR, 2018a

216 GV-2 Carbonate 2007 0 33.40 NDWR,2007

216 GV-2 Carbonate 2008 40,620,000 124.66 NDWR, 2018a

216 GV-2 Carbonate 2009 5,560,000 17.06 NDWR, 2018a

216 GV-2 Carbonate 2010 3,232,442 9.92 NDWR, 2010

216 GV-2 Carbonate 2011 4,077,300 12.51 NDWR, 2018a

216 GV-2 Carbonate 2012 13,170,000 40.42 NDWR, 2018a

216 GV-2 Carbonate 2013 4,307,750 13.22 NDWR, 2013

216 GV-2 Carbonate 2014 5,112,602 15.69 NDWR, 2014

Table C-3
Groundwater Production

 (Page 7 of 30)
Hydrographic
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Material Year
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216 GV-2 Carbonate 2015 96,679,999 29.67 NDWR, 2015

216 GV-2 Carbonate 2016 11,300,513 34.68 NDWR, 2016

216 GV-2 Carbonate 2017 9,765,754 29.97 NDWR, 2017

216 GV-DUKE-WS1 Carbonate 2000 0 0.00 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2001 0 0.00 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2002 36,984,037 113.50 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2003 0 0.00 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2004 281,760 0.86 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2005 27,866,150 85.52 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2006 35,739,890 109.68 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2007 75,670,000 232.22 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2008 75,467,718 231.60 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2009 48,129,840 147.71 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2010 20,223,182 62.06 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2011 18,432,325 56.57 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2012 31,851,607 97.75 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2013 43,496,700 133.49 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2014 59,018,943 181.12 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2015 23,200,200 71.20 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2016 28,956,200 88.86 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2017 7,806,300 23.96 NDWR, 2018a

216 GV-DUKE-WS1 Carbonate 2018 3,241,100 9.95 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2000 0 0.00 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2001 0 0.00 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2002 3,312,100 10.16 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2003 0 0.00 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2004 0 0.00 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2005 20,176,000 61.92 NDWR, 2018a

Table C-3
Groundwater Production
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216 GV-DUKE-WS2 Carbonate 2006 52,927,802 162.43 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2007 33,780,000 103.67 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2008 54,572 0.17 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2009 95,265,432 292.36 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2010 101,809,227 312.44 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2011 103,242,291 316.84 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2012 102,565,323 314.76 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2013 31,273,855 95.98 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2014 1,767,473 5.42 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2015 66,944,359 205.44 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2016 43,864,896 134.62 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2017 0 0.00 NDWR, 2018a

216 GV-DUKE-WS2 Carbonate 2018 0 0.00 NDWR, 2018a

216 GV-KERR Carbonate 2001 681,029 2.09 NDWR, 2001

216 GV-KERR Carbonate 2002 1,029,689 3.16 NDWR, 2002

216 GV-KERR Carbonate 2003 1,798,698 5.52 NDWR, 2003

216 GV-KERR Carbonate 2004 3,287,837 10.09 NDWR, 2004

216 GV-KERR Carbonate 2005 3,173,789 9.74 NDWR, 2005

216 GV-KERR Carbonate 2006 1,358,799 4.17 NDWR, 2006

216 GV-KERR Carbonate 2007 984,070 3.02 NDWR, 2007

216 GV-KERR Carbonate 2008 1,309,921 4.02 NDWR, 2008

216 GV-KERR Carbonate 2009 1,238,234 3.80 NDWR, 2009

216 GV-KERR Carbonate 2010 2,078,929 6.38 NDWR, 2010

216 GV-KERR Carbonate 2011 2,078,929 6.38 NDWR, 2011

216 GV-KERR Carbonate 2012 3,245,476 9.96 NDWR, 2012

216 GV-KERR Carbonate 2013 3,196,598 9.81 NDWR, 2013

216 GV-KERR Carbonate 2014 3,509,415 10.77 NDWR, 2014

216 GV-KERR Carbonate 2015 5,774,080 17.72 NDWR, 2015
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216 GV-KERR Carbonate 2016 18,002,000 55.25 NDWR, 2018a

216 GV-KERR Carbonate 2017 8,965,852 27.52 NDWR, 2018a

216 GV-KERR Carbonate 2018 9,670,000 29.68 NDWR, 2018a

216 GV-LENZIE-3 Carbonate 2016 152,261,653 467.27 NDWR, 2018a

216 GV-LENZIE-3 Carbonate 2017 145,347,533 446.06 NDWR, 2018a

216 GV-LENZIE-3 Carbonate 2018 56,897,304 174.61 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2000 0 0.00 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2001 0 0.00 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2002 24,939,000 76.53 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2003 40,659,000 124.78 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2004 14,411,400 44.23 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2005 17,529,000 53.79 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2006 20,102,000 61.69 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2007 15,940,000 48.92 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2008 20,270,000 62.21 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2009 21,790,000 66.87 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2010 11,780,000 36.15 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2011 10,610,000 32.56 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2012 5,160,000 15.84 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2013 8,610,000 26.42 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2014 13,850,000 42.50 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2015 18,425,000 56.54 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2016 25,815,000 79.22 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2017 30,400,000 93.29 NDWR, 2018a

216 GV-MIRANT1 Carbonate 2018 10,940,000 33.57 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2000 0 0.00 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2001 0 0.00 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2002 24,628,280 75.58 NDWR, 2018a
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216 GV-PW-WS1 Carbonate 2003 15,721,736 48.25 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2004 46,332,890 142.19 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2005 43,064,719 132.16 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2006 51,438,313 157.86 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2007 54,400,000 166.95 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2008 45,994,581 141.15 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2009 48,684,769 149.41 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2010 52,966,620 162.55 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2011 43,557,511 133.67 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2012 45,994,240 141.15 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2013 45,222,054 138.78 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2014 37,660,958 115.58 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2015 50,122,548 153.82 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2016 56,162,212 172.36 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2017 62,814,431 192.77 NDWR, 2018a

216 GV-PW-WS1 Carbonate 2018 16,329,566 50.11 NDWR, 2018a

216 GV-RW1 Carbonate 2000 0 0.00 NDWR, 2018a

216 GV-RW1 Carbonate 2001 15,779,600 48.43 NDWR, 2018a

216 GV-RW1 Carbonate 2002 0 0.00 NDWR, 2018a

216 GV-RW1 Carbonate 2003 0 0.00 NDWR, 2018a

216 GV-RW1 Carbonate 2004 0 0.00 NDWR, 2018a

216 GV-RW1 Carbonate 2005 355,830 1.09 NDWR, 2018a

216 GV-RW1 Carbonate 2006 12,440,900 38.18 NDWR, 2018a

216 GV-RW1 Carbonate 2007 0 0.00 NDWR, 2018a

216 GV-RW1 Carbonate 2008 61,017,090 187.25 NDWR, 2018a

216 GV-RW1 Carbonate 2009 55,146,664 169.24 NDWR, 2018a

216 GV-RW1 Carbonate 2010 21,402,649 65.68 NDWR, 2018a

216 GV-RW1 Carbonate 2011 40,395,489 123.97 NDWR, 2018a
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216 GV-RW1 Carbonate 2012 28,555,356 87.63 NDWR, 2018a

216 GV-RW1 Carbonate 2013 82,926,540 254.49 NDWR, 2018a

216 GV-RW1 Carbonate 2014 117,003,648 359.07 NDWR, 2018a

216 GV-RW1 Carbonate 2015 88,709,326 272.24 NDWR, 2018a

216 GV-RW1 Carbonate 2016 193,028,250 592.38 NDWR, 2018a

216 GV-RW1 Carbonate 2017 43,062,364 132.15 NDWR, 2018a

216 GV-RW1 Carbonate 2018 19,080,000 58.55 NDWR, 2018a

216 GV-USLIME1 Carbonate 2000 0 0.00 NDWR, 2018a

216 GV-USLIME1 Carbonate 2001 33,388,170 102.46 NDWR, 2018a

216 GV-USLIME1 Carbonate 2002 35,554,390 109.11 NDWR, 2018a

216 GV-USLIME1 Carbonate 2003 33,117,643 101.63 NDWR, 2018a

216 GV-USLIME1 Carbonate 2004 38,606,818 118.48 NDWR, 2018a

216 GV-USLIME1 Carbonate 2005 36,171,110 111.01 NDWR, 2018a

216 GV-USLIME1 Carbonate 2006 42,614,870 130.78 NDWR, 2018a

216 GV-USLIME1 Carbonate 2007 41,089,881 126.10 NDWR, 2018a

216 GV-USLIME1 Carbonate 2008 32,559,872 99.92 NDWR, 2018a

216 GV-USLIME1 Carbonate 2009 27,974,570 85.85 NDWR, 2018a

216 GV-USLIME1 Carbonate 2010 24,452,529 75.04 NDWR, 2018a

216 GV-USLIME1 Carbonate 2011 23,470,206 72.03 NDWR, 2018a

216 GV-USLIME1 Carbonate 2012 19,097,000 58.61 NDWR, 2018a

216 GV-USLIME1 Carbonate 2013 26,117,000 80.15 NDWR, 2018a

216 GV-USLIME1 Carbonate 2014 19,720,000 60.52 NDWR, 2018a

216 GV-USLIME1 Carbonate 2015 23,665,000 72.63 NDWR, 2018a

216 GV-USLIME1 Carbonate 2016 17,327,967 53.18 NDWR, 2018a

216 GV-USLIME1 Carbonate 2017 18,111,927 55.58 NDWR, 2018a

216 GV-USLIME1 Carbonate 2018 11,278,340 34.61 NDWR, 2018a

216 GV-USLIME2 Alluvium 2000 0 0.00 NDWR, 2018a

216 GV-USLIME2 Alluvium 2001 41,921,670 128.65 NDWR, 2018a
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216 GV-USLIME2 Alluvium 2002 47,303,000 145.17 NDWR, 2018a

216 GV-USLIME2 Alluvium 2003 43,273,269 132.80 NDWR, 2018a

216 GV-USLIME2 Alluvium 2004 41,337,821 126.86 NDWR, 2018a

216 GV-USLIME2 Alluvium 2005 35,416,070 108.69 NDWR, 2018a

216 GV-USLIME2 Alluvium 2006 39,206,320 120.32 NDWR, 2018a

216 GV-USLIME2 Alluvium 2007 51,732,669 158.76 NDWR, 2018a

216 GV-USLIME2 Alluvium 2008 43,563,740 133.69 NDWR, 2018a

216 GV-USLIME2 Alluvium 2009 26,844,877 82.38 NDWR, 2018a

216 GV-USLIME2 Alluvium 2010 27,664,227 84.90 NDWR, 2018a

216 GV-USLIME2 Alluvium 2011 32,362,077 99.32 NDWR, 2018a

216 GV-USLIME2 Alluvium 2012 36,961,000 113.43 NDWR, 2018a

216 GV-USLIME2 Alluvium 2013 20,719,000 63.58 NDWR, 2018a

216 GV-USLIME2 Alluvium 2014 23,136,000 71.00 NDWR, 2018a

216 GV-USLIME2 Alluvium 2015 39,594,000 121.51 NDWR, 2018a

216 GV-USLIME2 Alluvium 2016 29,348,314 90.07 NDWR, 2018a

216 GV-USLIME2 Alluvium 2017 38,183,670 117.18 NDWR, 2018a

216 GV-USLIME2 Alluvium 2018 16,880,022 51.80 NDWR, 2018a

216 RS-PW-1 Clastic 1999 528,600 1.62 NDWR, 2018b

216 RS-PW-1 Clastic 2000 0 0.00 NDWR, 2018a

216 RS-PW-1 Clastic 2001 0 0.00 NDWR, 2018a

216 RS-PW-1 Clastic 2002 0 0.00 NDWR, 2018a

216 RS-PW-1 Clastic 2003 0 0.00 NDWR, 2018a

216 RS-PW-1 Clastic 2004 0 0.00 NDWR, 2018a

216 RS-PW-1 Clastic 2005 0 0.00 NDWR, 2018a

216 RS-PW-1 Clastic 2006 0 0.00 NDWR, 2018a

216 RS-PW-1 Clastic 2007 0 0.00 NDWR, 2018a

216 RS-PW-1 Clastic 2008 0 0.00 NDWR, 2018a

216 RS-PW-1 Clastic 2009 0 0.00 NDWR, 2018a
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216 RS-PW-1 Clastic 2010 0 0.00 NDWR, 2018a

216 RS-PW-1 Clastic 2011 46,502,300 142.71 NDWR, 2018a

216 RS-PW-1 Clastic 2012 30,563,900 93.80 NDWR, 2018a

216 RS-PW-1 Clastic 2013 9,566,000 29.36 NDWR, 2018a

216 RS-PW-1 Clastic 2014 8,560,074 26.27 NDWR, 2018a

216 RS-PW-1 Clastic 2015 6,572,526 20.17 NDWR, 2018a

216 RS-PW-1 Clastic 2016 1,450,728 4.45 NDWR, 2018a

216 RS-PW-1 Clastic 2017 0 0.00 NDWR, 2018a

216 RS-PW-1 Clastic 2018 0 0.00 NDWR, 2018a

216 RS-PW-2 Carbonate 1999 46,625,400 143.09 NDWR, 2018b

216 RS-PW-2 Carbonate 2000 29,818,300 91.51 NDWR, 2018a

216 RS-PW-2 Carbonate 2001 22,497,650 69.04 NDWR, 2018a

216 RS-PW-2 Carbonate 2002 33,203,350 101.90 NDWR, 2018a

216 RS-PW-2 Carbonate 2003 52,891,600 162.32 NDWR, 2018a

216 RS-PW-2 Carbonate 2004 44,666,500 137.08 NDWR, 2018a

216 RS-PW-2 Carbonate 2005 8,323,200 25.54 NDWR, 2018a

216 RS-PW-2 Carbonate 2006 16,073,000 49.33 NDWR, 2018a

216 RS-PW-2 Carbonate 2007 20,714,700 63.57 NDWR, 2018a

216 RS-PW-2 Carbonate 2008 39,794,700 122.13 NDWR, 2018a

216 RS-PW-2 Carbonate 2009 39,974,400 122.68 NDWR, 2018a

216 RS-PW-2 Carbonate 2010 37,954,200 116.48 NDWR, 2018a

216 RS-PW-2 Carbonate 2011 40,543,400 124.42 NDWR, 2018a

216 RS-PW-2 Carbonate 2012 41,012,700 125.86 NDWR, 2018a

216 RS-PW-2 Carbonate 2013 34,236,700 105.07 NDWR, 2018a

216 RS-PW-2 Carbonate 2014 33,442,918 102.63 NDWR, 2018a

216 RS-PW-2 Carbonate 2015 11,947,708 36.67 NDWR, 2018a

216 RS-PW-2 Carbonate 2016 0 0.00 NDWR, 2018a

216 RS-PW-2 Carbonate 2017 0 0.00 NDWR, 2018a
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216 RS-PW-2 Carbonate 2018 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 1999 0 0.00 NDWR, 2018b

216 RS-PW-3 Carbonate 2000 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2001 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2002 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2003 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2004 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2005 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2006 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2007 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2008 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2009 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2010 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2011 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2012 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2013 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2014 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2015 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2016 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2017 0 0.00 NDWR, 2018a

216 RS-PW-3 Carbonate 2018 0 0.00 NDWR, 2018a

216 RS-PW-5 Carbonate 1999 17,869,200 54.84 NDWR, 2018b

216 RS-PW-5 Carbonate 2000 83,063,400 254.91 NDWR, 2018a

216 RS-PW-5 Carbonate 2001 58,488,000 179.49 NDWR, 2018a

216 RS-PW-5 Carbonate 2002 39,610,100 121.56 NDWR, 2018a

216 RS-PW-5 Carbonate 2003 55,826,300 171.32 NDWR, 2018a

216 RS-PW-5 Carbonate 2004 44,048,100 135.18 NDWR, 2018a

216 RS-PW-5 Carbonate 2005 70,927,700 217.67 NDWR, 2018a
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216 RS-PW-5 Carbonate 2006 37,547,900 115.23 NDWR, 2018a

216 RS-PW-5 Carbonate 2007 29,339,400 90.04 NDWR, 2018a

216 RS-PW-5 Carbonate 2008 78,452,840 240.76 NDWR, 2018a

216 RS-PW-5 Carbonate 2009 58,241,500 178.74 NDWR, 2018a

216 RS-PW-5 Carbonate 2010 45,005,000 138.12 NDWR, 2018a

216 RS-PW-5 Carbonate 2011 6,445,500 19.78 NDWR, 2018a

216 RS-PW-5 Carbonate 2012 11,561,900 35.48 NDWR, 2018a

216 RS-PW-5 Carbonate 2013 23,462,900 72.00 NDWR, 2018a

216 RS-PW-5 Carbonate 2014 33,141,107 101.71 NDWR, 2018a

216 RS-PW-5 Carbonate 2015 39,001,222 119.69 NDWR, 2018a

216 RS-PW-5 Carbonate 2016 31,413,123 96.40 NDWR, 2018a

216 RS-PW-5 Carbonate 2017 88,328,611 271.07 NDWR, 2018a

216 RS-PW-5 Carbonate 2018 64,831,056 198.96 NDWR, 2018a

216 RS-PW-6 Carbonate 1999 60,764,900 186.48 NDWR, 2018b

216 RS-PW-6 Carbonate 2000 40,254,200 123.54 NDWR, 2018a

216 RS-PW-6 Carbonate 2001 58,762,200 180.33 NDWR, 2018a

216 RS-PW-6 Carbonate 2002 42,952,100 131.82 NDWR, 2018a

216 RS-PW-6 Carbonate 2003 37,063,000 113.74 NDWR, 2018a

216 RS-PW-6 Carbonate 2004 33,310,199 102.23 NDWR, 2018a

216 RS-PW-6 Carbonate 2005 46,520,700 142.77 NDWR, 2018a

216 RS-PW-6 Carbonate 2006 26,403,000 81.03 NDWR, 2018a

216 RS-PW-6 Carbonate 2007 40,707,000 124.93 NDWR, 2018a

216 RS-PW-6 Carbonate 2008 58,169,300 178.52 NDWR, 2018a

216 RS-PW-6 Carbonate 2009 45,197,400 138.71 NDWR, 2018a

216 RS-PW-6 Carbonate 2010 39,948,000 122.60 NDWR, 2018a

216 RS-PW-6 Carbonate 2011 24,497,000 75.18 NDWR, 2018a

216 RS-PW-6 Carbonate 2012 39,346,900 120.75 NDWR, 2018a

216 RS-PW-6 Carbonate 2013 42,697,000 131.03 NDWR, 2018a
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216 RS-PW-6 Carbonate 2014 32,231,721 98.92 NDWR, 2018a

216 RS-PW-6 Carbonate 2015 42,679,916 130.98 NDWR, 2018a

216 RS-PW-6 Carbonate 2016 55,796,378 171.23 NDWR, 2018a

216 RS-PW-6 Carbonate 2017 68,200,752 209.30 NDWR, 2018a

216 RS-PW-6 Carbonate 2018 20,124,640 61.76 NDWR, 2018a

216 RS-PW-7 Carbonate 1999 39,430 0.12 NDWR, 2018b

216 RS-PW-7 Carbonate 2000 0 0.00 NDWR, 2018a

216 RS-PW-7 Carbonate 2001 0 0.00 NDWR, 2018a

216 RS-PW-7 Carbonate 2002 0 0.00 NDWR, 2018a

216 RS-PW-7 Carbonate 2003 0 0.00 NDWR, 2018a

216 RS-PW-7 Carbonate 2004 0 0.00 NDWR, 2018a

216 RS-PW-7 Carbonate 2005 0 0.00 NDWR, 2018a

216 RS-PW-7 Carbonate 2006 0 0.00 NDWR, 2018a

216 RS-PW-7 Carbonate 2007 0 0.00 NDWR, 2018a

216 RS-PW-7 Carbonate 2008 0 0.00 NDWR, 2018a

216 RS-PW-7 Carbonate 2009 0 0.00 NDWR, 2018a

216 RS-PW-7 Carbonate 2010 27,310 0.08 NDWR, 2018a

216 RS-PW-7 Carbonate 2011 7,850 0.02 NDWR, 2018a

216 RS-PW-7 Carbonate 2012 152,300 0.47 NDWR, 2018a

216 RS-PW-7 Carbonate 2013 541,800 1.66 NDWR, 2018a

216 RS-PW-7 Carbonate 2014 432,500 1.33 NDWR, 2018a

216 RS-PW-7 Carbonate 2015 5,390,581 16.54 NDWR, 2018a

216 RS-PW-7 Carbonate 2016 27,925,361 85.70 NDWR, 2018a

216 RS-PW-7 Carbonate 2017 22,153,234 67.99 NDWR, 2018a

216 RS-PW-7 Carbonate 2018 31,553,066 96.83 NDWR, 2018a

218 PAIUTES-ECP1 Carbonate 2011 1,928,600 5.92 NDWR, 2018a

218 PAIUTES-ECP1 Carbonate 2012 0 0.00 NDWR, 2018a

218 PAIUTES-ECP1 Carbonate 2013 7,610,000 23.35 NDWR, 2018a
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218 PAIUTES-ECP1 Carbonate 2014 57,130,000 175.33 NDWR, 2018a

218 PAIUTES-ECP1 Carbonate 2015 95,700,000 293.69 NDWR, 2018a

218 PAIUTES-ECP1 Carbonate 2016 44,510,000 136.60 NDWR, 2018a

218 PAIUTES-ECP1 Carbonate 2017 4,190,000 12.86 NDWR, 2018a

218 PAIUTES-ECP1 Carbonate 2018 0 0.00 NDWR, 2018a

218 PAIUTES-ECP3 Carbonate 2015 28,360,000 87.03 NDWR, 2018a

218 PAIUTES-ECP3 Carbonate 2016 9,620,000 29.52 NDWR, 2018a

218 PAIUTES-ECP3 Carbonate 2017 0 0.00 NDWR, 2018a

218 PAIUTES-ECP3 Carbonate 2018 0 0.00 NDWR, 2018a

218 PAIUTES-TH1 Carbonate 2009 5,000,000 15.34 NDWR, 2018a

218 PAIUTES-TH1 Carbonate 2010 6,300,000 19.33 NDWR, 2018a

218 PAIUTES-TH1 Carbonate 2011 6,470,000 19.86 NDWR, 2018a

218 PAIUTES-TH1 Carbonate 2012 6,790,000 20.84 NDWR, 2018a

218 PAIUTES-TH1 Carbonate 2013 11,670,000 35.81 NDWR, 2018a

218 PAIUTES-TH1 Carbonate 2014 36,830,000 113.03 NDWR, 2018a

218 PAIUTES-TH1 Carbonate 2015 10,020,000 30.75 NDWR, 2018a

218 PAIUTES-TH1 Carbonate 2016 11,040,000 33.88 NDWR, 2018a

218 PAIUTES-TH1 Carbonate 2017 9,806,313 30.09 NDWR, 2018a

218 PAIUTES-TH1 Carbonate 2018 3,510,000 10.77 NDWR, 2018a

219 ARROW_CANYON Carbonate 1992 167,289,000 513.39 MVWD, 2018

219 ARROW_CANYON Carbonate 1993 335,084,000 1,028.34 MVWD, 2018

219 ARROW_CANYON Carbonate 1994 164,219,000 503.97 MVWD, 2018

219 ARROW_CANYON Carbonate 1995 99,050,000 303.97 MVWD, 2018

219 ARROW_CANYON Carbonate 1996 89,388,000 274.32 MVWD, 2018

219 ARROW_CANYON Carbonate 1997 163,354,000 501.32 MVWD, 2018

219 ARROW_CANYON Carbonate 1998 641,596,000 1,968.99 MVWD, 2018

219 ARROW_CANYON Carbonate 1999 793,268,000 2,434.45 MVWD, 2018

219 ARROW_CANYON Carbonate 2000 904,935,000 2,777.14 MVWD, 2018
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219 ARROW_CANYON Carbonate 2001 793,065,000 2,433.83 MVWD, 2018

219 ARROW_CANYON Carbonate 2002 737,673,750 2,263.84 MVWD, 2018

219 ARROW_CANYON Carbonate 2003 804,304,520 2,468.32 MVWD, 2018

219 ARROW_CANYON Carbonate 2004 816,215,000 2,504.87 MVWD, 2018

219 ARROW_CANYON Carbonate 2005 679,303,000 2,084.70 MVWD, 2018

219 ARROW_CANYON Carbonate 2006 641,990,508 1,970.20 MVWD, 2018

219 ARROW_CANYON Carbonate 2007 416,343,000 1,277.71 MVWD, 2018

219 ARROW_CANYON Carbonate 2008 583,101,000 1,789.47 MVWD, 2018

219 ARROW_CANYON Carbonate 2009 461,027,733 1,414.84 MVWD, 2018

219 ARROW_CANYON Carbonate 2010 375,264,540 1,151.64 MVWD, 2018

219 ARROW_CANYON Carbonate 2011 547,436,576 1,680.02 MVWD, 2018

219 ARROW_CANYON Carbonate 2012 641,920,168 1,969.98 MVWD, 2018

219 ARROW_CANYON Carbonate 2013 613,093,890 1,881.52 MVWD, 2018

219 ARROW_CANYON Carbonate 2014 379,141,924 1,163.54 MVWD, 2018

219 ARROW_CANYON Carbonate 2015 655,291,990 2,011.02 MVWD, 2018

219 ARROW_CANYON Carbonate 2016 736,378,979 2,259.86 MVWD, 2018

219 ARROW_CANYON Carbonate 2017 748,223,000 2,296.21 MVWD, 2018

219 ARROW_CANYON Carbonate 2018 249,540,000 765.81 MVWD, 2018

219 ARROW_CANYON_2 Carbonate 2005 66,440,000 203.90 MVWD, 2018

219 ARROW_CANYON_2 Carbonate 2006 261,000 0.80 MVWD, 2018

219 ARROW_CANYON_2 Carbonate 2007 184,622,000 566.58 MVWD, 2018

219 ARROW_CANYON_2 Carbonate 2008 32,129,000 98.60 MVWD, 2018

219 ARROW_CANYON_2 Carbonate 2009 201,394,403 618.06 MVWD, 2018

219 ARROW_CANYON_2 Carbonate 2010 216,208,406 663.52 MVWD, 2018

219 ARROW_CANYON_2 Carbonate 2011 50,554,746 155.15 MVWD, 2018

219 ARROW_CANYON_2 Carbonate 2012 159,785,076 490.36 MVWD, 2018

219 ARROW_CANYON_2 Carbonate 2013 117,203,061 359.68 MVWD, 2018

219 ARROW_CANYON_2 Carbonate 2014 90,609,576 278.07 MVWD, 2018
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219 ARROW_CANYON_2 Carbonate 2015 125,232,959 384.33 MVWD, 2018

219 ARROW_CANYON_2 Carbonate 2016 175,395,278 538.27 MVWD, 2018

219 ARROW_CANYON_2 Carbonate 2017 170,436,287 523.05 MVWD, 2018

219 ARROW_CANYON_2 Carbonate 2018 214,718,278 658.95 MVWD, 2018

219 BEHMER Alluvium 1993 200,429,800 615.10 Combined Behmer 14" and 8" production. Mifflin and Adenle, 
1994

219 BEHMER Alluvium 1994 75,445,300 231.53 Combined Behmer 14" and 8" production. Mifflin and Adenle, 
1995

219 BEHMER Alluvium 1995 139,805,760 429.05 Combined Behmer 14" and 8" production. Pohlmann, 1996

219 BEHMER Alluvium 1996 222,068,000 681.50 Combined Behmer 14" and 8" production. Pohlmann and 
Russell, 1997

219 BEHMER Alluvium 1999 78,801,740 241.83 Combined Behmer 14" and 8" production. Kleinfelder, 2000

219 BEHMER Alluvium 2000 180,081,000 552.65 Production from Behmer 14". NDWR, 2018a

219 BEHMER Alluvium 2001 270,722,000 830.82 Combined Behmer 14" and 8" production. Converse, 2002

219 BEHMER Alluvium 2002 267,153,000 819.86 Production from Behmer 14". Converse, 2003

219 BEHMER Alluvium 2003 209,306,000 642.34 Production from Behmer 14". Converse, 2004

219 BEHMER Alluvium 2004 181,153,440 555.94 Production from Behmer 14". Converse, 2005

219 BEHMER Alluvium 2005 214,128,000 657.13 Production from Behmer 14". NDWR, 2018a

219 BEHMER Alluvium 2006 166,359,000 510.54 Production from Behmer 14". NDWR, 2018a

219 BEHMER Alluvium 2007 170,896,000 524.46 Production from Behmer 14". NDWR, 2018a

219 BEHMER Alluvium 2008 156,091,000 479.03 Production from Behmer 14". NDWR, 2018a

219 BEHMER Alluvium 2009 295,797,000 907.77 NDWR, 2018a

219 BEHMER Alluvium 2010 199,527,000 612.33 NDWR, 2018a

219 BEHMER Alluvium 2011 141,521,000 434.31 NDWR, 2018a

219 BEHMER Alluvium 2012 141,012,500 432.75 NDWR, 2018a

219 BEHMER Alluvium 2013 202,634,000 621.86 NDWR, 2018a

219 BEHMER Alluvium 2014 200,741,453 616.05 NDWR, 2018a

219 BEHMER Alluvium 2015 94,933,000 291.34 NDWR, 2018a

219 BEHMER Alluvium 2016 20,000 0.06 NDWR, 2018a
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219 BEHMER Alluvium 2017 28,760,000 88.26 NDWR, 2018a

219 BEHMER Alluvium 2018 0 0.00 NDWR, 2018a

219 LDS Central Alluvium 1990 172,457,000 529.25 Mifflin,Adenle, and 
Johnson, 1991

219 LDS Central Alluvium 1993 67,869,000 208.28 Mifflin and Adenle, 
1994

219 LDS Central Alluvium 1994 98,137,000 301.17 Mifflin and Adenle, 
1995

219 LDS Central Alluvium 1995 159,600,000 489.79 Pohlmann, 1996

219 LDS CENTRAL Alluvium 1996 180,549,000 554.08 Pohlmann and 
Russell, 1997

219 LDS CENTRAL Alluvium 1999 238,859,000 733.03 Kleinfelder, 2000

219 LDS CENTRAL Alluvium 2000 315,045,000 966.84 NDWR, 2018a

219 LDS CENTRAL Alluvium 2001 310,055,000 951.52 NDWR, 2018a

219 LDS CENTRAL Alluvium 2002 296,357,000 909.49 NDWR, 2018a

219 LDS CENTRAL Alluvium 2003 317,365,000 973.96 NDWR, 2018a

219 LDS CENTRAL Alluvium 2004 237,541,000 728.99 NDWR, 2018a

219 LDS CENTRAL Alluvium 2005 252,015,000 773.41 NDWR, 2018a

219 LDS CENTRAL Alluvium 2006 287,471,000 882.22 NDWR, 2018a

219 LDS CENTRAL Alluvium 2007 230,442,000 707.20 NDWR, 2018a

219 LDS CENTRAL Alluvium 2008 198,628,000 609.57 NDWR, 2018a

219 LDS CENTRAL Alluvium 2009 267,394,000 820.60 NDWR, 2018a

219 LDS CENTRAL Alluvium 2010 231,525,000 710.52 NDWR, 2018a

219 LDS CENTRAL Alluvium 2011 161,742,000 496.37 NDWR, 2018a

219 LDS CENTRAL Alluvium 2012 77,824,000 238.83 NDWR, 2018a

219 LDS CENTRAL Alluvium 2013 128,674,000 394.89 NDWR, 2018a

219 LDS CENTRAL Alluvium 2014 68,333,661 209.71 NDWR, 2018a

219 LDS CENTRAL Alluvium 2015 5,190,000 15.93 NDWR, 2018a

219 LDS CENTRAL Alluvium 2016 19,670,000 60.37 NDWR, 2018a
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219 LDS CENTRAL Alluvium 2017 0 0.00 NDWR, 2018a

219 LDS CENTRAL Alluvium 2018 0 0.00 NDWR, 2018a

219 LDS East Alluvium 1990 137,505,000 421.99 Mifflin,Adenle, and 
Johnson, 1991

219 LDS East Alluvium 1993 92,336,000 283.37 Mifflin and Adenle, 
1994

219 LDS East Alluvium 1994 100,962,000 309.84 Mifflin and Adenle, 
1995

219 LDS East Alluvium 1995 175,869,000 539.72 Pohlmann, 1996

219 LDS EAST Alluvium 1996 171,100,000 525.09 Pohlmann and 
Russell, 1997

219 LDS EAST Alluvium 1999 191,588,000 587.96 Kleinfelder, 2000

219 LDS EAST Alluvium 2000 363,754,000 1,116.32 NDWR, 2018a

219 LDS EAST Alluvium 2001 197,351,000 605.65 NDWR, 2018a

219 LDS EAST Alluvium 2002 124,970,000 383.52 NDWR, 2018a

219 LDS EAST Alluvium 2003 213,657,000 655.69 NDWR, 2018a

219 LDS EAST Alluvium 2004 183,984,500 564.63 NDWR, 2018a

219 LDS EAST Alluvium 2005 140,928,000 432.49 NDWR, 2018a

219 LDS EAST Alluvium 2006 127,973,000 392.73 NDWR, 2018a

219 LDS EAST Alluvium 2007 207,036,000 635.37 NDWR, 2018a

219 LDS EAST Alluvium 2008 165,261,000 507.17 NDWR, 2018a

219 LDS EAST Alluvium 2009 63,551,000 195.03 NDWR, 2018a

219 LDS EAST Alluvium 2010 52,720,000 161.79 NDWR, 2018a

219 LDS EAST Alluvium 2011 196,639,000 603.46 NDWR, 2018a

219 LDS EAST Alluvium 2012 188,436,000 578.29 NDWR, 2018a

219 LDS EAST Alluvium 2013 177,234,000 543.91 NDWR, 2018a

219 LDS EAST Alluvium 2014 195,257,868 599.22 NDWR, 2018a

219 LDS EAST Alluvium 2015 13,710,000 42.07 NDWR, 2018a

219 LDS EAST Alluvium 2016 0 0.00 NDWR, 2018a
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219 LDS EAST Alluvium 2017 60,100,000 184.44 NDWR, 2018a

219 LDS EAST Alluvium 2018 0 0.00 NDWR, 2018a

219 LDS West Alluvium 1990 198,115,000 607.99 Mifflin,Adenle, and 
Johnson, 1991

219 LDS West Alluvium 1993 134,620,000 413.13 Mifflin and Adenle, 
1994

219 LDS West Alluvium 1994 279,092,000 856.50 Mifflin and Adenle, 
1995

219 LDS West Alluvium 1995 180,481,000 553.88 Pohlmann, 1996

219 LDS WEST Alluvium 1996 331,528,000 1,017.42 Pohlmann and 
Russell, 1997

219 LDS WEST Alluvium 1999 348,289,000 1,068.86 Kleinfelder, 2000

219 LDS WEST Alluvium 2000 353,827,000 1,085.86 NDWR, 2018a

219 LDS WEST Alluvium 2001 228,110,000 700.04 NDWR, 2018a

219 LDS WEST Alluvium 2002 246,938,000 757.82 NDWR, 2018a

219 LDS WEST Alluvium 2003 172,354,000 528.94 NDWR, 2018a

219 LDS WEST Alluvium 2004 165,522,000 507.97 NDWR, 2018a

219 LDS WEST Alluvium 2005 303,863,000 932.52 NDWR, 2018a

219 LDS WEST Alluvium 2006 428,686,000 1,315.59 NDWR, 2018a

219 LDS WEST Alluvium 2007 288,217,000 884.51 NDWR, 2018a

219 LDS WEST Alluvium 2008 166,099,000 509.74 NDWR, 2018a

219 LDS WEST Alluvium 2009 168,098,000 515.87 NDWR, 2018a

219 LDS WEST Alluvium 2010 167,529,000 514.13 NDWR, 2018a

219 LDS WEST Alluvium 2011 129,219,000 396.56 NDWR, 2018a

219 LDS WEST Alluvium 2012 65,323,000 200.47 NDWR, 2018a

219 LDS WEST Alluvium 2013 35,166,000 107.92 NDWR, 2018a

219 LDS WEST Alluvium 2014 145,313,981 445.95 NDWR, 2018a

219 LDS WEST Alluvium 2015 38,379,000 117.78 NDWR, 2018a

219 LDS WEST Alluvium 2016 70,410,000 216.08 NDWR, 2018a
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219 LDS WEST Alluvium 2017 17,970,000 55.15 NDWR, 2018a

219 LDS WEST Alluvium 2018 0 0.00 NDWR, 2018a

219 LEWIS 1 Alluvium 1993 135,885,000 417.02 Mifflin and Adenle, 
1994

219 LEWIS 1 Alluvium 1994 185,686,000 569.85 Mifflin and Adenle, 
1995

219 LEWIS 1 Alluvium 1995 59,146,000 181.51 Pohlmann, 1996

219 LEWIS 1 Alluvium 1996 79,882,000 245.15 Pohlmann and 
Russell, 1997

219 LEWIS 1 Alluvium 1999 117,567,000 360.80 Kleinfelder, 2000

219 LEWIS 1 Alluvium 2000 101,913,332 312.76 NDWR, 2018a

219 LEWIS 1 Alluvium 2001 35,630,000 109.34 NDWR, 2018a

219 LEWIS 1 Alluvium 2002 123,094,000 377.76 NDWR, 2018a

219 LEWIS 1 Alluvium 2003 93,257,000 286.20 NDWR, 2018a

219 LEWIS 1 Alluvium 2004 100,527,000 308.51 NDWR, 2018a

219 LEWIS 1 Alluvium 2005 92,664,000 284.38 NDWR, 2018a

219 LEWIS 1 Alluvium 2006 86,734,000 266.18 NDWR, 2018a

219 LEWIS 1 Alluvium 2007 77,139,000 236.73 NDWR, 2018a

219 LEWIS 1 Alluvium 2008 103,418,000 317.38 NDWR, 2018a

219 LEWIS 1 Alluvium 2009 17,407,000 53.42 NDWR, 2018a

219 LEWIS 1 Alluvium 2010 44,258,000 135.82 NDWR, 2018a

219 LEWIS 1 Alluvium 2011 133,139,200 408.59 NDWR, 2018a

219 LEWIS 1 Alluvium 2012 71,765,700 220.24 NDWR, 2018a

219 LEWIS 1 Alluvium 2013 64,453,800 197.80 NDWR, 2018a

219 LEWIS 1 Alluvium 2014 89,944,300 276.03 NDWR, 2018a

219 LEWIS 1 Alluvium 2015 0 0.00 NDWR, 2018a

219 LEWIS 1 Alluvium 2016 0 0.00 NDWR, 2018a

219 LEWIS 1 Alluvium 2017 0 0.00 NDWR, 2018a

219 LEWIS 1 Alluvium 2018 0 0.00 NDWR, 2018a
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219 LEWIS 2 Alluvium 1993 76,466,000 234.67 Mifflin and Adenle, 
1994

219 LEWIS 2 Alluvium 1994 70,949,000 217.73 Mifflin and Adenle, 
1995

219 LEWIS 2 Alluvium 1995 73,164,000 224.53 Pohlmann, 1996

219 LEWIS 2 Alluvium 1996 64,856,000 199.04 Pohlmann and 
Russell, 1997

219 LEWIS 2 Alluvium 1999 72,835,000 223.52 Kleinfelder, 2000

219 LEWIS 2 Alluvium 2000 103,158,000 316.58 NDWR, 2018a

219 LEWIS 2 Alluvium 2001 6,180,000 18.97 NDWR, 2018a

219 LEWIS 2 Alluvium 2002 78,513,000 240.95 NDWR, 2018a

219 LEWIS 2 Alluvium 2003 68,188,000 209.26 NDWR, 2018a

219 LEWIS 2 Alluvium 2004 102,914,000 315.83 NDWR, 2018a

219 LEWIS 2 Alluvium 2005 100,377,000 308.05 NDWR, 2018a

219 LEWIS 2 Alluvium 2006 74,216,000 227.76 NDWR, 2018a

219 LEWIS 2 Alluvium 2007 116,889,000 358.72 NDWR, 2018a

219 LEWIS 2 Alluvium 2008 108,228,000 332.14 NDWR, 2018a

219 LEWIS 2 Alluvium 2009 97,690,000 299.80 NDWR, 2018a

219 LEWIS 2 Alluvium 2010 113,247,000 347.54 NDWR, 2018a

219 LEWIS 2 Alluvium 2011 127,704,000 391.91 NDWR, 2018a

219 LEWIS 2 Alluvium 2012 35,537,000 109.06 NDWR, 2018a

219 LEWIS 2 Alluvium 2013 26,465,000 81.22 NDWR, 2018a

219 LEWIS 2 Alluvium 2014 44,022,000 135.10 NDWR, 2018a

219 LEWIS 2 Alluvium 2015 0 0.00 NDWR, 2018a

219 LEWIS 2 Alluvium 2016 0 0.00 NDWR, 2018a

219 LEWIS 2 Alluvium 2017 0 0.00 NDWR, 2018a

219 LEWIS 2 Alluvium 2018 0 0.00 NDWR, 2018a

219 LEWIS 3 Alluvium 1993 129,001,000 395.89 Mifflin and Adenle, 
1994
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219 LEWIS 3 Alluvium 1994 256,934,000 788.50 Mifflin and Adenle, 
1995

219 LEWIS 3 Alluvium 1995 118,406,000 363.37 Pohlmann, 1996

219 LEWIS 3 Alluvium 1996 81,207,000 249.22 Pohlmann and 
Russell, 1997

219 LEWIS 3 Alluvium 1999 205,279,000 629.98 Kleinfelder, 2000

219 LEWIS 3 Alluvium 2000 152,499,000 468.00 NDWR, 2018a

219 LEWIS 3 Alluvium 2001 141,026,000 432.79 NDWR, 2018a

219 LEWIS 3 Alluvium 2002 238,372,000 731.54 NDWR, 2018a

219 LEWIS 3 Alluvium 2003 136,780,000 419.76 NDWR, 2018a

219 LEWIS 3 Alluvium 2004 121,044,000 371.47 NDWR, 2018a

219 LEWIS 3 Alluvium 2005 101,789,000 312.38 NDWR, 2018a

219 LEWIS 3 Alluvium 2006 145,098,000 445.29 NDWR, 2018a

219 LEWIS 3 Alluvium 2007 105,172,300 322.76 NDWR, 2018a

219 LEWIS 3 Alluvium 2008 52,951,600 162.50 NDWR, 2018a

219 LEWIS 3 Alluvium 2009 53,981,600 165.66 NDWR, 2018a

219 LEWIS 3 Alluvium 2010 60,061,000 184.32 NDWR, 2018a

219 LEWIS 3 Alluvium 2011 114,042,000 349.98 NDWR, 2018a

219 LEWIS 3 Alluvium 2012 75,691,000 232.29 NDWR, 2018a

219 LEWIS 3 Alluvium 2013 111,242,000 341.39 NDWR, 2018a

219 LEWIS 3 Alluvium 2014 173,058,834 531.10 NDWR, 2018a

219 LEWIS 3 Alluvium 2015 3,830,000 11.75 NDWR, 2018a

219 LEWIS 3 Alluvium 2016 63,890,000 196.07 NDWR, 2018a

219 LEWIS 3 Alluvium 2017 0 0.00 NDWR, 2018a

219 LEWIS 3 Alluvium 2018 0 0.00 NDWR, 2018a

219 LEWIS 4 Alluvium 1993 144,441,000 443.27 Mifflin and Adenle, 
1994

219 LEWIS 4 Alluvium 1994 89,080,000 273.38 Mifflin and Adenle, 
1995

Table C-3
Groundwater Production

 (Page 26 of 30)
Hydrographic

 Area Well Name
Aquifer 
Material Year

Production
 (gallons)

Production 
(af) Comments Source

SE ROA 37806

JA_9312



W
ater R

esource C
onditions of the LW

R
FS, 2018

Appendix C
C

-29
    

219 LEWIS 4 Alluvium 1995 107,707,000 330.54 Pohlmann, 1996

219 LEWIS 4 Alluvium 1996 175,769,000 539.42 Pohlmann and 
Russell, 1997

219 LEWIS 4 Alluvium 1999 78,307,000 240.32 Kleinfelder, 2000

219 LEWIS 4 Alluvium 2000 81,103,000 248.90 NDWR, 2018a

219 LEWIS 4 Alluvium 2001 111,354,000 341.73 NDWR, 2018a

219 LEWIS 4 Alluvium 2002 203,322,400 623.97 NDWR, 2018a

219 LEWIS 4 Alluvium 2003 88,076,400 270.30 NDWR, 2018a

219 LEWIS 4 Alluvium 2004 107,038,100 328.49 NDWR, 2018a

219 LEWIS 4 Alluvium 2005 130,254,900 399.74 NDWR, 2018a

219 LEWIS 4 Alluvium 2006 133,886,400 410.88 NDWR, 2018a

219 LEWIS 4 Alluvium 2007 103,962,300 319.05 NDWR, 2018a

219 LEWIS 4 Alluvium 2008 108,001,400 331.44 NDWR, 2018a

219 LEWIS 4 Alluvium 2009 67,665,100 207.66 NDWR, 2018a

219 LEWIS 4 Alluvium 2010 89,094,000 273.42 NDWR, 2018a

219 LEWIS 4 Alluvium 2011 87,828,000 269.53 NDWR, 2018a

219 LEWIS 4 Alluvium 2012 45,697,000 140.24 NDWR, 2018a

219 LEWIS 4 Alluvium 2013 61,536,000 188.85 NDWR, 2018a

219 LEWIS 4 Alluvium 2014 154,217,229 473.28 NDWR, 2018a

219 LEWIS 4 Alluvium 2015 15,250,000 46.80 NDWR, 2018a

219 LEWIS 4 Alluvium 2016 17,310,000 53.12 NDWR, 2018a

219 LEWIS 4 Alluvium 2017 680,000 2.09 NDWR, 2018a

219 LEWIS 4 Alluvium 2018 0 0.00 NDWR, 2018a

219 LEWIS 5 Alluvium 1993 51,249,000 157.28 Mifflin and Adenle, 
1994

219 LEWIS 5 Alluvium 1994 73,265,000 224.84 Mifflin and Adenle, 
1995

219 LEWIS 5 Alluvium 1995 64,863,000 199.06 Pohlmann, 1996
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219 LEWIS 5 Alluvium 1996 94,302,000 289.40 Pohlmann and 
Russell, 1997

219 LEWIS 5 Alluvium 1999 137,169,000 420.96 Kleinfelder, 2000

219 LEWIS 5 Alluvium 2000 139,206,000 427.21 NDWR, 2018a

219 LEWIS 5 Alluvium 2001 130,284,000 399.83 NDWR, 2018a

219 LEWIS 5 Alluvium 2002 53,624,000 164.57 NDWR, 2018a

219 LEWIS 5 Alluvium 2003 107,017,000 328.42 NDWR, 2018a

219 LEWIS 5 Alluvium 2004 79,409,000 243.70 NDWR, 2018a

219 LEWIS 5 Alluvium 2005 128,429,000 394.13 NDWR, 2018a

219 LEWIS 5 Alluvium 2006 161,538,500 495.74 NDWR, 2018a

219 LEWIS 5 Alluvium 2007 13,424,600 41.20 NDWR, 2018a

219 LEWIS 5 Alluvium 2008 119,084,000 365.46 NDWR, 2018a

219 LEWIS 5 Alluvium 2009 91,462,000 280.69 NDWR, 2018a

219 LEWIS 5 Alluvium 2010 121,690,000 373.45 NDWR, 2018a

219 LEWIS 5 Alluvium 2011 132,237,000 405.82 NDWR, 2018a

219 LEWIS 5 Alluvium 2012 54,629,000 167.65 NDWR, 2018a

219 LEWIS 5 Alluvium 2013 153,055,672 469.71 NDWR, 2018a

219 LEWIS 5 Alluvium 2014 242,481,080 744.15 NDWR, 2018a

219 LEWIS 5 Alluvium 2015 135,082,000 414.55 NDWR, 2018a

219 LEWIS 5 Alluvium 2016 134,160,000 411.72 NDWR, 2018a

219 LEWIS 5 Alluvium 2017 43,690,000 134.08 NDWR, 2018a

219 LEWIS 5 Alluvium 2018 0 0.00 NDWR, 2018a

219 MX-6 Carbonate 1993 45,945,000 141.00 MVWD, 2018

219 MX-6 Carbonate 1994 127,033,000 389.85 MVWD, 2018

219 MX-6 Carbonate 1995 122,008,000 374.43 MVWD, 2018

219 MX-6 Carbonate 1996 140,352,000 430.72 MVWD, 2018

219 MX-6 Carbonate 1997 100,087,000 307.16 MVWD, 2018

219 MX-6 Carbonate 1998 22,782,800 69.92 MVWD, 2018
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219 MX-6 Carbonate 1999 47,099,500 144.54 MVWD, 2018

219 MX-6 Carbonate 2000 42,504,600 130.44 MVWD, 2018

219 MX-6 Carbonate 2001 100,855,300 309.51 MVWD, 2018

219 MX-6 Carbonate 2002 100,644,540 308.87 MVWD, 2018

219 MX-6 Carbonate 2003 113,150,568 347.25 MVWD, 2018

219 MX-6 Carbonate 2004 69,423,000 213.05 MVWD, 2018

219 MX-6 Carbonate 2005 87,378,000 268.15 MVWD, 2018

219 MX-6 Carbonate 2006 324,073,000 994.54 MVWD, 2018

219 MX-6 Carbonate 2007 76,330,000 234.25 MVWD, 2018

219 MX-6 Carbonate 2008 125,056,000 383.78 MVWD, 2018

219 MX-6 Carbonate 2009 507,102 1.56 MVWD, 2018

219 MX-6 Carbonate 2010 3,645,192 11.19 MVWD, 2018

219 MX-6 Carbonate 2011 460,864 1.41 MVWD, 2018

219 MX-6 Carbonate 2012 57,878,530 177.62 MVWD, 2018

219 MX-6 Carbonate 2013 82,912,071 254.45 MVWD, 2018

219 MX-6 Carbonate 2014 0 0.00 MVWD, 2018

219 MX-6 Carbonate 2015 0 0.00 MVWD, 2018

219 MX-6 Carbonate 2016 0 0.00 MVWD, 2018

219 MX-6 Carbonate 2017 0 0.00 MVWD, 2018

219 MX-6 Carbonate 2018 0 0.00 MVWD, 2018

219 PERKINS PRODUCTION Alluvium 1993 159,155,000 488.43 Mifflin and Adenle, 
1994

219 PERKINS PRODUCTION Alluvium 1994 217,349,000 667.02 Mifflin and Adenle, 
1995

219 PERKINS PRODUCTION Alluvium 1995 49,595,000 152.20 Pohlmann, 1996

219 PERKINS PRODUCTION Alluvium 1996 147,494,000 452.64 Pohlmann and 
Russell, 1997

219 PERKINS PRODUCTION Alluvium 1999 78,396,000 240.59 Kleinfelder, 2000

219 PERKINS PRODUCTION Alluvium 2000 153,475,000 471.00 NDWR, 2018a
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219 PERKINS PRODUCTION Alluvium 2001 159,530,000 489.58 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2002 236,304,000 725.19 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2003 228,829,000 702.25 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2004 170,913,000 524.51 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2005 238,755,000 732.71 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2006 252,270,000 774.19 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2007 231,534,000 710.55 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2008 218,774,000 671.39 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2009 210,205,000 645.10 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2010 189,468,000 581.46 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2011 207,057,000 635.43 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2012 246,502,000 756.49 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2013 330,911,000 1,015.53 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2014 258,918,323 794.59 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2015 113,142,000 347.22 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2016 0 0.00 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2017 23,170,000 71.11 NDWR, 2018a

219 PERKINS PRODUCTION Alluvium 2018 0 0.00 NDWR, 2018a
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Geologic map of the east-central Meadow Valley Mountains, 
and implications for reconstruction of the Mormon Peak 
detachment, Nevada
E. Swanson and B.P. Wernicke
Division of Geological and Planetary Sciences, California Institute of Technology, Pasadena, California 91125, USA

ABSTRACT

The role of low-angle faults in accommodating extension within the upper 
crust remains controversial because the existence of these faults markedly de-
fies extant continuum theories of how crustal faults form, and once initiated, 
how they continue to slip. Accordingly, for many proposed examples, basic 
kinematic problems like slip direction, dip angle while active, and magnitude 
of offset are keenly debated. A well-known example is the Miocene Mormon 
Peak detachment and overlying Mormon Peak allochthon of southern Nevada 
(USA), whose origin and evolution have been debated for several decades. 
Here, we use geologic mapping in the Meadow Valley Mountains to help 
define the geometry and kinematics of emplacement of the Mormon Peak 
allochthon, the hanging wall of the Mormon Peak detachment. Pre-exten-
sion structural markers, inherited from the east-vergent Sevier thrust belt 
of Meso zoic age, are well suited to constrain the geometry and kine matics 
of the detachment. In this study, we add to these markers a newly mapped 
Sevier- age monoclinal flexure preserved in the hanging wall of the detach-
ment. The bounding axial surfaces of the flexure can be readily matched to 
the base and top of the frontal Sevier thrust ramp, which is exposed in the 
footwall of the detachment to the east in the Mormon Mountains and Tule 
Springs Hills. Multiple proxies for the slip direction of the detachment, in-
cluding the mean tilt direction of hanging wall fault blocks, the trend of stri-
ations measured on the fault plane, and other structural features, indicate 
that it is approximately S77°W (257°). Given the observed structural separa-
tion lines between the hanging wall and footwall, this slip direction indicates  
12–13 km of horizontal displacement on the detachment (14–15 km net slip), 
lower than a previous estimate of 20–22 km, which was based on erroneous 
assumptions in regard to the geometry of the thrust system. Based on a new 
detailed map compilation of the region and recently published low-tempera-
ture thermochronologic data, palinspastic constraints also preclude earlier 
suggestions that the Mormon Peak allochthon is a composite of diachro-
nously emplaced, surficial landslide deposits. Although earlier suggestions 
that the initiation angle of the detachment in the central Mormon Mountains 
is ~20°–25° remain valid, the geometry of the Sevier-age monocline in the 
Meadow Valley Mountains and other structural data suggest that the initial 

dip of the detachment steepens toward the north beneath the southernmost 
Clover Mountains, where the hanging wall includes kilometer-scale accumu-
lations of volcanic and volcaniclastic strata.

INTRODUCTION

In materials obeying Coulombic- or Byerlee-type failure laws, both the ini-
tiation and continued slip on normal fault planes dipping <30° is prohibited, 
assuming the maximum principal stress direction is subvertical (e.g., Collettini 
and Sibson, 2001; Axen, 2004). Extensional detachments (nominally, low-angle 
normal faults with displacements of kilometers to tens of kilometers) are widely 
described in the literature and currently accepted by most earth scientists as 
fundamental tectonic elements (e.g., Lister and Davis, 1989; Abers, 1991; Rigo 
et al., 1996; Chiaraluce et al., 2007; Bidgoli et al., 2015). However, they are prob-
lematic, not only from a mechanical point of view, but also from the point of 
view of historical seismicity, which is dominated by slip on planes steeper than 
30° (e.g., Jackson and White, 1989; Wernicke, 1995; Elliott et al., 2010; Styron 
and Hetland, 2014). Thus, despite general acceptance, the very existence of low- 
angle normal faults continues to be challenged, in some cases even on geo logi-
cal grounds (e.g., Miller et al., 1999; Anders et al., 2006; Wong and Gans, 2008).

A frequently cited example of an upper-crustal normal fault that both initi-
ated and slipped at low angle (20°–25°) throughout its evolution is the middle 
Miocene Mormon Peak detachment of southern Nevada (USA), which local-
ized near the frontal thrust ramp of the Cretaceous Sevier fold-and-thrust belt 
(Figs. 1 and 2; Wernicke et al., 1985; Wernicke and Axen, 1988; Axen et al., 1990; 
Wernicke, 1995; Axen, 2004; Anderson et  al., 2010). This interpretation has 
been challenged by several workers who contend that the hanging wall of the 
detachment constitutes one or more large-scale landslide or rock avalanche 
deposits (e.g., Carpenter et al., 1989; Anders et al., 2006; Walker et al., 2007).

Because the detachment is superimposed on the frontal ramp of a décolle-
ment fold-and-thrust belt, numerous potential structural markers provide con-
straints on both the initial dip and net displacement along the detachment. The 
most important of these include (1) the axial surfaces of the frontal ramp syn-
cline and anticline, (2) footwall cutoffs of Paleozoic and Mesozoic stratigraphic 
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units by the ramp zone, and (3) stratigraphic mismatch between the footwall 
and hanging wall of the detachment. Although some of these features were 
previously described in detail from the footwall of the detachment in the Mor-
mon Mountains and Tule Springs Hills area (Fig. 1; Wernicke et al., 1985; Axen 
et  al., 1990), potential offset counterparts in the Meadow Valley Mountains, 
immediately to the west of the Mormon Mountains, have to date only been 
mapped in reconnaissance (Tschanz and Pampeyan, 1970; Pampeyan, 1993). 
These maps depict a large-scale, monoclinal flexure in Paleozoic and Meso-
zoic strata overlain in angular unconformity by a succession of mid-Tertiary 
lacustrine and volcanic strata. Based on the regional geology of the frontal 
Sevier ramp zone in southern Nevada (Longwell et al., 1965; Burchfiel et al., 
1974, 1982, 1997; Carr, 1983; Axen, 1984), the monoclinal flexure constrains the 
geometry of the frontal thrust ramp that generated it (e.g., Axen et al., 1990). In 
this paper, we present new 1:24,000-scale mapping, cross-sections, and struc-
tural reconstructions of the central Meadow Valley Mountains, targeted toward 
documenting the heretofore poorly constrained geometry of the frontal ramp 
zone above the detachment. We then examine these data in light of previous 
structural and thermochronological studies in the Mormon Mountains and Tule 
Springs Hills and explore implications for the existence, geometry, and kine-
matics of the Mormon Peak detachment as a typical low-angle normal fault.

GEOLOGIC SETTING

The Sevier front in the southern Nevada region (Fig. 1) is primarily ex-
pressed by a décollement thrust formed in Middle Cambrian dolostones, 
which can be traced along a strike length of >200 km (Fig. 1; Burchfiel et al., 
1982; Bohannon, 1983; Axen et al., 1990). In the northern 50 km of exposure, 
the thrust trace is comparatively straight, striking NNE (Fig. 1), except where 
strongly overprinted by Miocene fault systems, such as the Mormon Peak de-
tachment and other normal faults (Fig. 2). The most readily identifiable struc-
tural element along the entire trace of the thrust is the frontal ramp, where the 
thrust cuts upsection in the footwall from lower Paleozoic to Jurassic strata. 
The ramp zone is variably accompanied by a footwall syncline and thin duplex 
slices. The hanging wall of the thrust is invariably detached within a restricted 
stratigraphic interval within Middle Cambrian dolostones, near the boundary 
between the Papoose Lake and Banded Mountain Members of the Bonanza 
King Formation (Burchfiel et al., 1982; Bohannon, 1983; Wernicke et al., 1985; 
Axen et al., 1990).

The three structural elements of Sevier age that are most useful as poten-
tial offset markers along the Miocene detachment are (1) the base of the ramp 
and associated ramp syncline; (2) the intersection of the ramp and the top of 
footwall Mississippian strata; and (3) the top of the ramp and associated ramp 
anticline (Fig. 3). Based on previous mapping, the positions of the first two 
of these elements is well known. The top of the ramp in the footwall of the 
detachment is also well exposed, but the corresponding ramp anticline in the 
hanging wall of the detachment had not been recognized (Fig. 3).
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Figure 2. Structural map (A) and sche-
matic cross-sections, restored (B) and un-
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Tule Spring Hills (TSH) of Nevada. Arrows 
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The Paleozoic and Mesozoic strata involved in thrusting lie along the east-
ern margin of the Cordilleran miogeocline. The hanging wall of the frontal 
thrust contains a section transitional between thin cratonic facies to the east 
and thick continental shelf deposits to the west (e.g., Burchfiel et al., 1974). 
Among a number of systematic across-strike stratigraphic features near the 
thrust ramp, the westward erosive pinchout of some 400 m of Permian car-

bonates (Toroweap and Kaibab Formations), below an unconformity at the 
base of the Lower Triassic Virgin Limestone Member of the Moenkopi Forma-
tion, is the most conspicuous (Burchfiel et al., 1974; Tschanz and Pampeyan, 
1970). The pinchout occurs within the west-facing monoclinal flexure formed 
by the ramp and is best exposed in the central Meadow Valley Mountains and 
the Spring Mountains to the southwest.
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Figure 3. Map of the same area in Figure 
2A showing locations of the Sevier ramp 
syncline (white line), thrust truncation 
of the top of Mississippian strata in the 
footwall (pink line), and the ramp anticline 
(thick black line). The three lines in north-
western corner of the map are above the 
detachment; lines in the central and east-
ern part of the map are below the detach-
ment. Lines are dotted where projected. 
Thin black lines show major post-detach-
ment normal faults. Dashed lines show 
offsets of structural features along the 
Mormon Peak detachment slip direction. 
Inset shows a schematic cross-section of 
a thrust ramp, showing positions of the 
offset thrust ramp features. Colors: Olive, 
Proterozoic basement; browns, Cambrian–
Ordovician; lavender and blues, Devonian–
Permian; greens, Mesozoic; purples and 
orange, Tertiary; yellow, Quaternary.
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The Mormon Mountains are a topographic and structural dome, veneered 
by klippen of the Mormon Peak detachment (Fig. 2). It is geometrically similar 
to a Cordilleran metamorphic core complex, except the level of footwall exhu-
mation has not unroofed metamorphic rocks to the surface (Wernicke et al., 
1985; Bidgoli et al., 2015). The footwall geology of the detachment is a 6–8-km-
thick, variably east-tilted crustal section through the frontal thrust ramp zone. 
Below the detachment, the structurally deeper, western part of the Mormon 
Mountains exposes autochthonous Proterozoic basement and nonconform-
ably overlying Cambrian through Mississippian strata. In the central part of 
the range, Middle Cambrian strata of the Cretaceous Mormon thrust plate (as 
distinct from the Tertiary Mormon Peak allochthon, described below) are thrust 
over Mississippian strata. In the eastern part of the range, the thrust ramps 
upward at an angle of 30°–40° relative to bedding in the autochthon (Fig. 2). 
Both the thrust and the Mormon Peak detachment are rotated eastward and 
cut by a younger set of west-dipping normal faults, known as the Tule Springs 
detachment system, described further below (Axen et al., 1990; Axen, 1993).

The hanging wall of the Mormon Peak detachment, hereafter referred to 
as the Mormon Peak allochthon, is composed of moderately to strongly tilted 
imbricate normal fault blocks (Fig. 2). The fault blocks are composed primarily 
of Cambrian through Pennsylvanian carbonates, all derived from the Mormon 
thrust plate. Along the northern flank of the range, the Pennsylvanian carbon-
ates are concordantly overlain by interstratified gravels, rock avalanche de-
posits, and volcanic strata of Tertiary age, locally as much as 2000 m thick but 
generally much thinner (Anderson et al., 2010). Most of these strata are coeval 
with eruption of the middle Miocene Kane Wash Tuff (ca. 14–15 Ma), but lo-
cally, strata as old as the late Oligocene Leach Canyon Member of the Condor 
Canyon Formation (ca. 24 Ma) are preserved in the Tertiary section (Anderson 
et al., 2010). Apatite and zircon (U-Th)/He ages indicate that the footwalls of 
both the Tule Springs and Mormon Peak systems were unroofed primarily in 
middle Miocene time (ca. 14 Ma), contemporaneous with the extrusion of the 
Kane Wash tuffs and emplacement of rock avalanche deposits in the hanging 
wall of the Mormon Peak detachment (Bidgoli et al., 2015).

Stratal tilt directions within the Mormon Peak allochthon form a systematic 
pattern. The eastern and northern part of the allochthon contains blocks tilted to 
the east or northeast, and the westernmost part contains blocks tilted to the west 
or southwest (Figs. 2 and 4). Where the boundary between the east- and west-
tilted domains intersects the northwest boundary of the Mormon Mountains, 
Tertiary strata are disconformable on Bird Spring Formation strata and exhibit 
both east and west tilts along with the underlying Paleozoic strata. Therefore, 
the difference in tilt directions within the allochthon in the Mormon Mountains 
is primarily a consequence of Miocene deformation (Anderson et al., 2010).

The Meadow Valley Mountains, immediately to the west of the Mormon 
Mountains (Figs. 1, 2 and 5), are separable into two distinct structural domains 
on the basis of the age of the youngest strata below the basal Tertiary un-
conformity. In the southern part of the range, the ramp syncline is cored by 
folded upper Paleozoic strata no younger than the Permian Kaibab Formation, 
overlain in angular unconformity by the Kane Wash Tuff (Pampeyan, 1993). 

Farther north, strata as young as the Jurassic Kayenta Formation are preserved 
beneath the Tertiary unconformity, suggesting at least a 1500 m difference in 
Mesozoic structural level near the axis of the syncline. In the northern area 
(central Meadow Valley Mountains), strata on the east limb of the syncline 
are overlain in angular unconformity by the Leach Canyon Member and 
younger strata. Toward the east, the sub-Tertiary unconformity progressively 
cuts down section to the Bird Spring Formation of late Paleozoic age. Tertiary 
strata in the easternmost Meadow Valley Mountains lie in mild angular uncon-
formity on the Bird Spring Formation. Still farther east in the northern Mormon 
Mountains, this same relationship (Oligocene unconformable on Bird Spring 
strata or overlying Permian red beds) holds for all exposures of Tertiary strata 
(Anderson et al., 2010).

METHODS

Geologic mapping of part of the Meadow Valley Mountains was done 
during the spring of 2011 and spring of 2012, using 1:12,000-scale base maps 
(Fig. 5). The following source geologic maps and unpublished field mapping 
were compiled and digitized in ArcGIS software: Meadow Valley Mountains 
mapping from this report (Fig. 5), Wernicke et al. (1985), Axen et al. (1990), 
Axen (1991, 1993), Taylor (1984), Ellis (1985), Olmore (1971), Skelly (1987), and 
Anderson et  al. (2010); unpublished mapping in the northeastern Mormon 
Mountains (G. Axen, M. Skelly, and B. Wernicke, 1987); and unpublished map-
ping in the northwestern Mormon Mountains (B. Wernicke, B. Ellis, and W. Tay-
lor, 1983). Stereograms of bedding and foliations within the field areas were 
prepared using the freeware Stereonet 8 program (Cardozo and Allmendinger, 
2013; Allmendinger et al., 2013).

STRUCTURES

Faults within the mapped areas of the Meadow Valley Mountains (Fig. 5) 
are predominantly NNE- to NNW-trending high-angle normal faults with mod-
erate offsets (tens to hundreds of meters). Tertiary volcanic units are truncated 
by these faults, indicating a Tertiary age. There is a tight, pre-Tertiary anticline 
with a northwest trend in the central part of the mapped area. Subvertical ori-
entations of the Permian strata in the core of the anticline directly underlie 
subhorizontal Tertiary strata.

The general orientations of strata within the southwestern half of the map 
area are different from those in the northeastern half, with the transition oc-
curring across a zone of north-south–trending faults located in the middle of 
the map area (Fig. 5). The Paleozoic and Mesozoic units in the southwestern 
half form a homocline that on average dips ~40°NW, overlain by subhorizontal 
Tertiary strata. In the northeastern half, dips of pre-Tertiary strata are more vari-
able but average 10°–20°NE. Tertiary strata generally dip 25°–50°NE, somewhat 
more steeply than underlying pre-Tertiary strata.
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Figure 5. Geologic map of the Meadow 
Valley Mountains. All units are stratified, 
with ages indicated using standard North 
American symbols; see Appendix for unit 
descriptions. See Figure 2 for location. 
Cross-sections are shown in Figure 6.
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The oldest exposed Tertiary units are assigned to the lower Quichapa Group 
(Leach Canyon and Bauers Members of the Condor Canyon Formation), locally 
overlying basal Tertiary conglomerate or lacustrine limestone (Pampeyan, 
1993, and references therein). Leach Canyon tuffs overlie northwest-tilted Tri-
assic and Jurassic formations in the west and cut downsection to the middle 
of the Permian red beds in the east. In the northeastern corner of the mapped 
area (Fig. 5), the Leach Canyon and Harmony Hills tuffs directly overlie Bird 
Spring strata, but it is unclear whether the contact is depositional or faulted. 
There appears to be a slight angular unconformity beneath and within Kane 
Wash units in the north-central part of the mapped area, suggesting that some 
tilting may have occurred between individual flows, but the difference in dip is 
too slight to be definitive.

Two cross-sections drawn perpendicular to the strike of Tertiary bedding 
(Figs. 6A and 6C) show the increase in Tertiary-age tilting toward the east. 
Reconstructions that untilt Tertiary strata and restore Tertiary fault offsets 
(Figs. 6B and 6D) show an eastward decrease in angle between the pre-Ter-
tiary and Tertiary strata from west to east. Thus the area records the forma-
tion of a WNW-facing monoclinal flexure prior to deposition of the Tertiary 
section (Figs. 6B and 6D). After deposition, the flexure was overprinted by a 
NNW-trending extensional rollover structure, imparting an ENE dip onto the 
initial shallow west dip of the pre-Tertiary flexure. The pre-Tertiary monoclinal 
flexure is better shown by a cross-section, C-C′, drawn perpendicular to the 
strike of the monoclinal section (Fig. 6E). The section and its reconstruction 
(Fig. 6F) show the true dips of the Paleozoic and Mesozoic section before and 
after Tertiary tilting. They also reveal that the structural relief of the monocline 
is at least 4100 m, discussed in more detail below.

As noted above, orientations of bedding in the hanging wall of the Mor-
mon Peak detachment show an abrupt transition from predominantly east dips 
to predominantly west dips in both the Meadow Valley Mountains and the 
Mormon Mountains (Fig. 4). The boundary between the two domains has an 
apparent separation of ~5 km left-laterally across a narrow swath of alluvial 
cover in Meadow Valley Wash (Fig. 4). The strike of bedding in fault blocks on 
the northwestern edge of the Mormon Mountains, closest to Meadow Valley 
Wash, is more westerly than in the interior of the Mormon Mountains, with the 
dip direction transitioning gradually between the two areas (Fig. 4).

As a potential proxy for the slip direction on the detachment, we compiled 
Tertiary tilt directions in the Mormon Peak allochthon, subdivided into eight 
domains (including the eastern domain in the Meadow Valley Mountains), with 
each domain denoted with variously colored and numbered enclosures in Fig-
ure 4. We do not include dips of hanging-wall strata in the western domain 
in the Meadow Valley Mountains, because these strata lie in sharp angular 
unconformity below subhorizontal Tertiary strata, and therefore their dips do 
not record the Tertiary tilt direction of fault blocks. In contrast, as mentioned 
earlier, west-dipping strata in the Mormon Mountains do contain Tertiary strata 
that are as strongly tilted westward as the underlying Paleozoic strata, and 
hence these are included in the compilation. Each klippe of the detachment 
is shown separately, except those with <20 measurements, which were com-

bined with nearby klippen. Stereograms showing a total of 717 attitudes of 
bedding define a fabric in tilt directions oriented ENE-WSW. The main excep-
tion to this overall pattern is the strong east to ESE tilt in the northernmost 
Mormon Mountains (domain 8, Fig. 4).

The pre-Tertiary monoclinal flexure is apparent not only in the restorations 
of cross-sections through the Meadow Valley Mountains (Figs. 6B, 6D, and 6F), 
but also in stereographic restoration of Tertiary tilting of pre-Miocene strata in 
the greater hanging-wall area of the Mormon Peak allochthon (Fig. 7). Domains 
7 and 8 (Fig. 4) in the northern Mormon Mountains, and the northeastern and 
southwestern portions of the Meadow Valley Mountains (domain 6 and the un-
numbered area, respectively, in Fig. 4), all have Tertiary strata in depositional 
contact with underlying Paleozoic units. We calculated the mean Tertiary atti-
tude in each domain and used it to estimate attitudes of bedding in Paleozoic 
and Mesozoic units in each domain prior to Tertiary deposition (Fig. 7). These 
restored dips define a northwest-facing monocline, with dips shallowing to a 
subhorizontal orientation in the northwestern Mormon Mountains (domain 7, 
Fig. 4). Restored dips in the westernmost Meadow Valley Mountains average 
~35°NW, in the eastern Meadow Valley Mountains ~20°NW, and in the north-
western Mormon Mountains <10°. The reconstructed dips from the northern-
most Mormon Mountains (domain 8) vary from this pattern, dipping ~25°S. Re-
gardless of this complexity, the observation that the Tertiary section typically 
rests on the lower part of the Bird Spring Formation throughout the northern 
Mormon Mountains suggests limited overall pre-Tertiary structural relief east 
of the monoclinal flexure.

We can reconstruct offset on the Mormon Peak detachment at the latitude 
of the study area by relating the footwall and hanging-wall structural cutoffs 
(Fig. 3). The footwall cutoffs are exposed at the surface in the Mormon Moun-
tains, and the location of hanging-wall cutoffs may be estimated by the down-
ward projection of structural elements in the cross-sections in the Meadow 
Valley Mountains (Fig. 8). The geology of the Mormon Mountains and Tule 
Springs Hills in the footwall of the Mormon Peak detachment is modified from 
Axen et  al. (1990), and the Meadow Valley Mountains geology is based on 
structural cross-sections from this study.

DISCUSSION

Transport Direction and Timing of Emplacement of 
the Mormon Peak Allochthon

Tilt Directions

Because the offset features are planar and therefore only permit an esti-
mate of fault separation, proxies for the direction of displacement are neces-
sary in order to estimate the net offset across the Mormon Peak detachment. 
The average of a number of independent proxies for slip direction suggests 
that the transport direction is ~S77°W (Table 1). The first proxy is Tertiary tilt 
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direc tions within the Mormon Peak allochthon, based on the compilation of 
717 attitudes of bedding within the hanging wall of the detachment that in-
dicate the tilt directions within the Mormon Peak allochthon (Fig. 4). Studies 
of imbricate normal fault blocks suggest that the mean tilt direction tends to 
parallel slickenlines and other transport indicators (e.g., Anderson, 1971; Davis 
et al., 1980; Davis and Hardy, 1981). Thus, the tilt direction of bedding is often 
used as a proxy for maximum elongation direction in extensional allochthons, 

and for the transport direction on underlying detachments, assuming bedding 
was subhorizontal at the onset of extension.

The tilt directions reveal a strong preferred orientation. Figure 9A shows 
the modern orientations of pre-Tertiary strata that were subhorizontal prior 
to extension (i.e., excluding units from the Sevier thrust ramp in the south-
western Meadow Valley Mountains). The density contours and maximum 
density of these data show a well-defined ENE-WSW trend, with the best-fit 
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circle through them oriented 251°/86° (first number indicates azimuth of dip 
direction or plunge direction; second number indicates dip or plunge) (Fig. 
9B), suggesting a maximum elongation direction and slip direction along the 
detachment of S71°W (azimuth 251°). In addition, the averages for each spa-
tial domain (Fig. 4) define an array that also aligns along an ENE-WSW trend 
of S65°W (245°), excluding domain 8. Domain 8 is at the extreme northern 
edge of the Mormon Mountains. It contains a larger proportion of syntectonic 
strata and may have experienced complex vertical-axis rotations due to Ter-
tiary strike-slip faulting and/or folding, as suggested by Anderson et al. (2010) 
and discussed further below.

In Figure 9C, poles to bedding for 90 attitudes measured in Tertiary units in 
the Mormon Peak allochthon are plotted, along with domainal averages (Fig. 4). 
A unimodal maximum in poles to bedding occurs at S69°W 60° (239°/60°), cor-
responding to a mean bedding attitude of N31°W, 30°NE. This implies an exten-
sion direction and transport of the allochthon of S59°W (239°) (Fig. 9D).

Fault Striations and the Radial Sliding Model

Twenty-six (26) striation measurements on or near the detachment plane, 
broadly distributed over the surface trace of the Mormon Peak detachment 
in the Mormon Mountains, are shown on Figure 10 (Walker, 2008). The 
east-plunging determinations were all measured on the east-dipping trace of 
the detachment in the eastern Mormon Mountains. As noted above, the de-
tachment there was rotated eastward in Miocene time along imbricate normal 
fault blocks of the Tule Springs detachment system (Axen et al., 1990; Axen, 
1993). The Tule Springs system faults cut, and are therefore slightly younger 
than, eastern exposures of the Mormon Peak detachment.

N
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5 kmDevonian-
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basement
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Figure 8. Regional reconstruction of pre-Tertiary structures in the Meadow Valley Mountains, Mormon Mountains, and Tule Springs Hills, drawn parallel to the WNW-ENE extension direction. Blue 
line is the Mormon thrust; red line is the Mormon Peak detachment. The thrust ramp shown with apparent dip of 32°; true WNW dip is 40°. Hanging-wall geology is based Figures 6B and 6F. De-
tachment footwall geometry modified from Axen et al. (1990).

Figure 7. Restored poles to bedding in pre-Tertiary strata, taken from areas where Tertiary strata 
are exposed in the Mormon Peak allochthon. From west to east, these areas include the western 
Meadow Valley Mountains (magenta), domain 6 from Figure 4 (purple), domain 7 from Figure 4 
(brown), and domain 8 from Figure 4 (black). Attitudes were restored by rotating nearby Tertiary 
units to the horizontal about the strike of bedding. The larger circles are the average orientation 
within each group, with the circle diameters scaled to the scatter within the data set. Data 
define a northeast-trending anticlinal flexure. Sources: this study (purple and magenta groups), 
B.P. Wernicke et al. (unpub. data; brown group), and Anderson et al. (2010; black group).
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Walker et al. (2007) suggested that each of the individual klippen of the 
Mormon Peak allochthon represents an individual rock avalanche or surficial 
gravity slide mass that moved at a different time radially off of the modern 
dome, defined by the topography and by structural contours of the Mormon 
Peak detachment. They based their hypothesis on the claim that the striations 
everywhere indicate motion of the klippen down the modern dip direction of 
the detachment.

Across the eastern half of the topographic and structural dome, the sub-
strate of the detachment is the Mormon thrust plate. The radial gravity slide 
hypothesis of Walker et al. (2007) is readily falsified by the observation that 
the oldest strata at the base of the fault blocks across the eastern half of the 
dome are everywhere younger than strata in the footwall of the detachment. 
Across this area, the detachment is a footwall décollement within the Bonanza 
King Formation, 100–200 m stratigraphically below the base of the Dunder-
berg Shale Member of the Upper Cambrian Nopah Formation (see Axen 
[1993] for stratigraphic nomenclature). The east-tilted normal fault blocks 
above the detachment across the eastern two-thirds of the Mormon Moun-
tains are predominantly composed of Ordovician through Pennsylvanian 
strata, unconformably overlain by Tertiary volcanic and sedimentary strata, 
with only local preservation of the upper part of the Nopah Formation in some 
of the fault blocks, mainly in the westernmost blocks well to the west of the 
range crest (Fig. 11). The detachment level at the base of the hanging-wall 
blocks is thus stratigraphically at least 100–200 m above the basal beds of 
“unit _bb4” (the black marker horizon in the upper part of the Banded Moun-
tain Member of the Bonanza King Formation, as defined in Wernicke [1982], 
Wernicke et al. [1985, 1989], Axen et al. [1990], and Axen [1993]), ruling out 
derivation of any of these blocks to the west of their present location, as re-
quired by the gravity-slide model. The footwall décollement in unit _bb4 can 
be confidently traced on geologic maps from the northeasternmost Mormon 
Mountains across the East Mormon Mountains and Tule Springs Hills to Jum-
bled Mountain (Axen et al., 1990; Axen, 1991, 1993). In the Tule Springs Hills, 
a few kilometers east of the Jumbled Mountain exposure, the detachment is 
observed to cut rapidly upsection in its footwall, from its unit _bb4 décolle-
ment upward across the Dunderberg Shale Member and into Upper Cambrian 
and younger strata (Axen, 1993).

Hence, basic palinspastic constraints define a simple stratigraphic sepa-
ration across the detachment, independent of arguments based on offset 

structural markers of Sevier age. This stratigraphic separation constraint in-
dicates that the pre-detachment substrate of fault blocks in the Mormon Peak 
allochthon lies in the Tule Springs Hills, east of the footwall cutoff of the Dun-
derberg Shale. This constraint requires the allochthon in its entirety to have 
been displaced westward, not radially off the crest of the present structural 
and topographic dome in the Mormon Mountains. The dome lacks a substrate 
that is compatible for the restoration of the hanging-wall blocks, precluding the 
top-east motions required by the radial model.

This simple “stratigraphic separation” argument is supported by the ob-
servations that (1) the tilted fault blocks in the eastern Mormon Mountains 
are bounded by faults that cut the Mormon Peak detachment, restoring its 
initial trajectory to dip uniformly westward (Wernicke et al., 1985; Axen et al., 
1990); (2) the structural continuity between the northwest Mormon Moun-
tains and the Meadow Valley Mountains, both of which are composed of 
ENE-tilted fault blocks of Kane Wash Tuff and older Tertiary strata resting 
unconformably on the lower part of the Bird Spring Formation (Figs. 3, 4, 5, 
and 6); (3) all of the blocks in the Mormon Peak allochthon, which are contin-
uously exposed across the northern flank of the range and do not contain any 
thrust repetitions, are derived from the hanging wall of the Mormon thrust, 
as noted above; (4) the overall structural continuity of >700 measurements 
of stratal rotations in the allochthon form a coherent fabric traceable across 
all of the klippen (Figure 4); and (5) in both hanging wall and footwall, the 
structural and stratigraphic position of the detachment descends monotoni-
cally to the west.

A further difficulty with the surficial sliding model is the presence of a 
~2000-m-thick Tertiary section within the Mormon Peak allochthon in the 
northernmost Mormon Mountains and southern Clover Mountains (Fig. 1; 
Anderson et al., 2010). This section is steeply tilted to the east and contains 
within it interstratified rock avalanche deposits. The unlikely implication of 
the gravity slide model is, therefore, that a slide block near the crest of the 
dome was, at first, a kilometer-scale depocenter receiving scarp breccias. 
Then at some later time it was uplifted and then slid into a newly developed 
depression.

The radial sliding model is also inconsistent with the recent thermo chrono-
metric data. These data indicate that the footwall of the detachment in the core 
of the dome was near the base of the partial retention zone for helium in zircon 
at ca. 14 Ma (~180 °C) and subsequently unroofed from paleodepths of 5–7 km 
(Bidgoli et al., 2015), depending on the geothermal gradient. This estimate of 
paleodepth confirms the cross-sectional reconstructions of Axen et al. (1990). 
The fault blocks in the allochthon represent at most the uppermost 2 km of the 
crust in pre-extension, middle Miocene time (e.g., Wernicke, 1995). Any model 
in which unroofing occurs by intra-range motion of putative slide masses 
therefore does not account for the magnitude of unroofing.

Against these straightforward kinematic and thermochronological argu-
ments, the only evidence cited in support of radial gravity sliding are the 26 
slickenline data, of which ~11 measurements (about 40% of the data collected, 
mainly along the northwestern flank of the range) plot in the northwest or 

TABLE 1. SUMMARY OF SLIP DIRECTION PROXIES, 
MORMON PEAK DETACHMENT

Data type Inferred slip direction

Tilt direction in hanging-wall Paleozoic strata 251°
Tilt direction in hanging-wall Tertiary strata 239°
Mean trend of striations on fault surface 270°
Obtuse bisectrix, footwall conjugate fault fabric 260°
Intersecting fault offset direction 262°
Long axis of dome in detachment 250°
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southeast quadrant of a stereogram (Fig. 10B). As elaborated further below, 
this evidence is best interpreted as supporting arguments based on palinspas-
tic constraints and the coherence of the structural fabric within the allochthon.

Commensurate with the palinspastically constrained westward displace-
ment of the allochthon relative to its substrate, we assume that all of the stri-
ations plotted on Figure 10 reflect upper-plate displacement toward the west-

ern hemisphere of the stereogram. Neglecting the effect of post-detachment 
tilt along the eastern flank of the range, we interpret the western-hemisphere 
polarity of each of the measured striations to reflect the slip direction. A his-
togram of the western polarities (Fig. 10A) indicates that the striations define 
a unimodal population with the peak oriented east-west (270°), with an esti-
mated standard deviation of ±37°.

A B

C D

N N

NN

Figure 9. Equal-angle stereograms of ori-
entations of strata within the hanging 
wall of the Mormon Peak detachment. 
(A) Poles to bedding of Paleozoic units 
(small black dots); squares are averages 
by domain, colored as in Figure 4. Circles 
show the relative spread of data within 
each subset. (B) Density contours of all 
points in A, and best-fit plane of 251/86, 
S71°W (azimuth 251°), 86°NW. (C) Poles 
to bedding of Tertiary units (small black 
dots); squares are averages by domain, 
colored as in Figure 4, with the addition 
of magenta for the western Meadow 
Valley Mountains. Circles show the rela-
tive spread of data within each subset. 
(D) Density contours of points in C, with 
center plunging S59°W61° (azimuth 239°).
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Other Indicators

Additional lines of evidence for the maximum elongation direction during 
extensional deformation in the Mormon Mountains (Wernicke et al., 1985) in-
clude (1) the observation that two intersecting normal faults in the footwall of 
the detachment do not offset each other, implying that both have a slip direction 
along or near the trend and plunge of their intersection, which is S82°W, 25° 
(262/25); (2) the trend of the obtuse bisector between two sets of syn-detach-
ment, small-displacement high-angle faults in the footwall of the detachment 
interpreted to be conjugate fractures suggests that the least principal stress 
direction along the crest of the structural dome during fracture was S80°W 

(260°); and (3) the long axis of structurally domiform detachments is generally 
a reliable proxy for the extension direction along detachment faults (e.g., Davis 
and Coney, 1979; Spencer and Reynolds, 1991; Livaccari et al., 1993). The orien-
tation of the long axis of the structural dome defined by the detachment is also 
approximately WSW (~S70°W [250°]); e.g., Walker et al., 2007, their figure 1).

A summary of all available slip direction indicators is presented in Table 1. 
The mean orientation of these proxies is S77°W (257°). This extensional slip di-
rection is oblique (~40°) to the dip direction of the thrust ramp (N62°W [298°]), 
requiring caution in interpreting two-dimensional cross-sections depicting the 
interaction between Sevier-age and Miocene tectonic elements (e.g., Fig. 8). 
Below, given an overall WSW displacement direction for the Mormon Peak 
alloch thon, we present data bearing on the fault separation of Mesozoic 
features by the detachment in map view (Fig. 3), so as to better assess the 
three-dimensional complexities of structural restoration.

Locations of Three Offset Sevier-Age Structural Markers

Above the Mormon Peak Detachment

The geometry of the Sevier-aged thrust ramp is defined by the west-facing 
monocline in the western part of the mapped area (Figs. 2 and 5). At the level 
of the basal Tertiary erosion surface, the monoclinal section between the axial 
surfaces of the bounding folds ranges from the lower Bird Spring Formation 
(Pennsylvanian) to the Moenave Formation (Jurassic). The reconstruction of 
a section perpendicular to the Sevier structure (Fig. 6F) shows the base of the 
MPb2 unit being 4100 m structurally higher at C′ than at C (see Fig. 5 for loca-
tion). This provides a minimum amount of structural relief on the ramp. The 
total structural relief would be larger by the thickness of Bird Spring that is 
involved, something that is not readily measureable within the Tertiary fault 
blocks that are currently exposed in the area. The minimum amount of unit 
MPb (Bird Spring Formation) involvement would be 200 m, given the thick-
nesses exposed. The maximum would be 700–1000 m (Pampeyan, 1993; Axen, 
1993). Thus, we estimate the total structural relief on the ramp to be between 
4300 m and 5100 m.

Structural relief of 4300–5100 m on the monocline accords well with the 
value predicted by the structural relief on the frontal Sevier thrust ramp ex-
posed in the detachment footwall, which is simply the thickness of the Middle 
Cambrian through Jurassic section exposed beneath the ramp. According to 
footwall cross-sections from the Tule Springs Hills and Beaver Dam Mountains 
to the east, the section is ~5000 m thick (e.g., Axen, 1993, his plate 1; Hintze, 
1986, his plate 2A). A value near 5000 m is inconsistent with placing the base 
of the frontal thrust ramp in Mississippian strata, as depicted in the recon-
struction of Axen et al. (1990). This placement predicts structural relief of only 
3000 m in the hanging wall of the thrust. Their reconstruction was based on the 
occurrence of a Cambrian-on-Mississippian décollement segment of the thrust 
exposed in the central Mormon Mountains, which is cut off by the detachment.  
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Figure 10. Orientation of fault striations, 
Mormon Peak detachment. (A) Histogram 
of kinematic orientation directions, binned 
in 20° increments. (B) Equal-angle stereo-
gram, showing orientations of kinematic 
indicators. Data are from Walker (2008).
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The exposed décollement segment is only ~2 km wide in the thrust transport 
direction. In the northern part of the range, the Mississippian décollement seg-
ment may die out altogether. A narrow footwall décollement segment within 
the Mississippian, however, appears to be useful as a structural marker, be-
cause it predicts significant structural effects in the hanging wall of the thrust, 
as elaborated on below.

A northward pinchout of a footwall décollement segment in Mississippian 
strata is supported by a change in the exposed structural level that occurs 
between the southern Meadow Valley Mountains and the area mapped in this 
study, as described in the Geologic Setting section. Along strike to the south of 
the area of Figure 5, the sub-Tertiary unconformity, rather than resting on strata 

as young as Jurassic, instead rests on strata only as young as the Permian 
Kaibab Limestone. This difference in stratigraphic position suggests a 1500 m 
difference in total structural relief on the ramp to the south, from about 4500 m 
to 3000 m. This difference is readily explained by a lateral ramp in the thrust, 
where a décollement riding on top of the Mississippian structurally descends 
to the Middle Cambrian to the north, dropping the structural level of the thrust 
plate toward the north by 1500 m, about the stratigraphic difference both be-
tween the Kaibab and Jurassic strata in the hanging wall, and between the 
Banded Mountain Member and the upper Mississippian strata in the footwall.

Given these constraints, the first structural marker is delineated by the west-
ern edge of the monocline (ramp syncline; Fig. 3). The west-dipping section 

30 Kilometers

±

Mormon Peak allochthon

 Ordovician-Tertiary

 Cambrian Nopah

 Cambrian Bonanza King

Mormon thrust plate

 Ordovician-Tertiary

 Cambrian Nopah

 Cambrian Bonanza King

Mormon thrust footwall

22 km
 East limit of
hanging wall
  Nopah Fm.

west limit of
    footwall
  Nopah Fm.

36°45’N
114°15’W114°30’W
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Figure 11. Map showing distributions of 
Cambrian Bonanza King Formation and 
Nopah Formation strata in the hanging 
wall and footwall of the Mormon Peak de-
tachment, excluding autochthonous strata. 
West limit of footwall Nopah strata is 
presently 22 km east of the easternmost 
hanging-wall Nopah strata, defining a 
22 km separation across the fault.
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above the ramp is complicated by the “East Vigo thrust” and other structural 
complexities identified by Pampeyan (1993), but it is clear that the structural 
low is defined by a narrow outcrop belt of Jurassic strata (point C, Fig. 5). The 
match in structural relief exposed in the central Meadow Valley Mountains and 
the relief on the footwall ramp also suggests that the axial trace of the syncline 
is located near the westernmost exposures of Jurassic strata (also near point 
C on Fig. 5), because a location further west would require more structural 
relief on the ramp than could be generated by the entire Cambrian through 
Jurassic section. Additional structural relief would require somehow building 
up structural relief in the footwall with additional thrusts or other structures, 
which are not observed in extensive exposures of footwall rocks in the region. 
Therefore we interpret the ramp syncline to be located at the western edge of 
the Moenave Formation exposures mapped here, near point C.

The second structural marker, which constitutes the most significant compli-
cation in the otherwise homoclinal section from lower Bird Spring to Moenave 
strata, is a relatively tight backfold that affects the central part of the section, 
which may have a relationship with the structures below the detachment.

The third structural marker, the trace of the ramp anticline, is located at the 
top of the ramp where the dip of the reconstructed pre-Tertiary units shallows 
from 40° to subhorizontal. Within the Meadow Valley Mountains, reconstructed 
pre-Tertiary units shallow eastward from 40° to 15°, but do not reach 0°, indi-
cating that the anticline is located just east of the easternmost Meadow Val-
ley Mountains exposures (Fig. 6). Consistent with this hypothesis, the stereo-
graphic plot of reconstructed dips in pre-Tertiary strata discussed above (Fig. 7) 
indicates that the hinge of the anticline is located between the Meadow Valley 
Mountains and the westernmost Mormon Mountains (Figs. 4 through 8).

Below the Mormon Peak Detachment

In the footwall, the first structural marker is the base of the ramp, i.e., 
the intersection of the axial surface of the ramp syncline with the Mormon 
thrust. It can be constrained only by its easternmost possible position, be-
cause the detachment mainly cuts downward across the thrust autochthon 
and into Proterozoic basement (Wernicke et  al., 1985). The map-view posi-
tion of the undisturbed, autochthonous base of the Middle Cambrian Banded 
Mountain Member of the Bonanza King Formation (the detachment horizon 
for the thrust décollement) marks the easternmost possible position of the 
base of the ramp (Fig. 3).

The second Sevier-age structural marker below the detachment is the loca-
tion of the westward cutoff of footwall Mississippian strata by the thrust ramp 
(Figure 3). As described above, the thrust fault remains within the Mississip-
pian for at least 2 km across strike, and is cut off by the Mormon Peak detach-
ment (Figs. 2 and 8). In the hanging wall, we infer that the narrow Mississip-
pian décollement segment of the thrust served as a nucleation point for the 
relatively tight anticlinal backfold within hanging-wall Permian strata (Fig. 5), 
as indicated by the reconstruction in Figure 8.

The third marker below the detachment is the top of the thrust ramp, which 
is well exposed in the Tule Springs Hills near Jumbled Mountain. To the west 
of it, the décollement ramps at a moderate angle across upper Paleozoic and 
lower Mesozoic strata. To the east, the thrust plate is everywhere thrust over 
the Jurassic Kayenta Formation (Axen, 1993).

Offset Estimates

Offset along the detachment is, in part, based on the six positions of the 
three Sevier-age structural markers described above, and summarized in Fig-
ure 3. Above the detachment, they are the axial traces of the ramp anticline 
and ramp syncline and the axial trace of a small backfold we infer to be genet-
ically related to the narrow décollement segment of the thrust. Below the de-
tachment, they are the base and top of the thrust ramp, and the intersection or 
cutoff of Mississippian strata along the thrust ramp. In present geometry, the 
anticline at the east edge of the Meadow Valley Mountains is 24 km away, as 
measured along the detachment slip direction, from the top of the thrust ramp 
at Jumbled Mountain (easternmost thick black line, Fig. 3). This includes the 
combined offset of (1) the Mormon Peak detachment and (2) younger faults in 
the footwall of the Mormon Peak detachment, predominantly the Tule Springs 
detachment system of Axen et al. (1990) and Axen (1993). Axen et al. (1990) 
estimated 11 km of slip on these faults based on restoration of cross-sections. 
Subtracting that figure from the 24 km of total separation of the ramp anticline 
leaves 13 km of horizontal component of slip on the Mormon Peak detachment.

The ramp syncline in the hanging wall is 12 km WSW of the east limit of 
its possible position in the footwall (Fig. 3). There may be minor strike-slip 
offset along Meadow Valley Wash, but this is at high angle to the detachment 
slip direction. Therefore, based on this marker alone, we estimate a maximum 
of 12 km of horizontal displacement on the detachment at this location. The 
position of the truncation of the Mississippian by the Sevier thrust and its nar-
row ramp zone, and its counterpart projected in the subsurface in the Meadow 
 Valley Mountains, also suggests ~12 km of slip on the detachment.

Independent of any considerations of thrust ramp geometry, Anderson 
et al. (2010) proposed a 10–15 km of offset across the northern part of the Mor-
mon Mountains, which they attribute to displacement on an inferred strike-slip 
fault. Within the Kane Wash section, they documented scarp breccias derived 
from both Cambrian- and Jurassic-aged bedrock. They noted that the near-
est location where such disparate ages of source material could have been 
simultaneously exposed to a fault scarp is in the Tule Springs Hills, 10–15 km 
to the east-northeast. These landslides and interbedded Kane Wash volcanics 
both dip 70° to the east, a direction that would be expected from block rotation 
above the Mormon Peak detachment.

Independent of these structural markers, as mentioned above in regard 
to the uniform displacement direction of the detachment, the stratigraphic 
offset of the Dunderberg Shale Member of the Nopah Formation is defined 
by the east limit of Nopah Formation exposures above the detachment and by 
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the truncation of the Dunderberg below the detachment (Fig. 11). The strati-
graphic separation in the direction of transport is at least 22 km. Again, sub-
tracting 11 km of offset along the younger Tule Springs detachment system, 
the net horizontal offset along the Mormon Peak detachment is at least 11 km.

Given these offsets, the scaling between displacement and fault length of 
the Mormon Peak detachment is comparable to one of the best known ex-
amples of an active low-angle normal fault, the Alto Tiberina fault of central 
Italy, which has a strike length of at least 70 km and net offset of 10 km (e.g., 
Mirabella et al., 2011).

Initial Dip of the Detachment

The initial dip of the detachment may be estimated by comparing its ori-
entation with those of various elements in the thrust system, as well as its 
reconstructed angle with respect to the basal Tertiary unconformity in the 
area, which pre-dates formation of the detachment (e.g., Wernicke, 1995). In 
the central Mormon Mountains, the detachment makes an angle of 17° with 
respect to the autochthonous stratigraphy, based on a restored section ~20 km 
along strike to the south of our sections (Wernicke et al., 1985, their figure 15). 
Assuming a gentle west dip of the stratigraphy at the time of initiation of the 
detachment, then an initial dip of the detachment of 20°–25° is indicated.

Along our sections, the best datum for estimating the initial dip of the de-
tachment is the thrust ramp and its relationship to the sub-Tertiary unconfor-
mity. Paleozoic units thrust over the ramp should correspond fairly closely to 
the dip of the ramp, assuming a simple reconstruction (Fig. 8). Bedding within 
the western Meadow Valley Mountains dips an average of 40°NW relative to 
the subhorizontal Tertiary units that overlie it. The base of the thrust ramp is 
not unambiguously exposed in the footwall in the Mormon Mountains, indicat-
ing that it has been (largely or) wholly excised by the detachment, which cuts 
directly into autochthonous basement in the westernmost Mormon Mountains 
(Wernicke et al., 1985; Axen et al., 1990). Whatever the case in the central and 
southern Mormon Mountains where most of the detachment footwall is ex-
posed, relief across the monocline in the Meadow Valley Mountains demands 
that the ramp cut upward more or less uninterrupted from Middle Cambrian 
through Jurassic strata in the northernmost Mormon Mountains and south-
ern Clover Mountains, where this area palinspastically restores (Figs. 3 and 8). 
Hence, if the Mormon Peak detachment is parallel to the ramp, then the initial 
dip of the Miocene detachment in this area should be ~40°. The reconstruction 
in Figure 8, oriented parallel to section A-A′ (Figs. 5 and 6), depicts the fault 
and ramp with a dip of 30°, accounting for apparent dip correction between the 
WSW extension direction and the WNW dip direction of the ramp.

This estimate is 15° steeper than the 20° to 25° initial dip proposed for 
the central Mormon Mountains (e.g., Wernicke et al., 1985; Wernicke, 1995). 
Hence, if we presume that the detachment tends to follow the thrust ramp 
to the north, its initial dip must steepen by 15° along strike toward the north, 
from 25° to 40°. A steeper detachment to the north, especially at uppermost 

crustal levels (<2 km; Fig. 8), would also tend to promote the creation of void 
space for a deep supradetachment basin, and promote the generation of scarp 
breccias, as observed in the northernmost Mormon Mountains. Our map com-
pilation indi cates that the detachment fault within the northernmost Mormon 
Mountains is closely parallel to the thrust ramp there. For at least 6.6 km in the 
inferred transport direction, the detachment is parallel to the ramp section, 
localized within the lower part of unit _bb4 of Wernicke et al. (1985).

As noted above, the 1500 m difference in structural relief between the cen-
tral and southern Meadow Valley Mountains suggests a lateral ramp in the 
thrust, between an extensive Cambrian flat to the north and a significant Mis-
sissippian flat to the south. This lateral ramp would occur between the central 
and northern Mormon Mountains, and may have influenced the initial dip of 
the detachment, with a steeper dip of 40° to the north (consistent with the 
reconstruction in Fig. 8 and the detachment-ramp angle) and shallower dip to 
the south (consistent with the reconstruction of Axen et al. [1990] and the de-
tachment-autochthon angle). Whereas the shallower, southern segment of the 
detachment would have had nearly pure dip slip at 25°, the northern segment 
would have had a strong component of left-oblique slip plunging 30° along a 
fault plane that dips 40°.

In addition to probable variations in initial dip for the detachment along 
strike, there may also be significant variation in the dip of the detachment and 
thrust as a function of depth. The 42° dips within the Moenkopi and Chinle may 
reflect a steeper, lower part of the thrust ramp, while the 30° dips of the  Permian 
red beds and Bird Spring Formation may reflect a shallower upper ramp.

Post-Miocene Faulting

There is the potential for a few kilometers of left-lateral strike-slip motion 
to have been accommodated by a fault or faults buried within Meadow Valley 
Wash between the Meadow Valley Mountains and Mormon Mountains. This 
is suggested by (1) 5 km apparent offset of the boundary between east- and 
west-dipping strata noted earlier (Fig. 4) and (2) the apparent sinistral vertical- 
axis rotation in the dip direction of strata at the northwesternmost edge of the 
Mormon Mountains, closest to the Meadow Valley Wash. Possible right-lateral 
faulting in the northernmost Mormon Mountains is suggested by apparent 
dextral drag folding along an east-west–trending fault concealed beneath al-
luvium. The existence and timing of motion of these faults is speculative, as 
none of them have been identified in the field, but other north-trending, left- 
lateral faults, active after regional Miocene normal faulting, have been identi-
fied in the region. These include the Kane Wash fault on the western edge of 
the Meadow Valley Mountains, and the Tule Corral fault in the central part 
of the Tule Springs Hills (e.g., Axen, 1993; Anderson and Barnhard, 1993). As-
suming one or more sinistral faults exist beneath Meadow Valley Wash, they 
do not have significant vertical offsets, because blocks on either side of their 
putative traces lie at the same structural level. On both sides of the wash, Ter-
tiary vol canic rocks rest unconformably on the Bird Spring Formation.
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Other Interpretations of the Mormon Peak Detachment

Some researchers have questioned, firstly, whether the Mormon Peak 
detachment is a “rooted” crustal fault, as opposed to a system of landslide 
deposits, as noted above (e.g., Anders et al., 2006; Walker et al., 2007); and 
secondly, whether all of the apparent thinning of the Mormon Peak allochthon 
is due to faulting, or alternatively, to large-scale dissolution of carbonate rocks 
(Anderson et al., 2010).

In addition to the stratigraphic and structural arguments against radial 
sliding described above, several other lines of evidence indicate that the 
detachment is rooted into the crust and accommodates regional extension. 
First, stable isotopic data on fault rocks on the detachment (Swanson et al., 
2012) indicate that rapid circulation of significant volumes of warm mete-
oric fluids occurred during motion, from a depth of at least 4 km, too deep 
to explain with a landsliding mechanism. Second, the 2-km-thick section of 
multiple rock avalanche deposits interbedded with the Kane Wash Tuff in the 
hanging wall and their 70° dip toward the east (see Anderson et al., 2010) 
are suggestive of gradual syntectonic deformation at ca. 14 Ma, and remain 
poorly explained by catastrophic gravity sliding. Third, the stratigraphy and 
structural style of the easternmost Meadow Valley Mountains, ENE-tilted nor-
mal fault blocks of Bird Spring Formation unconformably overlain by Tertiary 
tuffs, is the same as that in the nearby Mormon Peak allochthon in the Mor-
mon Mountains, and highly dissimilar to the exposed basement rocks below 
the detachment. Interpreting the Meadow Valley Mountains block as part of 
the detachment footwall, a consequence of the radial sliding model, requires 
the existence of two faults for which there is no evidence: (1) the base of the 
slide, which would oddly exhibit the same stratigraphy and structural style 
as its substrate in the runout zone, and (2) a pre-existing high-angle fault with 
kilometers of structural relief, presumably buried beneath the slide (Walker, 
2008). Both putative structural boundaries would be fortuitously concealed 
beneath the ~2 km width of alluvial cover between the nearest approach of 
the two ranges (Fig. 4) without resulting in any significant contrast in stratig-
raphy, structural level, or structural style.

Evidence in favor of the detachment being a rootless fault, as noted above, 
mostly hinges on the radial orientations of a small number of fault striations 
measured on or near the detachment (Walker et al., 2007). However, such a dis-
tribution of slip directions, even assuming they are representative of a much 
larger population, does not preclude the detachment from being a rooted fault. 
Singleton (2013) described kinematic indicators on corrugations of the Buck-
skin-Rawhide detachment in west-central Arizona showing a radial pattern, 
which he interpreted as a reflection of a late-stage compressional event per-
pendicular to the extension direction, promoting flexural slip along the detach-
ment plane. As argued in Wernicke et al. (1985) and Anderson and Barnhard 
(1993), the north-south component of bending of the Mormon dome resulted 
from regional north-south shortening during extension and emplacement of 
the Mormon Peak allochthon, which would promote north or northwest-trend-
ing flexural slip along the northern flank of the dome.

The determination of the amount of displacement and thinning accom-
modated by slip on the detachment, versus dissolution of the hanging wall 
(e.g., Anderson et al., 2010; Diehl et al., 2010), is more difficult to address di-
rectly with our data. Our approach is to present here a kinematic model based 
on reconstruction of the dismembered Mesozoic thrust system and does not 
depend on structural reconstruction of individual fault blocks in the Mormon 
Peak allochthon. Thus, although we acknowledge the central importance of 
fluid-assisted deformation in the development of the Mormon Peak and other 
carbonate allochthons (e.g., Swanson et al., 2012, 2016), it is beyond the scope 
of this paper to address this important issue.

CONCLUSIONS

Based on the mapping of structures within the Meadow Valley Mountains 
and a regional compilation of geologic data in the neighboring Mormon Moun-
tains, East Mormon Mountains, and Tule Springs Hills, we correlate Sevier-age 
contractile structures across the Mormon Peak detachment and provide a new, 
independent estimate of 12–13 km of horizontal displacement at the latitude 
of the central Meadow Valley Mountains–northern Mormon Mountains. Ac-
counting for a 30° plunge in the slip vector, net slip on the fault is estimated to 
be 14–15 km. This estimate is in the interpreted slip direction of S77°W (257°), 
which is based on multiple lines of structural evidence (Table 1).

The observations presented here are broadly consistent with the model of 
Axen et al. (1990), where a Sevier-age thrust flat-ramp-flat is overprinted and 
distended by the Mormon Peak detachment as well as by structurally lower, 
younger detachments. However, our data indicate several significant modifi-
cations to their geometric and kinematic model of the detachment. First, struc-
tural relief indicates that the flat at the base of the ramp is in Cambrian, not 
Mississippian strata, within the northernmost Mormon Mountains. Second, 
the total displacement on the Mormon Peak detachment is significantly less 
than the estimate of 20–22 km as indicated in the earlier reconstruction, but 
consistent with recent estimates based on thermochronological data (Bidgoli 
et al., 2015). Third, assuming the detachment initiated near the thrust ramp, it 
would have steepened northward from a dip of 20°–25° in the Mormon Moun-
tains to a dip of 40°, over an along-strike distance of 10–20 km to the north.
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APPENDIX. DESCRIPTION OF MAP UNITS

Descriptions of map units (Fig. 5) are heavily modified from Pampeyan (1993). All potassi-
um-argon (K-Ar) ages cited have been recalculated using the decay constants presented by Steiger 
and Jäger (1977), resulting in ages 2.7% older than the original published data. Color terminol-
ogy used in the following descriptions is from the National Research Council Rock Color Chart 
( Goddard et al., 1948).
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Qal: Alluvium (Holocene)—Unconsolidated stream-channel and fan deposits of clay to cobble size. 
Commonly less than a few meters thick but probably exceeds 10 m in major washes.

Tal: Alluvium (Pleistocene? and Tertiary)—Mildly consolidated stream-channel and coarse basin 
deposits of sand to cobble size, crudely stratified. Commonly present on former drainage terrace 
surfaces or perched on older alluvial or lacustrine deposits. Thickness is 100 m at the mouth of 
Vigo Canyon, but typically thinner.

KANE WASH TUFF (Miocene)—Ash flows are subdivided, from youngest to oldest, into unit 2, unit 
1, unit W, and unit O. Adularescent sanidine is diagnostic of this tuff.

Tku2: Unit 2—Thin blue-gray to blue-green devitrified tuff ~1 m thick overlain by brownish-gray–
weathering, devitrified ash-flow tuff. Lithic component is mostly flattened pumice. Ranges from a 
few meters to ~90 m thick. K-Ar age, 14.1 Ma (Novak, 1984).

Tku1: Unit 1—Cliff-forming, crystal-rich, rhyolitic to trachytic ash-flow tuff grading upwards from 
densely welded, reddish-brown to less welded, brownish-gray lithic-crystal tuff. Contains flattened 
pumice fragments as large as 2.5 by 15 cm. Sanidine crystals as long as 10 mm, many of them 
adularescent, decrease in size, but increase in abundance, upwards. K-Ar age, 14.1 Ma (Novak, 
1984). May be as thick as 120 m in an escarpment along Kane Springs Wash.

Tt: Trachyte (Miocene)—Black to grayish-purple, blocky-weathering trachyte lavas with a micro-
crystalline to glassy matrix that locally shows flow banding. In this map area, it is defined by the 
very hard layer that crops out in an otherwise poorly exposed slope. Flow is ~5 m thick in its only 
exposure in the mapped area. This flow is not considered part of the Kane Wash Tuff, but is found 
between units Tkw and Tku1.

Tkw: Unit W—Pinkish-gray, pale-yellowish-brown–weathering, rhyolite ash-flow tuff. Lower four-
fifths of the unit is lithic tuff with non-compacted pumice fragments as much as 15 cm across, 
cavities, and few crystals; upper one-fifth of the unit is pink to pale-violet, moderately to densely 
welded cliff-forming devitrified lithic tuff. Thickness ranges from 137 m to zero. K-Ar age, 14.7 Ma 
(Novak, 1984).

Tko: Unit O—Largely moderate-brown to reddish-brown, densely welded, rhyolite ash-flow tuff 
easily recognized as forming a thin dark cliff under a thick light-colored slope. Eutaxitic structure 
is unique to most of this unit, and the flattened pumice fragments can be used for dip measure-
ments. Maximum thickness of the unit is ~79 m in the Kane Springs Wash scarp decreasing to zero 
along south edge of the volcanic terrane. K-Ar age, 15.6 Ma (Novak, 1984).

Tb1: Amygdaloidal basalt (Miocene)—Dark-gray to grayish-black, brownish-black–weathering 
olivine basalt in compact to amygdaloidal flows. Single(?) aphanitic flow as much as 4 m thick 
exposed in the vicinity of Hackberry Canyon lies between the Hiko Tuff (unit Th) and crystal tuff 
of the Kane Wash Tuff (unit Tku). This basalt locally is coarsely amygdaloidal with epidote- and 
quartz-lined amygdules up to 1 cm long.

Th: Hiko Tuff (Miocene)—Pinkish- to brownish-gray, brown-weathering, moderately welded 
vitric- crystal to crystal ash-flow tuff, becoming slightly less welded toward the top of the 
unit. Basal 10–15 m, where exposed, is white to pale greenish-yellow and light-gray, partially 
welded, punky lithic-crystal tuff. In the upper half of the section there are local lenses of coarse 
impure sandstone or wacke as thick as 3  m. Maximum thickness is 43  m near Vigo. Hiko 
Tuff has yielded K-Ar ages of 18–20  Ma (Armstrong, 1970; Noble and McKee, 1972; Marvin 
et al., 1970).

Thh: Harmony Hills Tuff (Miocene)—Brownish-gray to pale yellowish-brown, reddish-brown–
weathering, crystal-rich, biotite ash-flow tuff. Abundance and size of biotite crystals are diagnos-
tic characteristics as the unit contains more euhedral biotite than any other ash-flow tuff in this 
region, usually in books as much as 3 mm in diameter and 1–2 mm thick. Total thickness of the 
Harmony Hills Tuff is ~81 m in Hackberry Canyon, where it rests on a basalt flow breccia (unit Tbb). 
Radiometric analyses of the Harmony Hills Tuff from the surrounding region yielded an average 
age of 21 Ma (Armstrong, 1970; Noble and McKee, 1972; Marvin et al., 1970).

Tbb: Basalt breccia (Miocene)—Thick, dark-purple, red, and black, monolithologic basalt flow 
breccias and flows. Well exposed in Hackberry Canyon and along the south edge of the volcanic 
terrane. The thickness of this unit is highly variable, with a maximum thickness reported by Cook 
(1965) of 289 m in an area 3 km west of Vigo; average thickness is closer to 100 m, thinning to zero 
away from Hackberry Canyon.

LEACH CANYON AND CONDOR CANYON FORMATIONS (Miocene)—In this area, consists of 
Leach Canyon Formation and Bauers Tuff (undivided), lacustrine limestone, and conglomerate.

Tlc: Leach Canyon Formation and Bauers Tuff, undivided (Miocene)—Bauers Tuff is a pale purple, 
highly welded tuff up to 8 m thick, but is too thin to show separately and is included with the 
under lying Leach Canyon Formation (Tlc). Leach Canyon Formation consists of a pale-lavender 
ash-flow tuff. The Leach Canyon consists of two cooling units locally separated by lenses of light 
gray, orange-mottled lacustrine limestone up to 5 m thick. Total thickness of unit is ~74 m west of 
Vigo. Age of the Leach Canyon Formation, based on K-Ar analyses of samples from the surround-
ing region, is ca. 24.6 Ma (Armstrong, 1970; Rowley et al., 1975).

Tl: Lacustrine limestone (Oligocene?)—Light-gray freshwater limestone in beds 10–30 cm thick, 
commonly containing algal structures. Thickness ranges from 5 to 30 m; typically 20  m thick. 
 Occurs at the base of the volcanic section, resting unconformably on pre-Tertiary sedimentary 
rocks, and locally on, or interlayered with, prevolcanic conglomerate (unit Tc). Age is considered to 
be late Oligocene inasmuch as strata underlie lower Miocene tuffs (Ekren et al., 1977).

Tc: Conglomerate (Tertiary)—Reddish-orange– to reddish-brown–weathering, poorly sorted, syn-
orogenic(?) conglomerate occurring in isolated patches filling low areas on the pre-volcanic ero-
sion surface. Appears to interfinger locally with lower lacustrine limestone (unit Tl). Mainly well-
rounded cobbles in a silty to coarse sandy matrix, but pebble- to small boulder–size clasts are 
present, all consisting of Paleozoic carbonate rocks, quartzite, and some chert. Thickness ranges 
from 0 to ~50 m.

MOENAVE AND KAYENTA FORMATIONS (Jurassic)

Jmk: Moderate-red to dark-red, fine-grained, nonmarine, silty sandstone and shaley sandstone 
present in poorly exposed, scattered outcrops along south edge of volcanic terrane.

CHINLE FORMATION (Upper Triassic)—Consists of Petrified Forest and Shinarump Members.

^cp: Petrified Forest Member—Moderate-red to dusky-red, fine-grained, nonmarine, silty sand-
stone and shaley sandstone present in scattered outcrops along the south edge of the volcanic 
terrane. Thickness is 365 m.

^cs: Shinarump Member—Grayish-red, dark-brown–weathering, ridge-forming, fine-grained 
sandstone and chert-pebble conglomerate. Some sandstone is cross-bedded and quartzitic. Fossil 
wood common elsewhere in the Shinarump was not seen here, and the overall texture of the 
member is finer than in exposures farther east. The Shinarump Member is observed to be 40 m 
thick in its sole outcrop within the map area.

^m and br: Moenkopi Formation (Middle? and Lower Triassic)—Predominantly gray, pale-brown, 
and yellowish-brown, grayish-yellow– to grayish-orange–weathering, even-bedded, dense  marine 
limestone, with interbedded red, orange, and brown silty and shaley limestone giving large out-
crops a color-banded aspect. Moenkopi rests with slight angular discordance on a variety of units, 
including br, Pk, and Pt, and locally lies directly on unit Pr5. Unit br is a dark-brown–weathering, 
chert-rich, sedimentary or karst breccia that is locally present in lenses along the base of the Moen-
kopi. Upper contact with the Shinarump Member of the Chinle Formation (unit ^cs) is poorly 
exposed in an isolated outcrop, but 985 m of Moenkopi is present in the homoclinal section 5 km 
west of Vigo.

Pk: Kaibab Limestone (Lower Permian)—Gray limestone with ~50% brown-weathering chert. Chert 
is commonly bedded, but can occur as elongate nodules. Thickness ranges from 40 m to zero.

Pt: Toroweap Formation (Lower Permian)—Pinkish-gray to light gray, cliff-forming limestones with 
minor chert. Minimum thickness of 60 m lies unconformably between the Moenkopi Formation 
(unit ^m) and Permian red beds (unit Pr 5).

RED BEDS (Lower Permian)—Red sandstone unit, subdivided here into units 1–5. Complete red 
bed section is exposed, with a total thickness of ~552 m. This unit correlates approximately with 
strata mapped as Coconino Sandstone, Queantoweap Sandstone, and Pakoon Limestone of Mc-
Nair (1951) in the Beaver Dam Mountains to the east (Reber, 1952; Langenheim and Larson, 1973).

Pr5: Unit 5—Slope-forming, even-bedded, red, coarse-grained sandstone and silty sandstone. 
Lower contact is drawn at the base of a prominent gray carbonate marker bed that is overlain by 
yellow sandstone beds. Upper contact is drawn at the discordant contact with either overlying 
chert breccia of the Toroweap Formation and Kaibab Limestone (units Pt and Pk) or carbonate beds 
of the Moenkopi Formation. Unit is ~123 m thick.

Pr4: Unit 4—Upper 90 m is red, slope-forming, coarse-grained sandstone containing some inter-
layered red siltstone layers, as well as minor resistant beds of gray, fossiliferous limestone. These 
beds are darker red and more resistant than the sandstone beds of unit Pr5, and have significantly 
less carbonate that unit Pr3. The lower part of this unit consists of badland-weathering, contorted 

Downloaded from https://pubs.geoscienceworld.org/gsa/geosphere/article-pdf/13/4/1234/3995204/1234.pdf
by guest
on 05 September 2019

SE ROA 37830

JA_9336

http://geosphere.gsapubs.org
http://geosphere.gsapubs.org


Research Paper

1252Swanson and Wernicke | Mormon Peak detachmentGEOSPHERE | Volume 13 | Number 4

beds of red and yellow shaley sandstone and siltstone with interlayered beds of gypsum. Gypsif-
erous beds up to 6 m thick occur in an area ~1100 m long by 305 m wide (Jones and Stone, 1920) 
and appear to represent deformed evaporite basin deposits. The thickness of this unit is ~242 m.

Pr3: Unit 3—Even-bedded, pink, white, and gray sandstone and shale, with lesser gray limestone 
and sandy limestone and cross-bedded pale-brown sandstone. Contains more pink beds and 
fewer carbonate beds than units Pr1 and Pr2. The upper contact is defined at the top of the highest 
carbonate bed. This unit is ~90 m thick.

Pr2: Unit 2—Pink, white, and gray sandstone, gray limestone and sandy limestone, cross-bedded 
pale-brown sandstone, pinkish shale, sandstone, and sandy limestone, with calcareous beds in-
creasing downwards. This unit contains a higher percentage of gray carbonate beds than units Pr1 
and Pr3. Thickness is ~50 m.

Pr1: Unit 1—Even-bedded, pink, white, and gray sandstone, gray limestone and sandy limestone, 
and cross-bedded pale-brown sandstone, with lesser pinkish shale, sandstone, and sandy lime-
stone. This unit has more carbonate beds than units Pr2 and Pr3, and is more pink in color than 
unit Pr2. Basal contact is drawn at the lowest red sandy bed. Thickness is ~45 m.

BIRD SPRING FORMATION (Pennsylvanian to Mississippian)—Divided into units 1–3.

MPb3: Unit 3—Light to dark-gray limestone, with very little chert. Looks very similar to the top of 
unit MPb1, and is often distinguished solely on stratigraphic position. Thickness is ~30 m.

MPb2: Unit 2—Very fine-grained, brown-weathering sandy limestone. Well exposed in Meadow 
Valley Wash near Galt. Thickness is 30–45 m.

MPb1: Unit 1—Interlayered beds of light- to dark-gray limestone, pinkish-gray cherty limestone, 
reddish-brown sandy, calcareous, and dolomitic limestone, and white to reddish-brown, fine-
grained sandstone. Limestone is fine to medium crystalline, thin to medium bedded, and fossilif-
erous. Sandy beds, some of which are quartzitic, form brownish- to reddish-weathering ledges in 
even-bedded step-like outcrop. Upper limestone and cherty limestone are middle Wolfcampian in 
age. The lowermost limestones and cherty limestones are Morrowan in age. A complete continu-
ous section is not exposed anywhere in the Meadow Valley Mountains, but the unit was previously 
estimated to be ~1310 m thick (Tschanz and Pampeyan, 1970); however, it may be closer to 2000 m 
thick in the southern Meadow Valley Mountains.
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Determining the Flow of Comal Springs at  New Braunfels, Texas 

By Kenneth L. wahll and Tony L. wah12 

Abstract 

A computerized base-flow separation method based on 2-day local minimums 
(the minimum discharge within each 2-day interval) was used to estimate springflow 
for Comal Springs from daily discharges for the Comal River at New Braunfels, 
Texas, for the 1933-93 water years. These estimates were compared to the historic 
estimates (manual separation). The annual springflow from the computer separation 
averaged about 0.4 percent less than manually-separated values. Daily estimates of 
springflow were also in good agreement. Thus, the computerized separation method 
appears to be a viable and objective method of defining the springflows from the river 
discharges. The study results also show that the water levels in the Comal Couilty and 
Bexar County index wells are closely related (correlation coefficient of 0.98), and that 
it is possible to estimate the base flow of the springs from water levels in eithcr well. 
The Comal County well, however, gave the better result (standard error of estimate of 
about 16 ft3/s above 623 ft elevation and about 8 ft3/s below). 

Introduction 

The Edwards aquifer is an important source of water for south-central Texas. In 
addition to providing water for agriculture, San Antonio and other cities in the area 
rely on the aquifer as a principal source of their municipal water supplies. Rwharge 
occurs along the outcrop of the Edwards and associated limestones (fig. I); streams 
that cross the outcrop lose much of their flow to the aquifer (Puente, 1978; Mac .ay and 
Land, 1988). Many studies of the geology and hydrology of the Edwards aquif;x have 
been made. The report by Maclay and Land (1988) summarizes these studes and 
provides an overview of the interconnection of the aquifer and the springs that rise 
along faults between San Antonio and San Marcos. 
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The largest of those springs, 
Comal Springs at New Braunfels, 
Texas, is the largest group of springs in 
Texas (Harden, 1988, p. 26) and one of 
the largest in the southwestern United 
States. In addition to providing 
agricultural and municipal water, 
Comal Springs supports a regional 
recreation and tourism industry and 
provides critical habit for the fountain 
darter (Estheostonza fonticola), an 
endangered fish that occurs at Comal 
Springs as well as in parts of the Comal 
and San Marcos Rivers. The U.S. Fish 
and Wildlife Service has determined 
that flows of less than 150 ft3/s from 
Comal Springs will place the fountain 
darter in jeopardy (Moore, 1994). As 
springflows approach this level, users 
of water from the aquifer will be 
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affected by aquifer management Figure 1. Location map of the study area. 
strategies designed to maintain the 
springflows. 

Because Comal Springs rises in numerous orifices, some of which are sub nerged 
in pools, direct measurement of the discharge of Comal Springs is not fi:asible. 
Historically, estimates of daily springflow have been derived from the dai y flow 
record for the U.S. Geological Survey (USGS) streamflow gaging station on the Comal 
River at New Braunfels (08169000) using manual methods of base-flow sep;wation. 
About 95 percent of the time, all flow in the Comal River is derived from Comal 
Springs. Thunderstorms occasionally produce direct runoff to the river, which has a 
surface drainage area at the gaging station of 108 mi2. The direct runoff is included in 
the gaged river discharge and must be subtracted from the total flow in order to arrive 
at the base flow derived from the springs. 

There are now two somewhat separate needs for springflow data. Data are 
needed to define the long-term flow rates of the springs for archival purposes. In 
addition, there is a need to be able to estimate the real-time (present) flow of the 
springs. Base-flow separation methods can provide the data for archival purposes, but 
it is unlikely that those methods can provide real-time estimates of the sprmgflow 
except during periods of no direct runoff. Therefore, alternative methods are needed, 
perhaps using local ground-water levels. The present study was undertaken to 
determine ( I )  whether computerized base-flow separation methods can pro.cide the 
daily flow records needed for documentation and archival purposes, and (2) whether 
real-time estimates of the discharge of the springs during periods of direct runoff can 
be derived from ground-water levels. 
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Com~uterized Base-Flow Se~aration (BFI Propram) 

Manual base-flow separation methods are labor intensive and are generitlly not 
objective; different analysts given the same data would probably arrive at somewhat 
different values for base flow. 

To overcome the lack of objectivity in manual base-flow separation methods, the 
Institute of Hydrology (1980a,b) proposed a set of procedures in which the wai.er year 
is divided into 5-day increments, and the minimum flow during each 5-day pmiod is 
identified. Minimums are then compared to adjacent minimums to determine turning 
points on the base-flow hydrograph. If 90 percent of a given minimum is less than 
both adjacent minimums, then that minimum is a turning point. Straight lines drawn 
between turning points (on semilogarithmic paper) define the base-flow hydrograph; 
the area beneath the hydrograph is an estimate of the volume of base flow for the 
period. The ratio of this volume to the total volume of streamflow for the period is 
defined as the base-flow index. Although these prodedures may not yield the true base 
'flow of the stream, tests in Great Britain (Institute of Hydrology, 1980b), Canada 
(Swan and Condie, 1983), and the United States (Wahl and Wahl, 1988) suggest that 
the results are consistent and indicative of the base flow. The procedure is only 
appropriate for unregulated streams, and thus often cannot be applied to large 
watersheds. 

In contrast to most manual procedures, computerized methods of base-flow 
separation can handle large amounts of data with relative ease and are objective. A 
FORTRAN program, BFI (Base Flow Index) that implements the Instilute of 
Hydrology method was initially written for studies of base flow trends in the 
Oklahoma Panhandle (Wahl and Wahl, 1988) and has been further developed since 
that time. 

How the BFI Program Works 

The BFI program accepts data in USGS WATSTORE 2- and 3-card (80-column) 
format (Hutchinson, 1975) and can process multiple years of data from one c r  more 
gage sites. The program produces a table that includes the base flow, total stree.mflow, 
and the base-flow index for each water year, as well as summary statistics. 

Several refinements have been made to the program to increase its usefulness 
and provide flexibility. To allow analysis of streams with zero-flow periods, the 
program uses a linear base-flow recession rather than the standard semilogarithmic 
relation if a base-flow turning point falls on a zero-flow day. The program can also 
process conti~ously through consecutive years so that data near the beginrung and 
end of each water year are not excluded from the analysis. The program checks for 
errors in the input data, and although it will only calculate a base-flow index for years 
with complete data, all turning points, daily streamflow and base-flow values can be 
output to a file for further analysis. 
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The algorithm proposed by the Institute of Hydrology uses 5-day minimum 
streamflows and a factor of 0.9 for the test to identify base-flow turning points. Both 
of these parameters can be varied in the BFI program to permit tuning the abprithm 
for different watersheds or to match other base-flow separation methods. These 
parameters are termed N (number of days) and f (turning point test factor). If the year 
cannot be evenly divided into N-day periods, the last period in the year is lengthened 
to include the remaining days. 

In some cases the method may estimate daily base flows that exceed thc actual 
streamflow. This is often the result of random errors in reported streamflow di $charge 
for streams dominated by base flow, The program makes no adjustments For this 
situation in its calculations of total annual base flow. However, the daily base-flow 
values printed in the output file are checked and limited to the actual daily streamflow. 

Determining N and f 

Tuning of the BFI program is accomplished by varying Nand$ The parameter 
N has the most dramatic effect in most cases. As N is increased, higher-flow days are 
excluded, and the base flow estimated by the program is reduced. Figure 2 shows the 
relation between the base-flow index and N for the Comal River at New Braunfels for 
each of the 1986-88 water years and for the 
1933-93 average. The curves show two 
different behaviors. For 1988, a year with 
little direct runoff, the relation between 
BFI and N is basically linear. For the 
remaining curves, however, increasing N 
causes a dramatic drop in the estimated 
base flow as direct runoff is being 
eliminated. When a critical value of N is 
reached, all direct runoff has been 
eliminated, and the drop in estimated base 
flow becomes less pronounced and 
essentially linear with increasing N; any 
fiuther increase of N causes the method to 
cut into base flow. Thus, the point of slope 
change indicates an appropriate value for 
N. For the Comal River at New Braunfels 
the slope change occurs at N = 2 days. 
This is consistent with the observation that 
direct runoff generally ceases within 1-2 
days following a storm. 

The effect of the f parameter is less 
definite. If the interval in days between 
each potential turning point (N-day 

N, DAYS, USED TO SELECT MIF IMUMS 

Figure 2. Relation between base flc'w (BFI) 
and number of days (N) used lo select 
minimums. 
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minimum) were a constant, the value off associated with a given N would. define 
limiting rising and recession slopes for the base-flow hydrograph. However, since 
minimum flows can occur anywhere within each N-day period, the interval between 
any two N-day minimums can vary from 1 to (2N- l), producing a wide range of slope 
limits imposed by f within the course of a single application of the program. In 
practice, the value of 0.9 seems appropriate in most applications for which the BFI 
method is suitable. 

Comparison with Historic Springflow Estimates 

The program was used to compute base-flow estimates for the Comal River at 
New Braunfels for water years 1933-1 955 and 1958- 199 1, using an N of 2 days and an 
f of 0.9. Water years 1956 and 1957 were excluded because the Comal Springs went 
dry during these years, and the river flow was supplemented by ground-water 
pumping, which has not been excluded from the reported daily streamflow. The 
percentage differences between annual base-flow volumes estimated using the BFI 
program and the historic estimates based on manual-separation methods are shown in 
figure 3A and 3B. The annual results compare very favorably, with BFI prchducing 
about 0.4 percent less springflow, on average, than was estimated through the historic 
manual separation. While the annual differences average only about 0.4 percent, the 
differences appear to be systematically larger from the late 1970's to about 1992 
(fig. 3A). These differences are independent of the magnitude of the annual discharge 
of the river (fig. 3B). This implies a difference in the manual base-flow separation 
method used to estimate springflow for that period. 

1920 1940 1960 1980 2000 

WATER YEAR 

0 100 200 300 400 500 

RIVER DISCHARGE. FT~IS 

Figure 3. Percent difference between historic s ringflow estimates (manual separation 
method) and BFI results using N = 2 &s as a function of (A) time, and 
(B) Discharge of the Comal River. 
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500 
Daily base-flow estimates produced 

by the BFI program for water years 
1986-90 are compared with a 400 

manually-separated values in &re 4. "2 
The 1986-90 period was selected as a 

if 300 sample representative of the period of a 
Z 
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(I) 

daily values is only approximate, 5 nw 
confirming previous observations that the $ 

0 method may not yield the true base flow, g 
but provides a consistent indication of 5 100 

longer-term base-flow variations. There 
is, of course, no assurance that the 
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true springflows. HISTORIC SPRINGFLOW, FT3/S 

Figure 4. Comparison of daily springflow from Relations between Ground-Water the BFI program with historic estimz tes from 
Levels and Sprin~flows manual separation, water years 19136-90. 

The flow of the springs has long been recognized to be directly related to the 
water levels in the Edwards aquifer. Maclay and Land (1988, p. 20) described the 
general movement of ground-water in the Edwards aquifer and noted that "Most of the 
flow in Comal Springs is sustained by ground water along the downthrown side of the 
Comal Springs fault." Espey (1988) showed the relation between river flows and base 
flows, and Harden (1988) described the general relation between water level in the 
aquifer and elevations of the principal springs that issue from the aquifer. However, the 
relations shown by both Espey (1988) and Harden (1988) were qualitative; no specific 
estimating relations were shown. 

Puente (1976) defined regression relations between water levels in several index 
wells in the area as well as defining the relations between those water levels and 
springflow amounts. Among the wells he used were the Comal County index well 
(DX-68-23-302) located about 300 feet west of Comal Springs and the Bexar County 
index well (AY-68-37-203) located about 25 mi southwest of Comal Springs. 

For the present study, regression relations were defined between the historic 
springflows (from base-flow separation) and the water-surface elevations of both the 
Comal County and Bexar County index wells. The Comal County well is nearby and 
would serve as a convenient index to the springflow. Although this well is near the 
springs, the well was completed on the upthrown side of the Comal Spring fault 
(George Ozuna, U.S. Geological Survey, written cornmun., 1994), and the sprmgs are 
sustained by ground water along the downthrown side of the fault (Maclay and Land, 
1988, p. 20). In addition, the head variation in the Comal County well (about 11 ft) is 
much less than in upgradient wells that are more distant fiom the fault and springs. 
Thus, a relatively small change in water-level elevation in the well could effect a 
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relatively large change in springflow. The Bexar County well is a widely use4;t index 
well with a larger range in water-level elevation (about 80 ft), but is located about 
25 mi fiom the springs. The Bexar County well, however, is known to be influenced 
by development in the San Antonio area (Harden, 1988). Because of this 
development and the distance to the springs, the Bexar County well may not 
accurately reflect the hydraulic head driving Comal Springs. 

The Relation Between Well Levels 

Water-level data are available in computer files of the USGS for both the Comal 
County well and the Bexar County well. Several wells have served as the Bexar 
County index well since about 191 1; water levels in the USGS computcx files 
represent well AY-68-37-203 only since the spring of 1963. Thus, the current analysis 
of water levels for the Bexar County index well used data only after 1963. 

Puente (1 976) developed a linear regression relation between the monthly mean 
depths (in ft) to water below land surface in the Comal County (DC) and in the Bexar 
County (DB) index wells. The elevations of the land-surface datums are 642.;' ft and 
730.81 ft, respectively. A similar relation was developed in the present study using 
2,O 16 daily water-level readings for calendar years 1964- 1993. Those relations as well 
as the equivalent present relation using water-level elevations (Ec and EB) of the wells 
are shown in Table 1. 

Table 1: Regression relations between water levels in the Comal County a111d 
Bexar County index wells. 

The relations between the water-level elevation data are shown in$gure 5. The 
excellent agreement between Puente's relation and those defined in the present study 
using more frequent readings and a longer period of record attest to the stability of the 
relation between these wells. 

Variable 

Monthly mean depth to 
water (Puente, 1976) 

Daily depth to water 

Daily water-level eleva- 
tion 

Relation between Springflow and Ground-Water Levels 

Puente (1976) defined regression relations between the flow of Comal Springs 
and the ground-water levels in the Comal and Bexar County index wells. Daily and 
monthly flows were related to the Comal County well, and monthly and annual flows 

Equation 

Dc = 8.46 + 0.13 DB 

DC = 8.48 + 0.13 16 DB 

Ec = 538.1 + 0.13 16 EB 
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R~ 

0.98 

.97 

.97 

Standard 
error, ft 

0.22 

.39 

.39 

Sample 
size 

8 1 

2,O 16 

2,O 16 

Da a used 

19C4-73 

19t4-93 

19C 4-93 
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were related to the Bexar County well. Alth lough his data covered the normal ranges 
of the variables, the daily-flow relations were based on a relatively small set of data 
(33 days). Puente concluded that springflow could be estimated accurately by a set of 
empirical equations. These wells were also used in the present study. 

The elevation of Comal Springs is commonly given as 623 ft. That elwation, 
however, is for the topmost orifice. The springs went dry in 1956 as the watlx-level 
elevation in the Comal County well neared 6 19 A; the springs remained dry while the 
water level in the well remained below about 619 A. Therefore, the elevations of the 
various orifices of the springs can be assumed to cover a range of about 4 it. The 
relation between the water levels in the well and springflow will change as the various 
orifices cease to flow over a water-level range of about 4 ft. Therefore, separate 
relations were developed depending on whether the water-level elevation in the Comal 
County well was above or below 623 ft. The corresponding elkation at thc: Bexar 
County well is 645 ft. 

Daily springflow discharges (Q) determined from base-flow separation were 
related to the water levels in both the Comal County and Bexar County wells. Those 
relations are shown in Table 2 and the data and relations for the Comal County well 
are shown infigure 6. The lower relation for the Comal County well shows the springs 
to be dry when the water level in the well falls below about 619.3 ft and should not be 
used below that elevation. The Comal County well produced the better relations, 
probably by virtue of its proximity to the springs. The relation between the flow fiom 
Comal Springs and the Comal County well is good, but there appears to bs some 
minor seasonal fluctuation in some years. That fluctuation may be a result of the 
response of the well to pumping in the vicinity of the well or to changes in th's water 
level in Landa Lake, which would affect the head difference between the aquifer and 
the spring orifices. 

Table 2: Regression relations between the average daily flow of Comal Springs 
and water-surface elevations in the Comal County and Bexar County 
index wells. 

Puente (1976) presented a relation between the daily springflow and ths depth 
below land surface in the Comal County index well that was based on 33 daily values. 
His relation, recast in the form of the equations in Table 2 was 

Equation 

Q = 36.82 + 36.96 (Ec - 619) 

Q = -17.03 + 50.5 (Ec - 619) 

Q = 52.3 1 + 4.932 (EB - 619) 

Q =  11.63 + 6 5 1  ( E ~ - 6 1 9 )  
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Conditions 

Q > 623 

619.3 > Ec < 623 

EB > 645 

619> EB< 645 

R~ 

0.94 

.97 

.92 

.93 

Standard 
Error, d / s  

16.13 

7.92 

19.22 

12.52 

Sample 
Size 

813 

114 

8 13 

114 
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BEXAR COUNTY INDEX WATER LEVEL, FT 

Figure 5. Relation between the water-level elevations 
in the Bexar and Comal County index wells (1964-93). 

~ - 
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Figure 6. Relation between water level in Cornid County 
index well and flow from Comal Springs ( 1977-91). 

Q = 12.72 + 44.4 (Ec - 619). That equation produces comparable results to those in 
Table 2 for Ec = 623 A; for Ec = 630 ft, Puente's equation gives about 13 percent more 
springflow. 

Summarv and Conclusions 

The study shows that the springflows that have traditionally been computed by 
manual separation of the base flow from the daily discharges of the Comal Ri~rer can 
be reproduced using a computerized method. The annual percentage diffkrences 
between the model-produced results and the historic values averaged about 0.4 
percent. The computerized method has advantages over the manual method in that the 
computerized method is fast and objective; that is, given the same set of input data, 
different analysts would produce the same base-flow (springflow) estimates using the 
model. There is some evidence that in the past, the methodology used in perfimning 
the manual separation has undergone some subtle changes that, while producing 
relatively small differences, could cause the results to suggest changes that may in fact 
be artifacts of the changes in methodology. The computer-based separated values do 
not show this feature. 

The study results also show that it is possible to estimate the base flow of the 
springs from water levels in either the Comal County or the Bexar County index wells. 
The Comal County well gave the better result (standard error of estimate of about 16 
ft3/s above 623 A elevation and about 8 d / s  below). Using the well record could be 
particularly useful when the rates of springflow are needed during periods ol' direct 
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runoff to the river. During such periods, base-flow separation techniques, both manual 
and computerized, are ineffective until the river has returned to base-flow conditions. 

A possible procedure that could be used to determine springflows in the future 
would be to (1) use the computerized method (N=2 days) to derive the springflows for 
archival purposes, and (2) use the relation with the water levels in the Comal County 
index well to estimate the flow in real time during periods of direct runoff. These 
latter values would be recognized as estimates that could be available immedia1:ely for 
management purposes, but that would be revised and replaced in the database with 
values from the computer model once the river flow had receded to base-flow 
conditions. 
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Appendix E - BFI
Determining the Flow of Comal Springs at New Braunfels, Texas

By Kenneth L. Wahl
    Hydrologist, U.S. Geological Survey, Lakewood, CO 
and Tony L. Wahl
    Hydraulic Engineer, Bureau of Reclamation, Lakewood, CO 

Abstract

A computerized base-flow separation method based on 2-day local minimums (the minimum discharge within each 2-day interval) was used to 
estimate springflow for Comal Springs from daily discharges for the Comal River at New Braunfels, Texas, for the 1933-93 water years. These 
estimates were compared to the historic estimates (manual separation). The annual springflow from the computer separation averaged about 0.4 
percent less than manually-separated values. Daily estimates of springflow were also in good agreement. Thus, the computerized separation method 
appears to be a viable and objective method of defining the springflows from the river discharges. The study results also show that the water levels in 
the Comal County and Bexar County index wells are closely related (correlation coefficient of 0.98), and that it is possible to estimate the base flow 
of the springs from water levels in either well. The Comal County well, however, gave the better result (standard error of estimate of about 16 ft3/s 
above 623 ft elevation and about 8 ft 3/s below). 

Introduction

The Edwards aquifer is an important source of water for south-central Texas. In addition to providing water for agriculture, San Antonio and other 
cities in the area rely on the aquifer as a principal source of their municipal water supplies. Recharge occurs along the outcrop of the Edwards and 
associated limestones (fig. 1); streams that cross the outcrop lose much of their flow to the aquifer (Puente, 1978; Maclay and Land, 1988). Many 
studies of the geology and hydrology of the Edwards aquifer have been made. The report by Maclay and Land (1988) summarizes these studies and 
provides an overview of the interconnection of the aquifer and the springs that rise along faults between San Antonio and San Marcos. 

The largest of those springs, Comal Springs at New Braunfels, Texas, is the largest group of springs in Texas (Harden, 1988, p. 26) and one of the 
largest in the southwestern United States. In addition to providing agricultural and municipal water, Comal Springs supports a regional recreation and 
tourism industry and provides critical habit for the fountain darter (Estheostoma fonticola), an endangered fish that occurs at Comal Springs as well 
as in parts of the Comal and San Marcos Rivers. The U.S. Fish and Wildlife Service has determined that flows of less than 150 ft3/s from Comal 
Springs will place the fountain darter in jeopardy (Moore, 1994). As springflows approach this level, users of water from the aquifer will be affected 
by aquifer management strategies designed to maintain the springflows. 

Figure 1. Location map of the study area. 

Because Comal Springs rises in numerous orifices, some of which are submerged in pools, direct measurement of the discharge of Comal Springs is 
not feasible. Historically, estimates of daily springflow have been derived from the daily flow record for the U.S. Geological Survey (USGS) 
streamflow gaging station on the Comal River at New Braunfels (08169000) using manual methods of base-flow separation. About 95 percent of the 
time, all flow in the Comal River is derived from Comal Springs. Thunderstorms occasionally produce direct runoff to the river, which has a surface 
drainage area at the gaging station of 108 mi2. The direct runoff is included in the gaged river discharge and must be subtracted from the total flow in 
order to arrive at the base flow derived from the springs. 

There are now two somewhat separate needs for springflow data. Data are needed to define the long-term flow rates of the springs for archival 
purposes. In addition, there is a need to be able to estimate the real-time (present) flow of the springs. Base-flow separation methods can provide the 
data for archival purposes, but it is unlikely that those methods can provide real-time estimates of the springflow except during periods of no direct 
runoff. Therefore, alternative methods are needed, perhaps using local groundwater levels. The present study was undertaken to determine (1) 
whether computerized base-flow separation methods can provide the daily flow records needed for documentation and archival purposes, and (2) 
whether real-time estimates of the discharge of the springs during periods of direct runoff can be derived from groundwater levels. 

Computerized Base-Flow Separation (BFI Program)

Manual base-flow separation methods are labor intensive and are generally not objective; different analysts given the same data would probably 
arrive at somewhat different values for base flow. 

To overcome the lack of objectivity in manual base-flow separation methods, the Institute of Hydrology (1980a,b) proposed a set of procedures in 
which the water year is divided into 5-day increments, and the minimum flow during each 5-day period is identified. Minimums are then compared to 
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adjacent minimums to determine turning points on the base-flow hydrograph. If 90 percent of a given minimum is less than both adjacent minimums, 
then that minimum is a turning point. Straight lines drawn between turning points (on semilogarithmic paper) define the base-flow hydrograph; the 
area beneath the hydrograph is an estimate of the volume of base flow for the period. The ratio of this volume to the total volume of streamflow for 
the period is defined as the base-flow index. Although these prodedures may not yield the true base flow of the stream, tests in Great Britain (Institute 
of Hydrology, 1980b), Canada (Swan and Condie, 1983), and the United States (Wahl and Wahl, 1988) suggest that the results are consistent and 
indicative of the base flow. The procedure is only appropriate for unregulated streams, and thus often cannot be applied to large watersheds. 

In contrast to most manual procedures, computerized methods of base-flow separation can handle large amounts of data with relative ease and are 
objective. A FORTRAN program, BFI (Base Flow Index) that implements the Institute of Hydrology method was initially written for studies of base 
flow trends in the Oklahoma Panhandle (Wahl and Wahl, 1988) and has been further developed since that time. How the BFI Program Works 

The BFI program accepts data in USGS WATSTORE 2- and 3-card (80-column) format (Hutchinson, 1975) and can process multiple years of data 
from one or more gage sites. The program produces a table that includes the base flow, total streamflow, and the base-flow index for each water year, 
as well as summary statistics. 

Several refinements have been made to the program to increase its usefulness and provide flexibility. To allow analysis of streams with zero-flow 
periods, the program uses a linear base-flow recession rather than the standard semilogarithmic relation if a base-flow turning point falls on a zero-
flow day. The program can also process continuously through consecutive years so that data near the beginning and end of each water year are not 
excluded from the analysis. The program checks for errors in the input data, and although it will only calculate a base-flow index for years with 
complete data, all turning points, daily streamflow and base-flow values can be output to a file for further analysis. 

The algorithm proposed by the Institute of Hydrology uses 5-day minimum streamflows and a factor of 0.9 for the test to identify base-flow turning 
points. Both of these parameters can be varied in the BFI program to permit tuning the algorithm for different watersheds or to match other base-flow 
separation methods. These parameters are termed N (number of days) and f (turning point test factor). If the year cannot be evenly divided into N-day 
periods, the last period in the year is lengthened to include the remaining days. 

In some cases the method may estimate daily base flows that exceed the actual streamflow. This is often the result of random errors in reported 
streamflow discharge for streams dominated by base flow. The program makes no adjustments for this situation in its calculations of total annual base 
flow. However, the daily base-flow values printed in the output file are checked and limited to the actual daily streamflow. 

Determining N and f

Tuning of the BFI program is accomplished by varying N and f. The parameter N has the most dramatic effect in most cases. As N is increased, 
higher-flow days are excluded, and the base flow estimated by the program is reduced. Figure 2 shows the relation between the base-flow index and 
N for the Comal River at New Braunfels for each of the 1986-88 water years and for the 1933-93 average. The curves show two different behaviors. 
For 1988, a year with little direct runoff, the relation between BFI and N is basically linear. For the remaining curves, however, increasing N causes a 
dramatic drop in the estimated base flow as direct runoff is being eliminated. When a critical value of N is reached, all direct runoff has been 
eliminated, and the drop in estimated base flow becomes less pronounced and essentially linear with increasing N; any further increase of N causes 
the method to cut into base flow. Thus, the point of slope change indicates an appropriate value for N. For the Comal River at New Braunfels the 
slope change occurs at N = 2 days. This is consistent with the observation that direct runoff generally ceases within 1-2 days following a storm. 

Figure 2. Relation between base flow (BFI) and number of days (N) used to select minimums. 

The effect of the f parameter is less definite. If the interval in days between each potential turning point (N-day minimum) were a constant, the value 
of f associated with a given N would define limiting rising and recession slopes for the base-flow hydrograph. However, since minimum flows can 
occur anywhere within each N-day period, the interval between any two N-day minimums can vary from 1 to (2N-1), producing a wide range of 
slope limits imposed by f within the course of a single application of the program. In practice, the value of 0.9 seems appropriate in most applications 
for which the BFI method is suitable. 

Comparison with Historic Springflow Estimates

The program was used to compute base-flow estimates for the Comal River at New Braunfels for water years 1933-1955 and 1958-1991, using an N 
of 2 days and an f of 0.9. Water years 1956 and 1957 were excluded because the Comal Springs went dry during these years, and the river flow was 
supplemented by groundwater pumping, which has not been excluded from the reported daily streamflow. The percentage differences between 
annual base-flow volumes estimated using the BFI program and the historic estimates based on manual-separation methods are shown in figure 3A 
and 3B. The annual results compare very favorably, with BFI producing about 0.4 percent less springflow, on average, than was estimated through 
the historic manual separation. While the annual differences average only about 0.4 percent, the differences appear to be systematically larger from 
the late 1970's to about 1992 (fig. 3A). These differences are independent of the magnitude of the annual discharge of the river (fig. 3B). This implies 
a difference in the manual base-flow separation method used to estimate springflow for that period. 
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Daily base-flow estimates produced by the BFI program for water years 1986-90 are compared with manually-separated values in figure 4. The 1986-
90 period was selected as a sample representative of the period of record. The correspondence between daily values is only approximate, confirming 
previous observations that the method may not yield the true base flow, but provides a consistent indication of longer-term base-flow variations. 
There is, of course, no assurance that the manually-separated base flows are the true springflows 

Figure 4. Comparison of daily springflow from BFI program with historic estimates from manual separation, water years 1986-1990. 

Relations between groundwater Levels and Springflows

The flow of the springs has long been recognized to be directly related to the water levels in the Edwards aquifer. Maclay and Land (1988, p. 20) 
described the general movement of groundwater in the Edwards aquifer and noted that "Most of the flow in Comal Springs is sustained by ground 
water along the downthrown side of the Comal Springs fault." Espey (1988) showed the relation between river flows and base flows, and Harden 
(1988) described the general relation between water level in the aquifer and elevations of the principal springs that issue from the aquifer. However, 
the relations shown by both Espey (1988) and Harden (1988) were qualitative; no specific estimating relations were shown. 

Puente (1976) defined regression relations between water levels in several index wells in the area as well as defining the relations between those 
water levels and springflow amounts. Among the wells he used were the Comal County index well (DX-68-23-302) located about 300 feet west of 
Comal Springs and the Bexar County index well (AY-68-37-203) located about 25 mi southwest of Comal Springs. 

For the present study, regression relations were defined between the historic springflows (from base-flow separation) and the water-surface elevations 
of both the Comal County and Bexar County index wells. The Comal County well is nearby and would serve as a convenient index to the springflow. 
Although this well is near the springs, the well was completed on the upthrown side of the Comal Springs fault (George Ozuna, U.S. Geological 
Survey, written commun., 1994), and the springs are sustained by ground water along the downthrown side of the fault (Maclay and Land, 1988, p. 
20). In addition, the head variation in the Comal County well (about 11 ft) is much less than in upgradient wells that are more distant from the fault 
and springs. Thus, a relatively small change in water-level elevation in the well could effect a relatively large change in springflow. The Bexar 
County well is a widely used index well with a larger range in water-level elevation (about 80 ft), but is located about 25 mi from the springs. The 
Bexar County well, however, is known to be influenced by development in the San Antonio area (Harden, 1988). Because of this development and 
the distance to the springs, the Bexar County well may not accurately reflect the hydraulic head driving Comal Springs. 

The Relation Between Well Levels

Water-level data are available in computer files of the USGS for both the Comal County well and the Bexar County well. Several wells have served 
as the Bexar County index well since about 1911; water levels in the USGS computer files represent well AY-68-37-203 only since the spring of 
1963. Thus, the current analysis of water levels for the Bexar County index well used data only after 1963. 

Puente (1976) developed a linear regression relation between the monthly mean depths (in ft) to water below land surface in the Comal County (DC) 
and in the Bexar County (DB) index wells. The elevations of the land-surface datums are 642.7 ft and 730.81 ft, respectively. A similar relation was 
developed in the present study using 2,016 daily water-level readings for calendar years 1964-1993. Those relations as well as the equivalent present 
relation using water-level elevations (EC and EB) of the wells are shown in Table 1. 
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The relations between the water-level elevation data are shown in figure 5. The excellent agreement between Puente's relation and those defined in 
the present study using more frequent readings and a longer period of record attest to the stability of the relation between these wells. 

Figure 5. Relation between the water-level elevations in the Bexar and Comal County index wells (1964-93). 

Relation between Springflow and groundwater Levels

Puente (1976) defined regression relations between the flow of Comal Springs and the groundwater levels in the Comal and Bexar County index 
wells. Daily and monthly flows were related to the Comal County well, and monthly and annual flows were related to the Bexar County well. 
Although his data covered the normal ranges of the variables, the daily-flow relations were based on a relatively small set of data (33 days). Puente 
concluded that springflow could be estimated accurately by a set of empirical equations. These wells were also used in the present study. 

The elevation of Comal Springs is commonly given as 623 ft. That elevation, however, is for the topmost orifice. The springs went dry in 1956 as the 
water-level elevation in the Comal County well neared 619 ft; the springs remained dry while the water level in the well remained below about 619 
ft. Therefore, the elevations of the various orifices of the springs can be assumed to cover a range of about 4 ft. The relation between the water levels 
in the well and springflow will change as the various orifices cease to flow over a water-level range of about 4 ft. Therefore, separate relations were 
developed depending on whether the water-level elevation in the Comal County well was above or below 623 ft. The corresponding elevation at the 
Bexar County well is 645 ft. 

Daily springflow discharges (Q) determined from base-flow separation were related to the water levels in both the Comal County and Bexar County 
wells. Those relations are shown in Table 2 and the data and relations for the Comal County well are shown in figure 6. 

Figure 6. Relation between the water level in the Comal County index well and flow from Comal Springs (1977-91). 
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The lower relation for the Comal County well shows the springs to be dry when the water level in the well falls below about 619.3 ft and should not 
be used below that elevation. The Comal County well produced the better relations, probably by virtue of its proximity to the springs. The relation 
between the flow from Comal Springs and the Comal County well is good, but there appears to be some minor seasonal fluctuation in some years. 
That fluctuation may be a result of the response of the well to pumping in the vicinity of the well or to changes in the water level in Landa Lake, 
which would affect the head difference between the aquifer and the spring orifices. 

Puente (1976) presented a relation between the daily springflow and the depth below land surface in the Comal County index well that was based on 
33 daily values. His relation, recast in the form of the equations in Table 2 was Q = 12.72 + 44.4 (EC - 619). That equation produces comparable 
results to those in Table 2 for EC = 623 ft; for EC = 630 ft, Puente's equation gives about 13 percent more springflow. 

Summary and Conclusions

The study shows that the springflows that have traditionally been computed by manual separation of the base flow from the daily discharges of the 
Comal River can be reproduced using a computerized method. The annual percentage differences between the model-produced results and the 
historic values averaged about 0.4 percent. The computerized method has advantages over the manual method in that the computerized method is fast 
and objective; that is, given the same set of input data, different analysts would produce the same base-flow (springflow) estimates using the model. 
There is some evidence that in the past, the methodology used in performing the manual separation has undergone some subtle changes that, while 
producing relatively small differences, could cause the results to suggest changes that may in fact be artifacts of the changes in methodology. The 
computer-based separated values do not show this feature. 

The study results also show that it is possible to estimate the base flow of the springs from water levels in either the Comal County or the Bexar 
County index wells. The Comal County well gave the better result (standard error of estimate of about 16 ft3/s above 623 ft elevation and about 8 
ft3/s below). Using the well record could be particularly useful when the rates of springflow are needed during periods of direct runoff to the river. 
During such periods, base-flow separation techniques, both manual and computerized, are ineffective until the river has returned to base-flow 
conditions. 

A possible procedure that could be used to determine springflows in the future would be to (1) use the computerized method (N=2 days) to derive the 
springflows for archival purposes, and (2) use the relation with the water levels in the Comal County index well to estimate the flow in real time 
during periods of direct runoff. These latter values would be recognized as estimates that could be available immediately for management purposes, 
but that would be revised and replaced in the database with values from the computer model once the river flow had receded to base-flow conditions. 
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iii 

Summary 

A software tool was created in Fiscal Year 2010 (FY11) that enables multiple-regression correction of 
well water levels for river-stage effects.  This task was conducted as part of the Remediation Science and 
Technology project of CH2M-HILL Plateau Remediation Company (CHPRC).  This document contains 
an overview of the multiple regression convolution/deconvolution methodology and is intended to be a 
user’s manual for the Multiple Regression in Excel (MRCX) v.1.1 software.  This document contains a 
step-by-step tutorial that shows users how to use MRCX to correct river effects in two different wells. 

This report is accompanied by an enclosed CD that contains the MRCX installer application and files 
used in the tutorial exercises. 
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1.0 Introduction 

It has long been observed that water levels in groundwater wells fluctuate in response to changes in 
river stage or ocean tides (e.g., Ferris, 1952 and 1963; Erskine, 1991; Barlow and Moench, 1998).  River-
stage effects can obscure well/aquifer responses due to pumping or other hydraulic testing and require 
removal prior to successful analysis.  The multiple-regression convolution/deconvolution method used to 
correct barometric effects on well water levels (Rasmussen and Crawford 1997, Spane 1999, 2002) has 
been extended similarly and applied in removal of river-stage effects from well response (Vermeul et al., 
2009; Spane and Mackley, 2010).    

This user’s guide documents recent efforts during Fiscal Year 2010 (FY10) to develop a software tool 
within Microsoft Excel that facilitates river-level correction using the multiple-regression techniques.  
Multiple Regression Correction in Excel (MRCX) is a user-friendly tool that provides functionality to 
perform river correction in a single software environment.     

This document is meant to serve as a user’s guide to MRCX.  Basic theory and correction 
methodology will be introduced in the following document; however, the reader is directed to Spane and 
Mackley (2010) for a more complete discussion on river-aquifer/well response and using multiple-
regression convolution/deconvolution.  A tutorial example of using MRCX to correct river-stage effects at 
two field sites is included to help end users become familiar with the user interface and illustrate technical 
aspects and guidelines for effective and defensible river correction using this multiple regression 
technique.  Basic guidance and technical details of river correction using convolution/deconvolution 
within the MRCX software environment will be included for the benefit of the end user.  It was intended 
to make a useful and analytically-straightforward correction technique available to a wide technical 
audience within the familiar software environment of Excel.  However, it is the user’s ultimate 
responsibility to apply the functionality in MRCX appropriately to their specific site conditions and data.   

1.1 Groundwater Response to Changes in River Stage 

Changes in river stage impart transient pressure groundwater responses within a hydraulically-
connected aquifer system (Figure 1.1).  The topic of fluctuations and boundary effects of rivers and 
oceans has been examined by workers in the time and frequency domain for over half a century 
(e.g., Jacob, 1950; Ferris, 1952 and 1963; Erskine, 1991; Gilmore, 1991; Barlow and Moench, 1998; 
Zlotnik and Huang, 1999).  Refer to and Barlow and Moench (1998) and Spane and Mackley (2010) for a 
more complete technical discussion and literature review on river/tidal fluctuation and boundary effects.   

As note in Spane and Mackley (2010), river response effects in wells are a function of aquifer 
hydraulic properties, inland distance, well effects, degree of river/aquifer intersection (e.g., fully versus 
partially penetrating), and the harmonics of the river-stage input stress signal.  Based upon derivations of 
classical heat-flow equations by Ferris (1952, 1963), groundwater responses to cyclical river-stage 
fluctuations are predicted to be attenuated in magnitude and lagged in time with increasing distance to the 
river.  An example of attenuated and lagged well responses to river-stage changes is illustrated in 
Figure 1.1. 
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Transient river-stage effects can often mask or overshadow hydraulic test responses, making it 
difficult to estimate aquifer hydraulic properties or evaluate the effectiveness of remediation attempts.  
The next section explains methods used to remove (deconvolve) these effects. 

 

Figure 1.1.  River-Stage Effects on Well 399-1-21A 

1.2 Multiple-Regression Correction  

Correction of river-stage effects from well water levels using multiple-regression 
convolution/deconvolution is an extension of a removal technique developed for barometric effects.  
Rasmussen and Crawford (1997) described a multiple-regression technique for removing barometric 
pressure responses with convolution in the time domain using impulse response functions discussed in 
Furbish (1991).  Although this removal technique was specifically applied in the context of barometric 
effects, similar and variant regression, multivariate, and convolution techniques have also been used 
extensively in applications of data forecasting.  Associated statistical methods of note include:  
autoregressive integrated moving average (ARIMA) techniques (Box et al., 2008), distributed-lag transfer 
functions (Pankratz, 1991), and/or the combinations of these methods; all of which may also produce 
satisfactory barometric or river-stage correction results.   

The multiple regression convolution/deconvolution technique for barometric correction originally 
presented in Rasmussen and Crawford (1997) involves using linear regression of time-lagged input 
stresses and observed well water levels to predict well response (convolution).  Predicted well responses 
can then be removed from the observed well responses (deconvolution) to produce a corrected time series.  
This multiple-regression technique has been used successfully by others (e.g., Spane, 1999 and 2002; 
McDonald, 2007) to correct for barometric effects.   

1.2.1 Application to River-Stage Effects 

Recently, the multiple-regression convolution/deconvolution method has been used to identify and 
correct river-stage fluctuations from affected well water levels (Vermeul et al., 2009; Spane and Mackley, 
2010).  Since associated groundwater responses to river-stage fluctuations are time-lagged and attenuated 
(see Ferris 1952, 1963 for mathematical relationship discussion), the multiple regression method of 
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Rasmussen and Crawford (1997) has direct technical application to river correction.  The multiple 
regression technique implemented in MRCX and applied to river-stage correction involves these four 
basic steps: 

1. Use multiple linear regression to model the time-dependant relation between well water level (Wt) and 
river stage (Rt) for a specified maximum number of time lags (n).  In MRCX, users can choose to run 
the multiple regression using either a) the original data, or b) the first differences of the original data 
(change in water level between successive time steps).  Rasmussen and Crawford (1997) suggested 
using the original time series data in the multiple regression correction; however, subsequent workers 
have chosen to use differenced data (change in water level) in correcting barometric (Spane, 1999 and 
2002; Toll and Rasmussen, 2007) and river effects (Vermeul et al., 2009; Spane and Mackley, 2010).   

MRCX allows users to select running the regression as either the original or the differenced data, 
depending upon their preference (see discussion in Section 3.3.2 on the merits of both methods).  
Equations for both methods are included: 

a. Original Data Option: 

    ntntttt RRRRW 22110  (1a) 

where Wt  = well water level  
Rt =  river stage 
Rt-1 =  river stage one time step (lag) previously 
Rt-n  =  river stage n time steps (lags) previously 
n =  maximum lag (indexed at 0) 
α  =  regression intercept (offset term) 
β0 … βn  =  regression coefficients corresponding to time lags of 0 to n  
ε  = residual error term 

b. Differenced Data (Change in Water Level) Option: 

    ntntttt RRRRW 22110   (1b) 

where ∆Wt  =  change in well water level = Wt – Wt-1  
∆Rt  =  change in river stage = Rt – Rt-1  
∆Rt-1  =  change in river stage one time step (lag) previously 
∆Rt-n  =  change in river stage n time steps (lags) previously 
n   =  maximum lag (indexed at zero) 
α   =  regression intercept (linear trend term) 
β0 … βn  =  regression coefficients corresponding to time lags of 0 to n  
ε   =  residual error term 

The regression intercept term (α) in Equation 1b incorporates the background linear trend (i.e., slope) 
over the model estimation period.  There may be situations where it is desirable to ignore the 
background trend in the training time series (e.g., training and correction periods have different 
background linear trends).  MRCX can be configured to omit the linear trend term (α = 0) in Equation 
1b.  In contrast, the regression intercept term in Equation 1a represents the constant offset term in the 
multiple regression model – it should never be omitted.  The residual error term in both equations 
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accounts for the inability of the model to fit the observed well water levels with lagged river input.  
For a more thorough discussion of residual analysis in multiple or dynamic regression see Pankratz 
(1991).   

MRCX uses ordinary-least squares (OLS) linear regression to solve the regression intercept (α) and 
the coefficients (βi) using matrix operations described in Stevens (1996).  This is accomplished in 
MRCX using VBA code that calls up functions within a dynamic-link library (.dll) reference 
developed using C#.  The.dll reference utilizes statistical functions contained in the commercially-
available code library FoundaStat Pro (FoundaStat 2008). 

2. Calculate the cumulative river response function (RRF) as the sum of the individual regression 
coefficients (βi) estimated from the multiple regression model.  The RRF is calculated the same way 
regardless which data type is chosen (original or differenced data)  according to: 

 




n

i
inRRF

0



 (2) 

where RRFn  =  river response function for n number of time lags 
βi   =  regression coefficients corresponding to time lags of 0 to n 

RRF’s are diagnostic indicators of the nature of the river influence on the well water levels.  The RRF 
illustrated in Figure 1.2 shows about a 0.9 unit increase in well water level after 480 hours (20 days) 
for a unit increase in river stage for well 399-1-21A (320 meters inland).  It is worth mentioning again 
that the controlling factors for river response function include aquifer hydraulic properties, inland 
distance, well effects, degree of river/aquifer intersection (e.g. fully vs. partially penetrating), and the 
harmonics of the river-stage input stress signal.  River response functions would need to be 
normalized for inland distance in order to make direct comparisons between wells – this involves 
plotting RRF’s against the distance-normalized time lag where (time lag divided by the square of the 
inland distance).  

 

Figure 1.2.  River Response Function (RRF) for Well 399-1-21A 
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Rasmussen and Crawford (1997) suggest increasing the maximum lag term (n) to a value sufficiently 
high to incorporate long-term responses.  Others (Spane, 1999 and 2002; Toll and Rasmussen, 2007) 
recommend increasing the number of lags until the response function stabilizes.  In practice, this is 
observed as an asymptotic approach in the cumulative response to some maximum response value. 

3. Calculate the predicted well water levels (Pt).  The process for calculating the predicted water levels 
for the original data is more straightforward than it is for differenced data.  For the original data, 
summation of the right side of Equation 1a provides the predicted well water levels (Pt).  The first 
water level that can be predicted with Equation 1a occurs n+1 records into the original time series 
data, since the maximum lag, n, indexes (starts) at zero. 

For the differenced data, the regression model (Equation 1b) predicts the change in water level (∆Pt ), 
rather than the actual water level (Wt).  The predicted water levels at a given point in the time series 
(Pt) for differenced data are calculated according to: 

  



m

i
itt PWP

0
0   (3) 

where mt

m

i
tttit PPPPP 


  

0
21  

and 
Pt  =  predicted water level at a given point in the time series 
W0  =  initial water level (n+1 records into original time series) 
m  =  number of records in original water level time series 
∆Pt  =  predicted change in water level from Equation 1b 
∆Pt-1  =  predicted change in water level at previous time step 
∆Pt-m  =  predicted change in water level m time steps previously 

Equation 3 defines the predicted water level (Pt) as the initial water level (W0) plus the cumulative 
sum change in water level predicted up to that point in time.  The initial water level (W0) term in 
Equation 3 is the observed water level that occurs n+1 records into the time series, since the 
maximum lag (n) indexes (starts) at zero.  The first water level that can be predicted occurs n+2 
records into the original water level time series, since differencing removes the first value in the 
time series.    

4. Calculate the river-corrected well water levels (Ct) according to: 

 )(0 ttt PWWC   (4) 

where Ct  = river-corrected well water level at a given point in the time series 
W0  = initial water level (n+1 records into original time series) 
Wt  = observed water level at a given point in the time series 
Pt  = predicted water level at a given point in the time series 
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Equation 4 states that the corrected well water level at a given point in time (Ct) after the initial water 
level (W0) is the residual difference between the observed (Wt) and predicted (Pt) value at that point in 
time.   

Figure 1.3 illustrates the observed, predicted, and corrected water level results for well 399-1-21A 
(located about 320 meters inland) when using the differenced data option and a maximum lag (n) of 
480 hours. 

 

Figure 1.3.  Observed, Predicted, and Corrected Water Level Results for Well 399-1-21A 

1.2.2 Multiple-Regression Models Issues 

There are a number of assumptions and limitations related to multiple regression.  Those that are 
more relevant and obvious are discussed briefly here.  The reader is directed to statistical textbooks 
covering this topic (e.g., Pankratz, 1991) for a more in-depth and comprehensive discussion of multiple 
regression, its assumptions, and limitations.  In multiple regression it is assumed that 1) the input (stress) 
variables are not perfectly auto correlated with each other and independent from the dependant (response) 
variable, 2) the regression residuals are normally distributed with a mean of zero, have constant variance, 
and are not auto correlated/collinear (Pankratz, 1991; Stevens, 1996).  It is inevitable that river-stage and 
well water levels will lack complete independence, due to the open, hydraulically communicative 
exchange between surface and groundwater.  It also expected that the time-lagged input river-stage data 
are going to have a degree of autocorrelation.  Violation of these assumptions does not necessarily 
preclude the use of multiple regression for the application of river or barometric correction or invalidate 
the regression estimates (intercept and coefficients); however, it does call into question statistical 
hypothesis testing.  The statistical parameters can be used diagnostically to guide end users in determining 
the optimum maximum time lag for prediction and correction applications, but they should not be used to 
signify statistical significance. The well-established conceptual and analytical basis for time-lagged river-
stage effects, with responses often requiring extended period of time (e.g., days to months) to become 
fully manifested in distant, inland wells supports the use of multiple-regression 
convolution/deconvolution as valid method for identifying and removing their effects (Spane and 
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Mackley, 2010).  However, caution needs to be exercised on the part of the analyst not to put too much 
confidence in the statistical metrics such as R2 or p-values when the above-mentioned assumptions are 
violated.    

The goodness-of-fit metrics reported by MRCX include the R2, adjusted R2, and the MAE of the 
regression model.  Of the three, the MAE is considered the least biased indicator of the goodness-of-fit, 
with lower values indicating improved model fit.  All three serve as diagnostic indicators of the ability of 
the predictions from the regression model to fit the observed data, but none of them should be used to 
quantitatively test for statistical significance, due to the above-mentioned assumption violations.   

Lastly, it should be reiterated that there may be other frequency-based or time-series techniques in 
addition to the established method of Rasmussen and Crawford (1997) that could also be used to predict 
river-stage effects on well water levels.  ARIMA (Box et al., 2008) or distributed-lag transfer functions 
(Pankratz, 1991) might also be effective.  Examining and comparing the efficacy of different forecasting 
techniques, although out of the scope of this task, is a worthwhile research objective.   
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2.0 Software Installation and Configuration 

The Multiple Regression Correction in Excel (MRCX v.1.1) software tool is distributed as a single 
.MSI Windows Installer file (MRCX_v1.1.MSI).  The .MSI installer program installs a collection of 
dynamic link library (.DLL) files that contain the compiled statistical and processing functions as well as 
the Excel 2007 macro-enabled workbook template (MRCX_v1.1.xlsm).  The installation of the MRCX 
Windows Installer files is discussed below, followed by instructions for opening of the Excel macro-
enabled workbook file. 

2.1 Installing the MRCX v.1.1 Software Files 

The first step is to install the .MSI Windows Installer file.  This will install a collection of .dll files 
that perform the highly-computation portion of the multiple-regression and place a local copy of the 
MRCX Excel worksheet template file on your computer.  The steps for installing MRCX with the .MSI 
Windows Installer file are:   

1. Remove any previous versions of MRCX using the Add or Remove Programs within the Control 
Panel in Windows. 

2. Exit out of Microsoft Excel prior to attempting the install. 

3. Double-click on the MRCX_v1.1.MSI install file.  This will bring up Setup Wizard. 

4. Click on Next to proceed. 

5. Select the installation folder path for the MRCX files.  

6. Click on Next.  This will bring up the confirmation screen. 

7. Click on Next to finish the install.   

8. When the program is successfully installed, click on Close to exit the Setup Wizard.   

Although you do not need full administrator privileges on the computer you are installing MRCX on, 
some level of program installation permissions are needed.    

2.2 File Saving and Renaming 

The MRCX_v1.1.xlsm workbook contains a default data entry and model configuration template and 
Visual Basic for Applications (VBA) code for performing the river-correction process.  Users are 
encouraged to re-save and rename the template as desired.  However, you must save each renamed 
instance of the MRCX template workbook as an Excel 2007 macro-enabled workbook (.xlsm file format) 
or the full MRCX river-correction functionality will be lost.   

The MRCX Excel software tool will be referred to by its original name (MRCX_v.1.1.xlsm) in this 
document for consistency.  As noted above, you can resave the workbook under a different filename.  The 
guidance and information content herein applies equally to renamed instances of the MRCX workbook as 
long as the structural contents of the original MRCX_v1.1.xlsm workbook template are retained.  The 
filename does not affect the functionality of the MRCX VBA code.   
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2.3 Configuring the MRCX Workbook Template 

The MRCX_v1.1.xlsm file will be installed into the user-selected folder during the installation 
described above.  This file is an Excel 2007 macro-enabled workbook.  It designed to enable the end user 
the functionality to perform the river correction process within a single software environment.  It interacts 
with the library of .dll files using VBA.  

2.3.1 Enabling the MRCX VBA Macro in Excel 2007  

Since the Excel template workbook contains VBA code, it is considered a macro-enabled workbook 
and has the .xlsm file extension.  The macro security settings in Excel may need to be adjusted in order to 
enable the VBA code in the MRCX_v1.1.xlsm file to function, depending upon the user’s current 
settings.  Excel 2007 has the following Macro Security Setting Options: 

1. Disable all macros without notification 

2. Disable all macros with notification 

3. Disable all macros except digitally signed macros 

4. Enable all macros (not recommended; potentially dangerous code can run) 

If the macro security is set to option 1, you will not be able run any type of macro.  The other three 
macro security options allow macros to be enabled either on a case-by-case basis or permanently.  Macro 
security option 2 disables macros from running initially unless the user manually enables the specific file 
– this is the temporary macro enable option described below.  Option 3 restricts all macros except those 
containing digitally-signed certificates – this is not an option since the MRCX Excel workbook file is not 
digitally signed.  Option 4 allows all macros to be enabled and is not recommended.   

If you have your macro security settings configured to option 2 (Disable all macros with notification), 
Excel will initially disable the MRCX code from running when the workbook file is opened.  It places a 
notification in the Excel toolbar Ribbon (Figure 2.1).  For instructions on configuring your Excel 2007 
macro security settings set to option 2 see the help file in Excel.  Once you have set Excel to macro 
security option 2, you are ready to open the MRCX workbook file and enable temporary access to the 
MRCX VBA code.  To enable temporary access to the VBA code in MRCX, follow the steps below each 
time you open the workbook: 

1. Open the MRCX_v1.1.xlsm workbook file. 

2. Click on the Options button on the Security Warning notification on the Excel toolbar ribbon 
(Figure 2.1) 

3. Select the Enable this content option (Figure 2.2) to temporarily enable the MRCX VBA macro.  

 

Figure 2.1.  Macro Security Warning Notification on the Excel 2007 Toolbar Ribbon 
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Figure 2.2.  Enabling Temporary Macro Permission 

4. Click on OK to save and close the macro settings.   

The Security Warning notification will no longer be visible on the Excel toolbar ribbon and the 
MRCX VBA macro should be enabled.  You will need to follow the steps listed above every time you 
open a MRCX macro-enabled workbook. 
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3.0 User Interface 

The MRCX Excel workbook template (MRCX_v1.1.xlsm) was designed as a software tool for a 
broad audience of end users to perform river correction of well water levels within a single user 
environment.  It contains a collection of worksheets for input data, model configuration, and output 
results.  There are drop-down lists and command buttons that allow the user to configure the multiple-
regression convolution/deconvolution correction settings with flexibility.   

As noted above, the original MRCX workbook file can be resaved under a different name as desired, 
with the imposed restriction that it is saved as an Excel 2007 macro-enabled workbook (.xlsm file 
format).  This section introduces the general features and functionality of the MRCX workbook template 
components.  Instructions for utilizing the features of the MRCX software tool then discussed in order of 
the river-correction process. 

3.1 General Overview 

The MRCX software tool is a single workbook template organized into four worksheets, organized by 
workflow process.  These include Input Data, Model Config, Training Results, and Correction Results.  
They contain a mixture of locked and editable cells.   

It is important to reiterate that the structural form (rows and columns) is directly tied to the 
functionality of the VBA code, particularly for the Input Data and Model Config worksheets.  Changes to 
the structural form (e.g., inserting/deleting a column) will alter cell mapping between the worksheets and 
the VBA code, resulting in loss of functionality or erroneous results.  The general workflow process for 
river correction in MRCX v.1.1 is depicted in Figure 3.1.   
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Figure 3.1.  Generalized MRCX Workflow Process Diagram 

The MRCX workbook can be viewed at any zoom level within Excel; however, the drop-down lists 
and graphs were sized to be viewed at about 85% zoom level on a 19-inch monitor configured to display 
at 1280 by 1024 dpi resolution.  You may need to adjust the zoom level to your particular monitor screen 
size and resolution. 
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3.2 Input Data 

The Input Data worksheet contains place holders for the data that will be used in the river-correction 
process (Figure 3.2).  It is organized into Training and Correction ranges.  The two time series of data are 
distinguished from each other in order to extend the flexibility and capability of the MRCX software tool.  
It is often desirable to “train” the multiple regression convolution/deconvolution model using one set of 
data, and then make river-level correction on another set of data.  For example, you can use several 
months of water level data preceding a hydraulic test as the training data.  The RRF generated from the 
training data can then be used to correct the data collected during a hydrologic test.  

 

Figure 3.2.  Input Data Worksheet 

There are three command buttons embedded into the Input Data worksheet for convenience.  The ‘Set 
Correction Data Equal to Training Data’ command button will copy the data from the training to the 
correction input range.  The ‘Clear Training Data’ and ‘Clear Correction Data’ command buttons reset 
and clear the corresponding input data ranges in the worksheet.   

3.2.1 Copy Paste Special-Values 

The MRCX workbook template is designed for users to make changes to the values in the data input 
and model parameter cells as part of the workflow process (Figure 3.1); however, changes to the row and 
column structure and cell formulas will impact the functionality of MRCX.   
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It is essential that you use the Copy Paste Special-Values command in Excel when copying the 
training and correction data into the Data Input worksheet.  This will ensure cell formatting remains 
intact.  As noted above, changes to the structural format of the MRCX workbook will cause the program 
to either fail completely or produce erroneous results.  This can easily be avoided by utilizing the Copy 
Paste Special-Values feature in Excel (refer to the help files in Excel if you are unfamiliar with using this 
feature). 

3.2.2 Training Data 

The input data in the Training Dataset range are used to “train” the multiple regression 
convolution/deconvolution model and generate a RRF that will be used to calculate predicted and 
corrected well water levels under the influence of river-stage effects.  Entering the training data is the first 
step in the river-correction workflow process within MRCX (Figure 3.1).  As mentioned before, these are 
the primary data used to create the RRF used to predict (convolution) and remove (deconvolution) river-
stage effects. 

3.2.3 Correction data 

The MRCX interface allows users to enter different time-series of data in the Correction Dataset 
section of the Input Data worksheet.  This feature was included to allow greater flexibility with training 
versus correction periods.  The RRF is generated by the training data and can then be extended for use to 
the separate correction data.  The primary difference between the training and correction data is that the 
correction data can and often do contain groundwater responses from sources other than the river 
(e.g., pumping test).  The response of these non-river input stresses is often obscured in the water level 
data due to river-stage effects.   

Unlike the training data, the correction data does not need be entered into the Input Data worksheet 
prior to generating the RRF function.  It needs to be added prior to running the ‘Run Multiple Regression 
Model on Correction Data’ command button on the Model Config worksheet (discussed below).   

3.2.4 Input Data Requirements 

The river-correction method and the code in the MRCX assume the input data meet structural, 
formatting, and technical requirements.  For the MRCX code to work properly, the following general 
format requirements for the training and correction data sets should be met:    

1. Data must be continuous – that is, there are no data gaps or missing intervals of data 

2. Data must be chronologically sequenced at a constant interval (e.g., entire time series is on hourly 
interval) 

3. Date values need to be in MM/DD/YYYY HH:MM format (e.g., 01/01/2010 15:00) 

4. River stage and well water levels need to be in a number format with values no more than ten decimal 
places (e.g., 115.215) 

5. The number of records (rows) for each time series cannot exceed 32,000.  (note:  To clarify:  this 
restriction is for each input data type – in other words, the training and correction data can each have 
32,000 records i.e.,, rows) 

SE ROA 38098

JA_9380



 

 3.5

Additionally, the training and correction data need to meet technical assumptions in order to generate 
effective and scientifically defensible river correction: 

1. Have similar well hydrologic conditions between the training and correction data (e.g., saturated 
aquifer thickness, magnitude and frequency of river-stage changes) 

2. Collected in a similar manner (e.g., consistent source of water level data) 

3. Training data contain or is of a sufficient time period to adequately capture associated, long-term 
river-stage responses influence. 

4. The maximum lag value must be less than 0.5 times the number of input data records minus two time 
units.  For example, if the input data contains 1,000 hourly-spaced records.  The maximum lag value 
must not exceed 498 hours.  This is a technical requirement imposed by the multiple regression 
function specifically used by MRCX in order to reach a solution for the model estimates.    

3.3 Model Configuration 

The Model Config worksheet contains the main user interface for MRCX (Figure 3.3).  It contains a 
pre-generated collection of drop-down lists, input cells, command buttons, and diagnostic plots for setting 
model parameters and running the multiple regression deconvolution/convolution method for river 
correction.  Note: users can add/modify the existing plots (e.g. scale on axes).  Unlike the Input Data 
worksheet, no copying or pasting of data values is necessary in the Model Config worksheet.  However, 
similar to the other MRCX worksheets, changing the structural format of the worksheet will prevent the 
VBA code from running properly (e.g., inserting/deleting rows or columns). 

 

Figure 3.3.  Model Config Worksheet 
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The use of the model configuration features and command buttons will be discussed below in the 
context of the river-correction workflow process outlined in Figure 3.1.  Additional application of these 
features is contained in the Tutorial Example section. 

3.3.1 Time Filtering 

It may be desirable to focus on a particular time period of the input data during model training and 
correction (Figure 3.4).  Typically, the training period should consist of a time when well water-level 
responses are known to be solely responding to river-stage fluctuations and not subjected to other 
interfering extraneous effects (e.g., pumping activities).  The available time range (start and end 
data/time) is displayed.  The input data for both the training and the correction data can be filtered to a 
customized time range by entering a filter start and end date.  The start and end dates must fall within the 
available time range or an error message will be displayed. 

The Reset Filter command buttons above the training and correction time filter options will reset the 
start and end date/time to the minimum and maximum available values available, respectively.  Note:  
remember to reset the time filtering options each time you copy new data to the Input Data worksheet – 
they do not automatically reset.   

Keep in mind, that you need to set the start date n or n+1 time units previously to the date/time you 
want the output from the regression model to begin, when using the Original Data and First Differences 
data options, respectively (where n is the maximum time lag).  For example, if you want the river 
correction results to start on 05/01/2010 0:00 using the Differenced Data option and a maximum lag (n) of 
480 hours, you would set the start date to 04/10/2010 23:00 (482 hours previously).   

 

Figure 3.4.  Time Filtering Settings 

3.3.2 Data Value Option 

MRCX give users the option to run the multiple model using either the original data or first 
differences of the original data (i.e., changes in river stage and well water level between successive time 
periods).  Rasmussen and Crawford (1997) reported better success with using original data in the 
regression deconvolution correction of barometric effects.  However, others have chosen to use the first 
differences instead for barometric (Spane 1999 and 2002; Toll and Rasmussen 2007) and river correction 
(Vermeul et al., 2009; Spane and Mackley, 2010).    

Differencing is a common transformation technique used in time-series analysis to minimize 
systematic changes in the mean (trend) and create a more stationary (constant mean and variance) data set 
(Pankratz, 1991).  One of the advantages to running the model on the first differences is that this method 
is consistent with the concept that it is the changes in river stage and not the actual river-stage elevations 
themselves that creates the time-lagged and attenuated well water level responses.   
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The inherent correlation of river-stage and well water elevations might cause the OLS regression 
model to be less stable when using the original data.  However, this has not been fully evaluated by the 
authors.  An advantage of using the original data in the regression is that you can achieve a “rough” 
prediction and correction using fewer lags, although the response function is less stable and the overall 
goodness-of-fit is typically lower.  Fewer lags means that the training period can be shorter since the 
training period must have slightly more than two times the number of records as the lag term in order for 
the regression model to run properly.  Both methods may have application depending upon the existing 
well/aquifer/river communicative conditions.  Further evaluation and comparison of the two methods 
beyond the scope of the development of this software tool is needed to better understand the relative 
effectiveness of one method over the other.  MRCX allows both data options as a means of providing a 
higher degree of model functionality.   

To select the data option, click inside the Data Option cell and select one of the two options from the 
drop-down list (Figure 3.5). 

 

Figure 3.5.  Data Value Type Option Configuration Setting  

3.3.3 Lag Option 

MRCX allows two different lag options for running multiple regression on the specified training data 
set, Manual and Batch mode.  In Manual lag mode, the regression model is run for a single, specified, 
maximum time -lag value.  This is the default mode in MRCX.  Alternatively, in Batch lag mode, users 
can create a list of maximum lag values, and a separate regression model will be run for each lag.  In the 
Batch mode, model results are saved in a separate Excel workbook, with results for each regression model 
run saved in individual worksheets.  The Batch lag option was included in MRCX to allow users to 
compare regression results for the same training data for varying maximum time-lag values.   
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MRCX may require up to several minutes to process results for a single multiple-regression model for 
large data sets and lag values.  Processing times will also vary as a function of performance capabilities of 
the individual computer system running MRCX code.  The Batch mode option also allows users to 
process a large batch of regression training models for various maximum lag values and outputs the 
regression results into a single external Excel workbook file.  This may be preferable to individually 
changing the maximum time-lag value and comparing regression results in a trial-and-error fashion using 
the Manual option within the Model Config worksheet. 

To select the lag option, click inside the Lag Option cell and select one of the two options from the 
drop-down list (Figure 3.6).   

 

Figure 3.6.  Lag Option Configuration Setting 

3.3.4 Maximum Number of Lags 

The maximum number of time lags (n) to be used in the multiple regression model is specified by 
entering a value into the Lags input box (Figure 3.7).  Maximum lag values are restricted to a single 
integer value between 0 and 10,000.  The lag units are the same as the interval units for the records in the 
input data.  For example, if the training and correction data consist of hourly river-stage and water level 
measurements, units for the lags will be hours.   

As discussed in Section 1.2.1, the maximum number of lags should be increased until either the RRF 
asymptotically approaches a maximum cumulative response value or there is no major improvement in 
the model results (Rasmussen and Crawford, 1997; Toll and Rasmussen, 2007; Spane and Mackley, 
2010).  In practice, maximum lags of several hundred hours or more may be necessary to adequately 
capture the full river-stage effects in water levels in wells located several hundred meters from the river 
(e.g., Vermeul et al., 2008; Spane and Mackley, 2010). 
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Figure 3.7.  Maximum Lag Configuration Setting 

3.3.5 Trend Adjustment 

River-stage and well water-level time series data may contain background trends.  Although the river-
stage and groundwater levels for a hydraulically-connected aquifer will usually have similar general 
trends, the trend magnitudes may vary (Figure 3.8).  Trend adjustment is less of an issue when using the 
original data in the regression model.  However, when using the first differences of the data (changes in 
river-stage and well water level), the linear trend is represented by the inclusion of the additional linear 
trend term (regression intercept, α) in Equation 1b.  The linear trend term adjusts the predicted change in 
water level (∆Pt) by a constant value (α) at each time step in the time series.  The summation of these step 
adjustments over the entire time series applies a linear trend adjustment to the predicted water levels 
(Equation 3).  In practice, this generally results in an increased goodness-of-fit between the predicted and 
the observed well water levels (Figure 3.9).  However, it may be useful to see the predicted and corrected 
results without the trend component included (e.g., when transducer data are suspected to suffer from 
instrument drift or when hydrologic conditions are different between the training and correction time 
periods). 

Although the river response function (regression coefficients) from the training data are used in the 
prediction and correction of the correction data, MRCX does fit a separate multiple regression model to 
the correction data for the purpose of estimating a unique linear trend (regression intercept, α) for the 
correction data.  The correction-data linear trend term is then used in Equation 1b in place of the linear-
trend term from the training data.  This is helpful when the background linear trends in the training and 
correction data are significantly different.   

To change the linear trend adjustment option in the multiple regression model, click in the Trend 
Adjust cell in the Model Config worksheet and choose from the drop-down list (Figure 3.10).  Note:  the 
Trend Adjust option is set to ‘Yes’ automatically when the multiple regression model is run with original 
data. 
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Figure 3.8.  Background Trends in River-Stage and Well Water Level Data 

 

Figure 3.9.  Linear Trend Adjustment on Predicted Well Water Levels 
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Figure 3.10.  Linear Trend Adjustment Configuration Setting 

3.4 Command Buttons 

There are five command buttons added to the Model Config worksheet that initiate VBA code 
operations.  Click with the left-mouse button on the command buttons to run the corresponding command.   

3.4.1 Reset Filter  

There are two ‘Reset Filter’ filter command buttons near the top of the worksheet that will reset the 
Start and End Date/Time values in the filtering option cells to the minimum and maximum date/time 
values in the Input Data worksheet. 

3.4.2 Run Multiple Regression on Training Data 

The two main command buttons located to the right of the RRF plot in the Model Config worksheet 
initiate the multiple regression models for the training and correction data.  As noted above, the training 
data can be run in batch or manual lag option modes.  If the lag option is set to ‘Manual’ (default), you 
can simply click on the ‘Run Multiple Regression on Training Data’ to run the regression model for the 
training data (steps 1 through 4 in Section 1.2.1).  The RRF plot, the training data results plot, and the 
results worksheet for the training data will be updated automatically once the model processing steps are 
complete.   

If the lag option is set to ‘Batch’ mode, an additional user dialog menu will pop up once the ‘Run 
Multiple Regression Correction on Training Data’ is clicked (Figure 3.11).  Create a range of maximum 
lag (n) values by entering an integer number into the starting and ending input boxes.  When you have 
specified the starting and ending values, set the interval spacing within the range of lag values by 
selecting one of the spacing values in the drop-down list.  This list will automatically update each time the 
values in the starting and ending input boxes changes.  The list is populated with even multiples of the lag 
range.  When the interval spacing has been selected, click on the ‘Update List’ command button to refresh 
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the list in the frame on the right side of the menu.  Users have the option to output the predicted and 
corrected results in addition to the summary results by check the option box in the dialog box.  Click on 
the ‘Run Model’ command button to begin the multiple regression for the batch of maximum lags listed.  
In batch mode, the results will be saved in a new external Excel workbook file.  The workbook file 
contains a summary worksheet and separate worksheets for each maximum lag value in the batch list.  Be 
patient while the batch of regression models is processed – this can take several minutes or longer.  The 
Windows “hour glass” cursor will show while the batch regression is processing.  When it is complete, a 
message box will appear with “Finished Running Batch-Mode Multiple Regression on Training Data.”   

It is also possible that your computer will run out of memory and return and error if your batch list is 
long, the number of records in the input data is large, the maximum lag values are large, and/or you have 
limited memory resources available on your computer.  If this happens, the easiest solution is to decrease 
the number of maximum lag values in the batch list – in other words, split up your batch list into multiple 
batches then run them separately. 

 

Figure 3.11.  Batch (Multiple) Lag Option Dialog Menu 

Once the RRF has been generated from the training data, you can click the ‘Run Multiple Regression 
Model on Correction Data’ command button to run the regression model on the correction data.  The 
correction data results plot and the correction results worksheets will then be automatically updated.  
Note:  the batch maximum lag option is not available for the correction data regression model. 

3.5 Results 

The results from the multiple regression model are displayed in plots within the Model Config 
worksheet and stored in worksheets within the MRCX workbook.  The observed, predicted, and corrected 
well water levels for the training and correction data are shown in separate plots in the Model Config 
worksheet.  The RRF generated from the training data is also included for diagnostic purposes.  Users are 
free to customize the plot properties within the Model Config worksheet.   

The model results for the training and correction data are automatically output to the corresponding 
result worksheets in the MRCX workbook.  You can quickly clear the results by clicking on the ‘Clear 
All Results’ command button on the Model Config worksheet. 
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The individual and cumulative regression coefficients (βi’s) for each lag (0 to n) from the multiple 
regression model are included in the results worksheets.  The MRCX code is designed to utilize the 
regression coefficients from the respective training results worksheet when processing the predicted and 
corrected water levels for the correction data. 

Goodness-of-fit statistics and model configuration settings are also included in the model summary 
section of the results worksheet.  The R2, adjusted R2, and the MAE provide an indication on the ability of 
the multiple regression model to explain well water levels with time-lagged input from the river.  As 
previously discussed, they should be used as diagnostic indicators and not as quantitative metrics for 
establishing statistical significance due to non-standard model conditions (e.g., stationarity, collinearity, 
autocorrelation, etc.). 

The results worksheet also contains the river stage, observed, predicted, and corrected well water 
level time series.  Note:  the predicted and corrected water levels contain a large number of decimal 
places.  These do not reflect the precision of the model.  Keep in mind the goodness-of-fit statistics from 
the model when interpreting these values and round them to appropriate significant figures. 
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4.0 Tutorial Examples 

This section includes examples of the multiple regression technique from two different Hanford Site 
field settings.  It is written in tutorial form for users to follow step-by-step instructions.  It assumes that 
the user has already successfully installed MRCX v.1.1 onto their local computer and has opened the 
MRCX workbook in Excel.  See Section 2.1 above for instruction on installing MRCX. 

The first Hanford Site example is for a test well (399-1-21A) completed in the Hanford formation and 
exhibits excellent hydraulic communication and high aquifer diffusivity.  River-stage effects for this well 
are easily identified and removed.  In contrast, the second Hanford Site example is for a well completed in 
the lower permeability Ringold Formation and is in close proximity to extraction wells used within the 
100-K Area pump-and-treat system.  This example demonstrates the difficulties in removing river-stage 
effects from well response records which may be significantly impacted by extraneous stress effects 
(i.e., surrounding pumping).  The difficulty centers on finding a baseline well record not adversely 
impacted by extraneous stress effects so that a representative data record can be used as part of the 
MRCX training analysis for developing an associated river response function.   The motivation for 
including a problematic data set such as this is that end users are likely to encounter similar challenges 
and need to be aware of the complications associated with such “noisy” data sets and the limitations for 
removing river-stage effects in wells such as this one. 

4.1 Example 1:  Well 399-1-21A 

The first tutorial example involves removal of river-stage effects for well 399-1-21A, in the 300 Area 
of the Hanford Site.  It is located about 323 meters from the river and is completed in the permeable 
Hanford formation (Figure 4.1).  It provides an excellent example of a well with a highly associated river 
response behavior (RRF ≥ 0.8), sufficient to allow for good river correction of well water levels.  Spane 
and Mackley (2010) used this well as a demonstration example of the multiple-regression correction 
methodology.    The following steps will guide you through the process of correcting river-stage effects 
for this well and highlight some of the different MRCX user options.   

 

Figure 4.1.  Site Map of 300 Area Wells 
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4.1.1 Entering the Input Data 

The first step is to enter the river-stage and well water level data into the MRCX workbook.  The 
time-series data for the 300-Area river gage and well 399-1-21A is located in the \Tutorial subfolder in 
the MRCX folder created during the initial installation of MRCX.   

 Open the 300_Area_Example_InputData.xlsx workbook file from the C:\MRCX\Tutorial\ subfolder.  
This workbook contains the hourly river gage and well data. 

 Select the entire three-column data range (excluding the header). 

 Select Copy (Ctrl + C) from the Excel Home Ribbon tab. 

 Switch back to the MRCX workbook file. 

 Click on cell B4 in the Input Data worksheet to set this as the destination location for the next step. 

 Select Paste > Paste Values from the Excel Home Ribbon tab (Figure 4.2).  This will paste the input 
values into the three Training Dataset columns.  The Training Data time-series plot now be updated, 
showing river and well elevations. 

 

Figure 4.2.  Paste Values Option in Excel 

 Click on the ‘Set Correction Data Equal to Training Data’ command button above the time-series 
plots in the Input Config worksheet.  This will copy the data in the Training Dataset section into the 
Correction Dataset section.  The plots for the training and correction data should be similar in 
appearance (Figure 4.3).    
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Figure 4.3.  Well 399-1-21A Input Data Worksheet 

4.1.2 Configuring the Multiple Regression Model 

 Activate the Model Config worksheet. 

 Click on the ‘Reset Filter’ command buttons, located at the top of the Model Config worksheet, for 
both the training and correction time periods.  It is important to reset the time filters each time you 
enter new data into the Input Data worksheet.  This will ensure the filter start/end dates are within the 
valid date range of the input data.    

 Leave the filter start date default of 1/1/08 0:00 for the training data (cell D5). 

 Set the filter end date for the training data to 12/31/08 23:00 (cell D6).  This will restrict the training 
range to only use data from 2008. 

 Set the filter start date for the correction data to 1/1/09 0:00 (cell F5). 

 Leave the filter end date default of 10/19/09 7:00 for the correction data (cell F6) (Figure 4.4).   

 

Figure 4.4.  399-1-21A Config Options 
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 Set the model configuration options to: 

– Data Option (cell B9):  First Differences  

– Lag Option (cell C9):  Manual  

– Lags (cell D9):  100 

– Trend Adjust (cell E9):  Yes 

 Click on the ‘Run Multiple Regression Model on Training Data’ command button to run the multiple 
regression model.  You should see the following results (Figure 4.5): 

 

Figure 4.5.  Well 399-1-21A Training Data Regression Results 1 (Lag = 100 hrs) 

4.1.3 Varying the Maximum Lag Term 

The RRF shows a smooth trend when using a maximum time lag of 100 hours; however it only 
attains a cumulative value of about 0.58.  As a general rule of thumb, satisfactory river correction results 
are achieved when RRF values are ≥ 0.8.  Additionally, the MAE is 0.143 meters, as reported in the 
model summary section of the Training Results worksheet.  The low RRF and relatively high MAE 
suggest that the maximum lag needs to be increased in order to better capture long-term river responses.   

 Set the maximum lag value (cell D9) to 480, and then click on the ‘Run Multiple Regression Model 
on Training Data’.  The plots will update, and you should see the following results (Figure 4.6): 
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Figure 4.6.  Well 399-1-21A Training Data Regression Results 2 (Lag = 480 hrs) 

The increase of the lag to 480 hours results in a much improved match between the predicted and the 
corrected data.  The RRF approaches a maximum value of 0.88, and the MAE equals 0.031 meters.  This 
suggests a valid model fitting for the training data, consisting of the data for the entire year of 2008.  The 
model does show under-prediction in the well water levels during the high river-stage period of 2008.  
There may be a storage effect of the water table increasing on a seasonal time scale that is not fully 
captured in the average river response function with a maximum time lag of 480 hours.   

4.1.4 Different Training and Correction Time Periods 

Often, it is will be desirable to focus on a particular time period for the correction rather than for the 
entire data set.  In the next step, the objective is to correct river effects during the first four months of 
2009.  You can use data from the same time period to train the model; however, a more robust application 
of the correction method is to train the model with data from a different time period than will be 
corrected.  To be representative, the training period should have similar river-stage, well water elevation 
relationship, and hydrologic conditions as the correction time period.  In the next step, data from the first 
four months of 2008 will be used to train the model and develop the RRF for correction for the first four 
months of 2009.    

 Verify the model configuration options are still set to: 

– Data Option (cell B9):  First Differences  

– Lag Option (cell C9):  Manual  

– Lags (cell D9):  480 

– Trend Adjust (cell E9):  Yes 
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 Set the start and end dates on the training period to 1/1/08 0:00 and 4/30/08 0:00, respectively (cells 
D5 and D6). 

 Set the start and end dates on the correction period to 12/11/08 23:00 and 4/30/09 0:00, respectively 
(cells F5 and F6).  Remember, you need to set the start date n+1 time units previously to the date/time 
when you want the regression model results to begin if you are using the First Differences (change in 
water levels) option. 

 Create the RRF and the predicted and corrected results for the training data by clicking on the ‘Run 
Multiple Regression Model on Training Data’ command button. 

 Predict and correct the well water levels for the correction period by clicking on the ‘Run Multiple 
Regression Model on Correction Data’ command button.  The Model Config will update the RRF and 
time-series plots (Figure 4.7): 

 

Figure 4.7.  Well 399-1-21A Training and Correction Data Regression Results (Lag = 480 hrs) 

 Compare the model summary results in the Training and Correction results worksheets.   

The river response for well 399-1-21A during the first four months of 2008 appears to be 
representative of the river response a year later based on the model results.  The mean MAE for the 
correction data is 0.019 meters.       

4.1.5 Batch Lag Mode 

If you would like to run the multiple regression model for a list of maximum lags (n) rather than a 
single value manually one at a time, you can use the batch mode option in MRCX.  This is helpful for 
comparing the model results for different values of n.  To run a batch list of regression results for a list n 
values: 
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 Set the Lag Option (cell C9) to Batch using the drop-down list prior to running the regression model 
for the training data.  This will bring up a dialog box containing additional user input options 
(Figure 4.8). 

Figure 4.8.  Batch Lag Menu 

 

 Set the Starting and Ending values for the range of maximum lag values to 0 and 500, respectively.   

 Select one of the Interval Spacing items in the drop-down list. 

 Click on the ‘Update List’ command button to display the list of maximum lag values that will be run 
in batch mode.   

 Click in the box next to the ‘Output Predicted and Corrected Values’ to include the full 
results in the output workbook.  Disabling this option will output just the summary results for 
the batch correction. 

 Click on the ‘Run Model’ command button to initiate the batch mode.  Note:  if the list is long and the 
maximum lag values are large, the batch regression results can take several minutes to process.  When 
complete, a message box will appear letting you know the processing is complete (Figure 4.9).   

 

Figure 4.9.  Batch Lag Menu 

In batch mode, MRCX creates a new workbook file containing individual worksheets for each item in 
the batch list of maximum lag values.  The result worksheets are named according to the corresponding 
lag value. 

 Click on the ‘Summary’ worksheet to view a table showing a summary of the regression 
results for each of the values in the maximum lag list.   

 Click on each worksheet to compare the results for varying maximum lag values.    

4.2 Example 2:  Well 199-K-112A  

This example will involve using various regression options in MRCX while correcting water level 
data for well 199-K-112A.  As noted above, this well was chosen to highlight the challenges and 
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limitations of river-stage correction when dealing with a complicated data set that includes extraneous 
influences such as nearby pumping wells.   

Well 199-K-112A is located 115 meters inland from the river shoreline in the 100-K area of the 
Hanford Site and is screened in the Ringold Formation (Figure 4.10).  The Ringold Formation has a 
relatively lower permeability than the Hanford formation, so the river response might be expected to be 
more lagged and attenuated than the response observed in the first example for well 399-1-21A.  On the 
other hand, well 199-K-112A is almost three times closer to the river than well 399-1-21A (323 m 
inland).  The river response function would need to be normalized for inland distance to make direct 
comparisons between wells – this involves plotting RRF’s against the distance-normalized time lag where 
(time lag divided by the square of the inland distance).  We will not do that in this exercise, but you might 
want to explore the comparison on your own. 

 

Figure 4.10.  Site Map of 100-K Wells 

Well 199-K-112A is located 5 meters away from the pump-and-treat extraction well 199-K-129 (also 
screened in the Ringold Formation) and within a few hundred meters of several other extraction wells.  
During the 2008 and 2009 time period of interest, well 199-K-129 was mostly running, but experienced 
intermittent shut-down events.  These shut-down events created recovery responses in well 199-K-112A.  
However, river-stage effects make these recovery responses less obvious and obscure their overall 
magnitude.  This example will illustrate the difficulty in correcting river-stage effects with data that 
contain non-river input signals.    
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4.2.1 Input Data 

The time-series data for the 100-K river gage and well 199-K-112A is located in \Tutorial subfolder 
in the MRCX folder created during the initial installation of MRCX.   

 Open the 100K_Area_Example_InputData.xlsx workbook file.  This workbook contains the hourly 
river gage and well data in a worksheet named ‘Elev Data’.  It also contains pumping flow rate data 
for the adjacent extraction well in a worksheet named ‘Flow Data’. 

 Open a new instance of the MRCX workbook template, and clear the results and the input data using 
the command buttons in MRCX if needed. 

 Follow the steps outlined in Section 1.1.1 for copying the river-stage and well water level from the 
source workbook to the target cells in the Input Data worksheet in the MRCX workbook file. 

 Use the ‘Set Correction Data Equal to Training Data’ command button in the Input Data worksheet to 
copy the data from the training section to the correction sections.  

You are now ready to configure the multiple regression model settings in the Model Config 
worksheet.   

4.2.2 Establishing a Suitable Training Period and Maximum Lag Combination 

As noted above, the presence of the intermittent pumping of the adjacent extraction well creates 
additional complexity to the correction process (Figure 4.11).  In the following steps, we will attempt to 
look for a suitable training period that can be used to generate a river response function to correct a select 
period of time in 2009 when a major shut down even occurred (04/29/08 to 05/17/09).  River-stage effects 
obscure the recovery response to the extraction well shut down.  The objective is to remove or minimize 
river-stage effects in order to better evaluate the recovery response.   

 

Figure 4.11.  Average Daily Pumping Rates Data for Extraction Well 199-K-129 

Typically, the ideal scenario would be to train the response function during a period when the 
extraction well has been shut down for an extended period of time.  Unfortunately, the longest shut down 
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period is only about 40 days (06/5/08 to 07/14/08), which is too short of a time period to adequately 
incorporate longer-term (e.g., seasonal) river-stage influences.  This will become apparent in the results 
generated in the next steps.  To begin: 

 Activate the Model Config worksheet, and verify the following options: 

– Data Option (cell B9):  First Differences  

– Lag Option (cell C9):  Manual  

– Lags (cell D9):  150 

– Trend Adjust (cell E9):  Yes 

 Set the time filter options to: 

– Training start date:  6/5/08 0:00 

– Training end date:  7/14/08 0:00 

– Correction end date:  4/1/09 0:00 

– Correction start date:  6/15/09 0:00 

 Run the multiple regression model on the training data period to generate the RRF.  

 Run the multiple regression model on the correction data period. 

 

Figure 4.12.  Well 199-K-112A Regression Results 1 (Lag = 150 hours) 

The river response function has a typical shape; however, it only reaches a maximum response of 
about 0.4 (Figure 4.12).  This indicates either the well has a relatively weak river-stage effect or the 
maximum lag needs to be increased in order to incorporate longer-time scale river effects.  Furthermore, 
the recovery response in April-May 2009 still contains noticeable river effects.    
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 Change the Lags (cell D9) value to 300 hrs, and re-run the regression models for the training and 
correction data.    

 

Figure 4.13.  Well 199-K-112A Regression Results 2 (Lag = 300 hours) 

The RRF increased to 0.46 but now has a less-stable pattern, and the correction of the recovery 
response in April-May 2009 did not improve (Figure 4.13).     

 Try changing the Lags (cell D9) value to 400 (hrs), and re-run the regression models for the training 
and correction data.    
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Figure 4.14.  Well 199-K-112A Regression Results 3 (Lag = 400 hours) 

Although there is a very strong match of the predicted and the observed water levels for the training 
period, the correction of the recovery response is worse than it was when using 150 or 300 hours for the 
lag Figure 4.14).  Increasing the maximum lag to 400 hours resulted in a very unstable and non-
characteristic pattern in the river response function.  It suggests that the maximum lag term is too large for 
the short training period.   

A different approach is to train the model on the entire 2008 and 2009 data set, lumping river and 
non-river influences in the response function.  The advantage to this is that the longer training period can 
incorporate any longer-term river-stage effects that were absent in the 40-day training period.  However, 
the obvious drawback to this approach is that the response function will contain non-river effects such as 
the intermittent pumping of well 199-K-129.  Normally, this approach would be avoided.  However, in 
the next step we will use all of the available data to train the RRF, and use it for correcting the April-May 
2009 shut down recovery response.  The caveat is that the river response function will be highly skewed 
by the extraneous (non-river) influences and should be interpreted with caution.  To proceed: 

 Verify the model configuration options are still set to the following:   

– Data Option (cell B9):  First Differences  

– Lag Option (cell C9):  Manual  

– Lags (cell D9):  400 

– Trend Adjust (cell E9):  Yes 

 Click the ‘Reset Filter’ command button for the training data in order to set the options to: 

– Training start date:  1/1/08 0:00 

– Training end date:  7/1/09 0:00 
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 Verify the correction start and end times are still set to the following: 

– Correction end date:  4/1/09 

– Correction start date:  6/15/19 

 Re-run the regression models for the training and correction data to generate new results. 

 

Figure 4.15.  Well 199-K-112A Regression Results 4 (Lag = 400 hours) 

The RRF increased to a higher value of 0.61 and the correction of the 2009 data improved 
(Figure 4.15).  Although the RRF is still relatively low (indicating a relatively weaker river influence), 
and there are still residual river-stage effects present in the corrected data for April-May 2009, the 
recovery response pattern does have a more characteristic pattern.  The apparent drop in the observed 
water levels around 5/6/09, due to a river-stage decrease, is now almost entirely removed. 

4.2.3 Linear Trend Adjustment 

MRCX allows the option to include or omit a background linear trend coefficient in the regression 
model.  Thus far, we have included the background trend in all the regression models.  To see the effect 
of leaving out the linear trend adjustment on the previous results: 

 Change the Linear Adjustment option (cell E9) to No by clicking in drop-down list. 

 Re-run the training and correction regression models. 

The result of leaving out the background trend adjustment in the model is that the predicted values 
progressively deviate from the observed water levels with time (Figure 4.16).  The corrected data for the 
2009 recovery response has a slightly more positive trend compared to the previous results that included 
the trend adjustment.  Although, the difference is small in this instance it may be more significant in other 
situations.  The use of the trend adjustment option is highly dependent upon the situation – it is 
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recommended that you typically run the model with and without the trend adjustment and compare the 
results, especially when there is a very noticeable background trend in the observed well water level data. 

 

Figure 4.16.  Well 199-K-112A Regression Results with Linear Trend Adjust Turned Off 
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Abstract

Analysis of data from 60 wells in and around the Nevada Test Site, 

including 16 in the Yucca Mountain area, indicates a thermal regime 

characterized by large vertical and lateral gradients in heat flow. Estimates 

of heat flow indicate considerable variation on both regional and local 

scales. The variations are attributable primarily to hydrologic processes 

involving interbasin flow with a vertical component of (seepage) velocity 

(volume flux) of a few mm/yr. Apart from indicating a general downward 

movement of water at a few mm/yr, the results from Yucca Mountain are as yet 

inconclusive.

- 2 -
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INTRODUCTION

The Geothermal Studies Project, USGS, has been periodically measuring 

temperatures in holes drilled in and near the Nevada Test Site (NTS) in 

southern Nevada (fig. 1). Our primary motivation has been the measurement of 

the earth's heat flow. Thus, when we examined temperature profiles within the 

context of heat flow in the western United States (Sass and others, 1971), we 

discarded most of the data we had obtained as unsuitable owing to hydro logic 

disturbances to the conductive heat-flow field. Recently (Lachenbruch and 

Sass, 1977), we have attempted to refine our interpretation of the variation 

of heat flow in the western U.S. In particular, we have sought to explain 

much of the scatter in heat flow within the Great Basin in terms of local 

water circulation. In addition, we have interpreted the large area of 

anomalously low heat flow (Eureka Low, EL, fig. 1) as reflecting regional 

water flow with a downward (seepage) velocity component on the order of a few 

mm/y (Lachenbruch and Sass, 1977) consistent with regional hydrologic studies 

(see Winograd and Thordarson, 1975). The regional heat flow from beneath the 

zone of hydrologic disturbance in the Eureka Low may be the same as that 

characteristic of the Great Basin in general (^80 mWm 2 , or ^2 HFU) or it 

could be as high as vLOO mWm~ 2 (^2.5 HFU).

In view of the importance of hydrologic processes in determining the 

suitability of proposed repository sites, and because thermal measurements are 

extremely sensitive to these processes, we have re-examined our existing data 

and obtained additional data from Syncline Ridge near the Eleana Range, hole 

U15K in the Climax Stock, and from all available wells near Yucca Mountain 

(fig. 2). In this section, we briefly review the thermal data from 

approximately 60 wells and their implications for regional heat flow. We also

- 3 -
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examine in more detail the thermal data from the Yucca Mountain site and their 

implications for vertical water flow within and adjacent to the proposed 

nuclear waste repository.

Ac knowledgments. Temperature measurements were made by Gordon Greene, 

Fred Grubb, Tom Moses, Bob Munroe, and Gene Smith. Conductivities were 

measured by Bob Munroe and Gene Smith. We are grateful to W. E. Wilson and 

Rick Waddell for their helpful comments and suggestions.
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200 400 600 Kilometres

Figure 1. Map of western United States showing heat-flow contours 
(in HHJ) 1 heat-flow unit (HRJ) * 41.86 nMn" 2 . EL is Eureka Low, 
Arrow indicates outline of approximate boundaries of the Nevada 
Test Site (NTS). Heavy line is 2.5 HFU contour, based on tne 
empirical relation between silica temperatures and heat flow 
(Swanberg and Morgan, 1978).
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Figure 2. Map of the test-site region showing locations of wells discussed
in the text.
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REGIONAL HEAT FLOW

Available heat-flow data from the NTS region are summarized in table 1 

and figure 3. The data described as "USGS Unpublished" are preliminary and 

are subject to minor revision (± a few percent) upon further study. The data 

(fig. 3) indicate a typical Basin-and-Range distribution of heat flow in the 

region immediately surrounding Mercury but a rather complex situation to the 

north and west. The complexity of the thermal regime is further demonstrated, 

and can be explained to some extent, by consideration of all temperature data 

within the region (fig. 2). These data are presented as a series of composite 

temperature-depth plots ("worm diagrams") for different areas within the 

region in figures 4 through 8 and 10.

Beneath Pahute Mesa (fig. 4), temperature gradients are fairly low (~20 

to 25°C/km), and the tuffs within which the wells were drilled have low 

thermal conductivities (1 to 1.5 Wm x K *) resulting in anomalously low values 

of regional heat flow. The deepest log we obtained from NTS was that in Ue20f 

(fig. 4). In the upper 1.5 km, the temperature gradient is 26°C/km and the 

calculated conductive heat flow is less than 40 mWm 2 . Below 1.5 km, there is 

a zone extending to nearly 3 km that is probably disturbed by a complex 

combination of lateral and vertical water flow. Below 3 km, the temperature 

profile is linear, and the gradient is 37°C/km. Thermal conductivities in 

this section are not well characterized, but reasonable values would result in 

heat-flow values between 80 and 100 mWm 2 which is typical of the Basin and 

Range Province in general. The implication here is that water is carrying off 

much of the earth's heat in the upper 3 km and delivering it elsewhere. Well 

PM-2 is a possible exception. Its temperature profile (fig. 4) might indicate 

regional heat flow or possibly just a local upwelling of convecting water.
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Figure 3. Regional heat-flow values within and adjacent to the Nevada Test Site.
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TABLE 1. Heat-flow determinations In and adjacent to 
the Nevada Test Site (see Figures 2 and 3 for locations)

Well

PM2

PM1

DOL

U15K

Uel7e

TWE

J-13

Ue25al

Ue25bl

Ue25a3

USWG1*

TWF

TW3

TW5

TW4

Heat
mWm" 2

63

42

80

56

66

29

67

54

47

130

52

76

92

84

91

flow Reference

HFU

1.

1.

1.

1.

1.

0.

1.

1.

1,

3.

1.

1.

2.

2.

2.

5

0

9

3

58

7

6

3

1

1

25

81

2

0

2

Sass

Sass

Sass

USGS

USGS

Sass

Sass

Sass

USGS

Sass

Table

Sass

Sass

Sass

Sass

and

and

and

others,

others,

others,

1971

1971

1971

unpublished

unpublished

and

and

and

others,

others,

others,

1971

1971

1980

unpublished

and

2,

and

and

and

and

others, 1980

this paper

others,

others,

others,

others,

1971

1971

1971

1971

*Average heat flow in lowermost -^600 m.
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Consideration of temperatures from other areas of the NTS (figs. 5 

through 8) also suggests lateral variations in heat flow that can be 

attributed largely to lateral and vertical water movement with vertical 

seepage velocities probably on the order of 1-10 mm/y.

The most reliable "flux plates" for determination of regional heat flow 

generally have been granitic bodies. Unfortunately, we have only one such 

determination (U15k, fig. 3), and even it is uncertain because the hole is 

relatively shallow (~260 m), and we have only one determination of thermal 

conductivity. The best documented heat-flux value in this region is that for 

UE17e (figs. 3 and 7) which was drilled in argillites of the Eleana Formation. 

This is the only well in this entire study for which we can rule out vertical 

water movement in the hole, as the access casing was completely grouted in. 

In other wells, some or all of the perturbations to the steady-state 

conductive thermal regime may be the result of water movement in the annul us 

between casing and borehole wall rather than water movement in the formation. 

Fortunately, however, it is usually possible to distinguish between the two 

types of flow on the basis of the shape of the disturbed temperature profile.

To characterize adequately the heat flow in this region, we require 

several holes to depths of several hundred meters, preferably drilled in 

granitic rocks, and with the annul us between access casing and borehole wall 

completely sealed off by grout or a similar medium.
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THERMAL REGIME OF YUCCA MOUNTAIN

Locations of wells drilled specifically to study the repository site 

being investigated at Yucca Mountain are shown in figure 9. The most recent 

temperature profiles from these wells (and some nearby wells, fig. 2) are 

presented in figures 10 and 11. The hydraulic potentiometric surface beneath 

Yucca Mountain is deeper than 500 meters. The curves show variations in 

thermal gradients to about 1,000 m. Thus, hydro!ogic disturbances to the 

temperature field may occur both above and below the water table. Some of the 

extreme variations in thermal gradient above the water table might be 

explained in terms of two-phase water flow, with the ratio of liquid to vapor 

varying as a function of depth (see Lachenbruch, 1981). At present, this 

seems to be the most reasonable physical explanation for the types of 

variations, both lateral and vertical, in temperature gradients observed in 

the "conductor holes" (UE25a4, 5, 6, and 7, fig. 9), a closely grouped series 

of holes drilled entirely within the unsaturated zone. Some, but by no means 

all, of the variations in gradient for this series (fig. 11) may be explained 

by long-lived transients resulting from the loss of large quantities of mud 

during drilling. The holes are, however, effectively in thermal equilibrium, 

and the gradient variations cannot be ascribed plausibly to variations in 

thermal conductivity (particularly where there are temperature reversals).

For the deepest wells (Gl and HI, fig. 10), systematic variations in 

temperature gradient occur without corresponding variations in thermal 

conductivity. Our preliminary interpretation suggested a systematic downward 

percolation of ground water through both unsaturated and saturated zones with 

seepage velocities of a few mm/y. With sufficient thermal conductivity data 

now available, we are able to test that interpretation quantitatively.
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Temperature gradients within individual formations were combined with 

thermal conductivity determinations by Lappin and others (1982) (above ^900 m) 

and our own measurements (below ^900 m) to obtain component conductive heat 

flows for each formation (table 2). The six interval heat flows increase 

systematically with depth, lending support to our preliminary interpretation. 

If we assume that one-dimensional steady-state vertical water flow is 

responsible for the observed increase in heat flow with depth and that the 

material is saturated, we may perform a simple calculation to estimate the 

seepage velocity and penetration depth of the vertical water flow.

For the idealized conditions assumed, conservation of mass and energy 

requires that the temperature 9 be related to the vertical volumetric flow 

rate of interstitial water V by the differential equation (see e.g., 

Lachenbruch and Sass, 1977)

dz dz ' dz

where z is depth and V is taken positive for upward flow. Density and 

specific heat at constant pressure for the water are represented by p 1 and c 1 , 

respectively; k is thermal conductivity of the saturated aggregate. Their 

values are approximately

p'c' =1 cal/cm3 °C = 4.2 x 106 J/m3 K (2a) 

k = 4.3 meal/cm sec °C = 1.8 W/m K (2b)

The vertical conductive heat flow q (positive upward) is defined by

(3)

Combining (1) and (3) yields a relation between vertical heat flow and 

volumetric flow velocity V (e.g., cm3 of water per cm2 of cross sectional area
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of aggregate per unit time)

= -Aq (4)

where

* = el
k

A - p'c'V ,.. 
A = *    (5)

According to (4), the conducted heat flow at the surface q , is related to the 

conducted heat flow q(z) at depth z by

q(z) = qQ e"Az (6) 

where

A = ^ $1 Adz (7)

Thus A is a representative value of A in the depth range [0,z].

To obtain an order of magnitude estimate of A (and hence V, equation 5), 

we neglect its variation with depth and fit a curve of form (6) to heat flows 

q(z) determined over a number of depth intervals in the hole. The interval 

heat flows were plotted as a function of the depth of the mid-point of the 

interval (fig. 12) and a least-squares regression curve (also shown in the 

figure) was calculated. The parameters of equation 6 obtained from the 

regression analysis are:

qQ = 0.53 HFU = 22.4 mW/m (8) 

A = -6.12 x 10~4 m" 1 (9)

The correlation coefficient is 0.95, and the maximum departures from the

least-squares line are about ±5 mW/m2 which we consider reasonable in view of

the idealized nature of the model and likely sources of measurement error.
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Combining equations 2, 5, and 9 yields an estimate of the vertical seepage 

velocity

V = ^~r A (lOa)

= 2.6 x io" 10 m/s = 8 mm/y (lOb)

The average particle velocity of the pore water is obtained from V by dividing 

by the porosity; i.e., it would be 40 mm/yr (40 m/1000 yrs) for a porosity of 

20% (lOb).

If we assume that this simple flow pattern persists to some depth z*, 

beneath which the heat flow is equal to the regional value q(z*), we can 

estimate the depth of vertical flow from equations 6, 8, and 9

z* = zl i
A qo

£2 km if q(z*) £ 80 mW/m ~2 HFU (lib) 

£2.5 km if q(z*) s 100 mW/m ~2.5 HFU (lie)

Although this model represents a gross idealization, it leads to numerical 

values for vertical seepage velocity (lOb) and circulation depth (lib and c) 

that are reasonable in order of magnitude and consistent with other infor 

mation.

- 24 -

SE ROA 38150

JA_9432



SUMMARY

From thermal measurements in about 60 wells, it appears that over much of 

the Nevada Test Site, including the Yucca Mountain site, the steady-state, 

conductive thermal regime has been altered significantly to depths as great as 

2 to 3 km by water movement having a vertical component of seepage velocity of 

several meters per mi 11 em"urn. Regionally, the predominant vertical flow in 

this depth range is downward, but local upwellings exist. The measurements 

suggest 2- or 3-dimensional flow which in turn suggests that lateral movement 

of ground water must also be involved; however, the thermal measurements 

provide no measure of lateral velocities. In summarizing these results, we 

emphasize that of all the holes we have studied at NTS, only Uel7e was 

completed in the manner required for a confident analysis of the thermal 

effects of natural ground-water flow. In the other holes, the annul us was not 

blocked with grout, and uncertainties persist regarding possible complications 

of local vertical flow within the annulus behind the well casing.

In the Yucca Mountain area itself, measurements in wells deeper than 1 km 

suggest a downward water movement with seepage velocity on the order of 

1-10 mm/y.
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APPENDIX A-l.

Thermal conductivity, density, and apparent porosity of tuffs 

from USWG1 (measured at ~25°C)
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Abstract

Repeated temperature log's were obtained in 18 geologic and hydrologic 

test wells near Yucca Mountain, Nevada. Single logs were also obtained 

(using a specially designed sonde with fast response in air) in the air column 

of 17 wells drilled to monitor water level below and around Yucca Mountain. 

The temperature data suggest that the thermal regimes of both the saturated 

and unsaturated zones are strongly influenced by a complex hydrologic regime 

in the saturated tuffs and underlying Paleozoic carbonate rocks. Temperature 

gradients in the unsaturated zone (UZ) appear primarily conductive, but they 

range from about 15°C km" 1 to nearly 60°C km" 1 . However, one profile 

indicates rapid penetration to a depth of 150 m beneath a major channel by 

water from run-off following a local heavy rain. From the water table (which 

ranges in depth from about 300 m to over 700 m) to depths of 1 km or more, 

the temperature gradient in the saturated zone (SZ) typically is very 

irregular with evidence for locally controlled water movement in the Tertiary 

volcanic rocks, laterally and both up and down vertically. Vertical seepage 

velocities inferred from one-dimensional hydrologic models range from a few 

millimeters to 100 millimeters or more per year. Below depths of 1 km, 

temperature profiles are linear, suggesting conductive heat flow, but as in 

the case of the UZ, the gradients are quite variable, suggesting that the heat 

flux here is being controlled by fluid flow in the Paleozoic carbonate aquifer 

that underlies Yucca Mountain.

Measurements of thermal conductivity were performed (at room 

temperature) on 204 carefully preserved specimens of core, mostly from the 

volcanic rocks. Fifty-seven conductivities from the UZ are bimodally 

distributed (the modes of 1.0 and 2.1 Wm" 1 K" 1 represent nonwelded and 

welded tuffs, respectively) with a mean of 1.66 ± 0.06 Wm" 1 K" 1 .

- 2 -
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Conductivities of 134 specimens of tuffs from the SZ are normally distributed 

with a mean of 1.72 ± 0.03 Wm" 1 K" 1 . Variations in conductivity are due 

primarily to variations in porosity, which is negatively correlated with degree 

of welding. By contrast, 13 conductivities from the Paleozoic carbonate 

aquifer average nearly 5.0 Wm' 1 K' 1 . Conductivities from the SZ correlate 

well (R = 0.78) with compressional wave velocity.

Thermal conductivities were combined with individual thermal gradients 

for both the UZ and SZ to provide estimates of heat flow. Heat flows from 

the SZ are variable both laterally and vertically, particularly in the upper 

1 km, and apparently are affected both by flow in the annulus between casing 

and borehole wall and in the adjacent formation. The average conductive heat 

flow from the SZ at Yucca Mountain, calculated from nine wells, was 

40±9 mW m 2 using least-squares gradients for the entire SZ intervals, 

including hydrologically disturbed segments, and 49±8 mW m 2 using short, 

linear segments of the thermal profiles. The anomaly with respect to the 

regional heat flow O85 mW m 2 ) is attributed principally to lateral flow with a 

downward component beneath the depth of exploration, probably in the 

Paleozoic carbonate aquifer; however, the downward flow required to recharge 

the carbonate aquifer need not occur at Yucca Mountain and, in fact, is not 

evident there from the limited hydrologic data currently available.

Heat flows in the UZ also vary but in a systematic fashion, both 

geographically and as a function of UZ thickness. Considering the limitations 

on data abundance for the SZ and on data quality, the average heat flow from 

the UZ O41 mW m~ 2 ) may be interpreted to be about the same as that from 

the SZ or perhaps as much as 20% lower. If heat is being removed 

nonconductively from the UZ, vaporization and advective removal of 

infiltrating water by air circulating in fractures combined with an as yet
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undetermined amount of hydrologic recharge can explain the conductive heat- 

flow deficiency.

An unambiguous interpretation of the heat-flow field near Yucca Mountain 

in terms of its hydrologic implications requires data of higher quality. For 

the UZ, this means reconfiguring the WT series of holes so that temperatures 

can be measured in water-filled pipes. For the SZ, access pipes must be 

grouted in to total depth to ensure that all hydrologic disturbances observed 

are in the formation, and not merely in the annulus between casing and 

borehole wall.
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INTRODUCTION

Among the factors to be evaluated in assessing the suitability of the 

Yucca Mountain area as a candidate repository for high-level nuclear waste, 

are the regional tectonic setting and the regional and local hydrologic 

regimes. Seismic and volcanic hazards are the most directly recognized 

tectonic factors, and these have been the subject of intense investigations 

(see Carr and Rogers, 1983; Crowe and others, 1983). Regional heat-flow 

studies are, however, an important adjunct to the more focused 

investigations. Regional thermal regimes can help to put contemporary 

seismic/volcanic activity into an historical perspective (as regards regional 

tectonics) and local thermal anomalies may help pinpoint magma bodies that 

have no contemporary surface expression.

Thermal and hydrologic regimes are closely related. In fact, both on 

local and regional scales, the deep thermal regime can be effectively masked 

or substantially altered by relatively slow movement of ground water (see 

Lachenbruch and Sass, 1977; Mase and others, 1982). This, in turn, makes 

thermal measurements sensitive indicators of fluid movement, and in some 

instances, allows quantitative estimates of flow velocities.

The Geothermal Studies Project, U.S. Geological Survey, has been 

actively engaged in thermal studies in and around the Nevada Test Site since 

the late 1950's (see Lachenbruch, 1958; Lachenbruch and others, 1987). The 

initial thrust of these studies was to provide high-quality data to define the 

regional heat-flow field. Hydrologic disturbances were noted in many wells, 

however, and data from the NTS were instrumental in defining the Eureka 

Low, a large thermal anomaly, most probably of hydrologic origin, within the 

Basin and Range province (Sass and others, 1971). Our regional studies
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provided a context for a focused study of the Yucca Mountain area (Figures 1 

and 2). Preliminary results (Sass and others, 1980; Sass and Lachenbruch, 

1982) confirmed that the thermal regime was indeed distorted by the effects of 

water movement, and provided data complementary to conventional hydrologic 

studies (Robison, 1984; Czarnecki and Waddell, 1984; Montazer and Wilson, 

1984; Waddell and others, 1984).

The present report updates our preliminary results and incorporates 

detailed suites of temperature logs in all available wells and of thermal 

conductivity measurements on carefully preserved core. Gradients from linear 

portions of temperature profiles were combined with the appropriate thermal 

conductivity data to obtain values of heat flow. These values, in turn, were 

used to define the local conductive thermal regime and place it in the context 

of regional heat flow, with some comments on the implications for local water 

flow.

Techniques and procedures used are described by Sass and others 

(1971, 1984) and are the subject of Quality Assurance procedures NWM 

USGS-GPP-02, RO and -GPP-05, Rl (USGS Quality Assurance Manual, 1986). 

Work was performed in cooperation with the U.S. Department of Energy, 

Interagency Agreement DE-AI08-78ET44802. We are indebted to Frederick 

Grubb and Thomas H. Moses, Jr., for assistance in obtaining the temperature 

data. Eugene P. Smith performed the thermal conductivity measurements. We 

thank Ken Fox, Parviz Montazer, and D. T. Snow for their helpful comments.
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	SYMBOLS AND UNITS (SI)

°C = Degrees Celsius

m = Meter (or 10" 3 as a prefix)

K = Degrees Kelvin (or symbol for thermal conductivity in context)

W = Watts

SE = Standard error

SD = Standard deviation

v = Seepage velocity x 10 13 m sec or mm/y

V = Compressional wave velocity km s" 1

a = "Air"; used as a subscript

w = "Water"; used as a subscript

s = Seconds

N = Number of samples in population

q = Heat flow, mWm 2

K = Thermal conductivity Wm' 1 K' 1

F = Temperature gradient, °C km' 1
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TEMPERATURES

Temperature profiles for all geologic and hydrologic test wells (Table 1) 

are plotted in Appendix 1. An additional set of temperature logs made in air 

in test well UZ-1 and the WT series holes (Table 2) is presented as 

Appendix 2. A brief discussion of the peculiarities of individual wells or 

groups of wells is also presented in Appendix 1. In this section, we shall 

look at some topographic, thermal, and hydrologic cross sections (Figure 3) 

within the study area in an attempt to identify and assess lateral variations in 

temperature.

The profiles are presented in two parts (Figures 4 through 8). An 

upper diagram displays all temperature profiles along the line in question 

plotted with common origin. The reader interested in more details of the 

temperature log or the thermal recovery history post-drilling of a given well 

is urged to look up the appropriate figure in Appendix 1. In the lower 

diagram (Figures 4 through 8), the wells are projected onto a topographic 

cross section on which is also plotted (as a dotted line) the static water 

level, or piezometric surface. The depth to a given temperature is indicated 

at 5°C intervals and every other temperature is joined by a dashed line 

across the section to show interpolated isothermal surfaces.

The longest cross section is that connecting J-13 in Fortymile Wash to 

G2, the northernmost geologic corehole (Figures 3 and 4). This section is 

also presented in two segments (Figures 5 and 6) to allow more detailed 

consideration of individual wells. The most noteworthy features of this pro 

file are the large lateral hydraulic gradient between G2 and Gl (Figures 4 

and 6) and the apparent thermal high (Figures 4 and 5) in the vicinity of 

UE25pl. This well was drilled into a local basement high to examine the
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TABLE 1. Location, elevation and static water level (SWL) 
for geologic and hydrologic test wells near Yucca Mountain, Nevada

Well

USW G-l

USW G-2

USW G-3

USW G-4

USW H-l

USW H-3

USW H-4

USW H-5

USW H-6

UE25a4

UE25a5

UE25a6

UE25a7

UE25blH

UE25pl

VH-1

VH-2

J-13

Latitude

36°

36°

36°

36°

36°

36°

36°

36°

36°

36°

36°

36°

36°

36°

36°

36°

36°

36°

51

53

50

51

52

49

50

51

50

51

51

51

51

51

49

47

48

48

.8'

.3'

.1'

.3'

.0'

.7'

.5'

.2'

.8'

.6'

.4'

.2'

.3'

.1'

.5'

.5'

.4'

.5'

Longitude

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

27.

26.

28.

26.

27.

28.

26.

27.

28.

26.

26.

26.

26.

26.

25.

32.

34.

23.

5 f

4'

I 1

8 f

2'

O f

9 f

9 f

7'

8'

8'

8'

6'

4'

3 f

6'

6'

7'

Elevation 
Cm)

1326

1554

1480

1270

1302

1483

1249

1478

1302

1277

1234

1231

1219

1200

1114

954

974

1011

Depth to 
SWL 
(m)

572

526

751

541

572

751

519

704

526

 

 

 

  

469

384

56

163

282
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TABLE 2. Location, elevation and static water level (SWL) 
for test well U2-1 and the WT series

Well

UZ-1

WT-1

WT-2

WT-3

WT-4

WT-5

WT-6

WT-7

WT-10

WT-11

WT-12

WT-13

WT-14

WT-15

WT-16

WT-1 7

WT-18

Latitude

36

36

36

o

o

o

36°

36

36

36

o

0

0

36°

36

36

o

o

36°

36

36

36

36

36

36

o

o

o

o

o

o

52.

49.

50.

47.

51.

50.

53.

49.

48.

46.

46.

49.

50.

51.

52.

48.

52.

1'

3'

4'

9'

7'

6'

7'

5'

4'

8'

9'

7'

6'

3'

7 f

5'

25'

Longitude Elevation 
(m)

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

116°

27

27

27

25

26

24

26

28

29

28

26

23

24

23

25

26

26

.7'

.0'

.3'

.0'

.1'

.8'

.75'

.9'

.2'

.1'

.3'

.9'

.6'

.7'

.7'

.5'

.75'

1349

1202

1301

1030

1167

1088

1313

1197

1123

1094

1075

1032

1076

1083

1210

1124

1336

Depth to 
SWL 
(m)

  

471

571

300

439

 

284

421

348

364

345

303

346

354

473

395

___
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36*45* -

Carson City ',37*00'

10

10 MILES
i

15 KILOMETERS

Figure 1. Map of Yucca Mountain and vicinity with selected test well 
locations.
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27'30" 25'

S2'30"

drill hole 
NTS boundary

47'30'    »7'30"

H6'30' 27'30

Figure 2. Map showing locations of wells studied (see index. Figure 1) 
Contour interval, 100 ft.
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H6'30' Z7'30"

drill hole 
NTS boundary

»6'30'

Figure 3. Test wells near Yucca Mountain. Profiles of Figures 4 through 8 
are identified by solid lines.
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Figure 4. Thermal profile J13-G2 (Figure 3). Tenperature profiles are 
plotted above with conmon origin. Dashed lines, isotherms; 
dotted line, static water level.

- 14 -

SE ROA 38173

JA_9455



Temperature Cdeg C)
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w
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480
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a
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2.0

J13
1.0
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LEVEL
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36'

2.0 k» NO VERTICAL EXAGGERATION

-. 4S__ 
.50

30

135

Figure 5. Thermal profile, J13-G4 (Figure 3). Tenperature profiles are plotted 
above with common origin. Dashed lines, isotherms; dotted line, 
static water level.
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Figure, 6. Thermal profile, H4-G2 (Figure 3). Temperature profiles are plotted 
above with common origin. Dashed lines, isotherms; dotted line, 
static water level.
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Figure 7. Thermal profile, G3-H5 (Figure 3). Tenperature profiles are plotted 
above with common origin. Dashed lines, isotherms; dotted line, 
static water level.
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Figure 8. Thermal profile, H6-B1H (Figure 3). Temperature profiles are plotted 
above with common origin. Dashed lines, isotherms; dotted line,
static water level.
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geologic, hydrologic, and geophysical properties of the pre-Tertiary rocks, 

which were identified as Silurian dolomites (Carr and others, 1986) that 

comprise part of the "lower carbonate aquifer" defined by Winograd and 

Thordarson (1975). Below the contact between volcanic rocks and that 

aquifer at a depth of about 1200 m (Figure 4 and 1-19) the temperature 

profile becomes nearly isothermal, then reverses indicating a complex pattern 

of lateral throughflow of higher temperature water (cf. profile and cross 

section, Figures 4 and 5).

We examined the temperature profile from Ue25pl in the light of 

hydraulic head and temperature data of Craig and Robison (1984) and of some 

additional geologic data (Carr and others, 1986). The analysis suggests that 

the apparent anomaly at this site could be explained in terms of the breaching 

(by the drill) of a hydraulic barrier in the lower part of the tuffs above the 

Paleozoic carbonate sequence, causing a relatively long-lived transient thermal 

response to annular uphole flow previous to our only temperature log in the 

saturated zone. This suggestion is testable in part by additional thermal 

profiling but can be resolved completely only by completing a well in the 

Paleozoic carbonate rocks and grouting in a water-filled access pipe. As this 

procedure is beyond the scope and timing of the present report, we are 

retaining a literal interpretation of our observations (Figures 4, 5, and 1-19) 

with the caveat that further observations may change the interpretation 

significantly. The important indications of both thermal and hydrologic 

observations at the Ue25pl site are that locally, there is a strong potential 

for a net vertical upflow from the Paleozoic carbonate aquifer. Whether this 

is actually occurring requires additional observation.

The north-south cross section along the ridge (G3 - H5, Figures 3 and 

7) features widely separated isotherms (low temperature gradients) and local
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vertical flow below the water table, particularly for USW H5 (see temperature

profile, Figure 7). The cross section otherwise is undistinguished with all
»

relevant surfaces nearly parallel to the topography along strike. The section 

across the ridge (H6 - B1H, Figures 3 and 8) provides some evidence for 

lateral water flow away from the ridge in an easterly direction. Local upflow 

with vertical seepage velocity (v) of about 0.1 meter per year is suggested in 

USW G4 (Figure 9) and both upward and downward components of flow are 

evident in the profile from UE25B1H (Figure 8 and 1-6). For a detailed 

review and documentation of the one-dimensional vertical seepage calculation, 

the reader is referred to Sass and others (1980).

Measurements in air in the WT-series and UZ-1. As the focus of 

engineering studies shifted from the saturated to the unsaturated zone (UZ), 

it seemed important to obtain as many thermal data as possible above the 

water table in support of hydrologic investigations. We routinely logged 

above the water table in the G- and H-series test wells, the preferred 

configuration being an access pipe plugged at the bottom and filled with water 

to allow good thermal contact for the temperature probe and thus a continuous 

temperature log. In UZ-1, the principal activity was detailed monitoring of 

the unsaturated zone in its natural state. Thus the risk of introducing water 

into the system via a leaky coupling was considered too high for our 

preferred completion. The WT-series was completed with a single, open 

piezometer to monitor water levels. These wells were thus also unsuitable for 

water-filled pipes, and we were forced to settle for single point measurements 

at 100 or 200 foot (30.5 - 61 m) intervals. The measurement technique and 

method of data reduction are described in detail in Appendix 2 which also 

contains individual temperature profiles. Thermal gradients in the UZ 

(Figure 10) vary laterally from about 20°C/km to nearly 60°C/km. In the
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absence of corresponding lateral variations in thermal resistivity, this 

suggests a lateral variation in heat flow which we discuss further in a later 

section.
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From a consideration of individual temperature profiles in Appendices 1 

and 2, we may infer that heat transfer above the water table (i.e., in the 

unsaturated zone) is primarily by conduction. Most temperature profiles in 

the UZ are linear or consist of linear segments, the significant exception 

being "conductor" well UE25a7 in drillhole wash (Figures 1-1 and 1-5), which 

is discussed in detail in Appendix 1. Ue25a7 apparently responded almost 

instantaneously to a depth of 150 m to a flash flood following a locally heavy 

rain. The primary conduit may have been the annulus between casing1 and 

borehole wall, but the persistence of the disturbance for at least a year 

indicates that significant lateral infiltration occurred near or in this well.

The apparent conductive nature of the temperature profiles in the UZ 

may be the result of the wide separation in data points (see discussion, 

Appendix 2). Measurements in water-filled access pipes might well reveal 

significant thermal structure in the UZ on the scale of tens of meters. Linear 

segments of UZ temperature profiles having different gradients are in rocks 

of correspondingly different thermal conductivity (see in particular, 

discussion of G-4 in "heat flow"). By contrast, although portions of many 

temperature profiles below the water table are linear (particularly below a 

depth of 1 km), heat transfer in the saturated zone seems to be disturbed by 

lateral and vertical fluid motion over much of the study area (see individual 

profiles, Appendix 1 and Figures 4 through 8).
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THERMAL CONDUCTIVITY

A total of 204 determinations of thermal conductivity was performed on 

specimens of solid core from coreholes in the Yucca Mountain area. Individual 

values of thermal conductivity are tabulated in Appendix 3. The results are 

summarized in Table 3 by lithologic unit and according to whether the rocks 

were saturated or unsaturated. For the unsaturated zone, the range of 

values is greater than that for the saturated zone (Figure 11), but the means 

are not significantly different. Unsaturated conductivities have a bimodal 

distribution with peaks at about 1 and 2 Win" 1 K' 1 , reflecting different 

degrees of welding. By contrast, the conductivities from the saturated zone 

have a near-normal distribution, and the deviations from the mean are 

probably the result of variations in porosity and mineralogy. To the extent 

that degree of welding and porosity are negatively correlated, and that 

welded tuffs tend to incorporate minerals of relatively high thermal 

conductivity, welded saturated tuffs tend also to be more conductive than 

non-welded. Because of the subjective nature of "degree of welding," 

however, we choose not to attempt a numerical correlation.

Correlation of thermal conductivity with compressional wave velocity from 

well logs. A number of workers have attempted correlations between thermal 

conductivity and various well-log parameters. For monomineralic aggregates 

or those not containing variable amounts of exotic constituents with extreme 

values of conductivity, such well-log parameters as neutron porosity (<j>) and 

compressional wave velocity V can be used with some success as predictors 

of thermal conductivity.

Goss and Combs (1975) used such relations to predict thermal 

conductivities for the Imperial Valley in California. We had V -log 

information at depths corresponding to 130 of our conductivity determinations
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1

Figure 11. Histograms of thermal conductivity of tuffs from Yucca Mountain, 
Nevada: (a) unsaturated zone; cross-hatched non-welded, 
unshaded, welded; (b) saturated zone.
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from the G-series wells (Muller and Kibler, 1984; Spengler and Chornack, 

1984; D. C. Muller, written commun., 1983, 1984). Coefficients for linear 

regression of K on V are listed for each of the G series wells and for the 

combined sample in Table 4. The regression line for the combined sample, 

tog-ether with the data plot is shown in Figure 12. There is considerable 

scatter, but a definite correlation exists. We estimate, based on the RMS 

residual of 0.2 Wm' 1 K" 1 for the g-eneral relation (Fignre 12) that we can 

predict thermal conductivity from compressional wave velocity to within ±10 

percent to 15 percent.
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TABLE 4. Linear regression of thermal conductivity (K, Wm * K * 
on compressional wave velocity (V , km s *) for G series wells,

Yucca Mountain, Nevada

Coefficient Intercept Slope 
Well N of (SE) (SE) 

correlation

USW G-l

USW G-2

USW G-3

USW G-4

All wells

52

40

24

14

130

0.65

0.87

0.50

0.69

0.78

0.086 
(0.08)

-0.382 
(0.04)

0.406 
(0.22)

0.022 
(0.19)

-0.197 
(0.02)

0.438 
(0.072)

0.564 
(0.053)

0.337 
(0.125)

0.430 
(0.130)

0.509 
(0.036)
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HEAT FLOW

The study area is near the southern boundary of a regional heat-flow 

anomaly, the Eureka Low (Figure 13). Hydrologic studies of the region 

(e.g., Winograd and Thordarson, 1975) indicate a complex interbasin flow in 

Paleozoic carbonate aquifers. This flow has a downward component with 

seepage velocity on the order of a few centimeters per year to depths as 

great as 3 km. Flow in the regional aquifer beneath Yucca Mountain 

discharges by evapotranspiration and perhaps at springs south and southwest 

of Yucca Mountain (Figure 1). Average heat flow in the Eureka Low is about 

half that for the adjacent region. Lachenbruch and Sass (1977) calculated 

that, if the average depth to the interbasin conduit were about 1.4 km, this 

could be accomplished by downward percolation with seepage velocity of 

1 cm/yr. This is consistent with the observations of Winograd and 

Thordarson (1975) and with a more recent hydrologic study of the Yucca 

Mountain region by Waddell and others (1984). It is also consistent with a 

preliminary one-dimensional interpretation of the variation of heat flow with 

depth in well USWG-1 (Sass and Lachenbruch, 1982). Heat-flow data that 

were available from near Yucca Mountain in 1981 and earlier (Sass and others, 

1980; Sass and Lachenbruch, 1982) were interpreted as a local excursion of 

the 63 mWm" 2 contour (1.5 heat-flow units), which defines the boundary of 

the Eureka Low (Figures 13 and 14). The interpretation of Figure 14, from 

Sass and Lachenbruch (1982), shows this excursion and includes the Yucca 

Mountain area within the Eureka Low. It could as easily have been contoured 

as an isolated thermal sink with then-existing heat-flow data. For either 

interpretation, the tectonic implications of the heat-flow data are largely 

inconclusive, inasmuch as the true regional heat flow is obscured by 

hydrologic processes. The regional data outside the Eureka Low suggest a
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<3 KILOMETERS

<O

Figure 13. Distribution of heat flow in the western United States (after
Sass and others, 1981). Abbreviations: SRP, Snake River Plain; 
BMH, Battle Mountain High; EL, Eureka Low; RGR, Rio Grande Rift 
zone; Y, Yellowstone; LV, Long Valley. Black box at the south 
end of EL is location of Figure 14.
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TW5

o I 

116°30' 116'

Figure 14. Configuration of 63 mW m~2 contour (1.5 heat-flow units) in the
vicinity of the Nevada Test Site (from Sass and Lachenbruch, 1982) 
Stippled area has heat flow less than 63 nW m~2 .
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regional heat flux (65-90 mWm" 2 ) typical of the average for the Basin and 

Range. However, higher heat flows cannot be ruled out entirely. In fact, 

Swanberg and Morgan (1978) include the entire Nevada Test Site in a 

southerly extension of the Battle Mountain High (Figure 13) based on the 

application of an empirical relation between heat flow and silica 

geotemperatures. However, the abundance of highly soluble volcanic glass in 

the rhyolitic rocks of southern Nevada casts serious doubt on the validity of 

uncompensated silica geotemperatures in this area.

Three methods were applied to the current data from the geologic and 

hydrologic test wells in order to estimate conductive heat flow (q) for both 

saturated and unsaturated zones (Table 5). The preferred method is to 

combine the least-squares thermal gradient, F, for a linear interval of a given 

temperature profile with the harmonic mean thermal conductivity, <K>, from 

the same interval according to

q = <K>   T (1) 

Because all thermal conductivity specimens came from the G series of 

coreholes, this method could be used only in these wells. In the second 

method, the weighted formation average was substituted for the harmonic 

mean. Third, where velocity logs were available, the relation between K and 

V (Table 4, Figure 12) was used to estimate the appropriate K. We 

evaluated the formation average method by comparing values calculated by 

equation (1) with those calculated using the weighted formation average. 

Agreement between the two methods was excellent (within about 15%, 

Table 5), lending credence to our estimates of thermal conductivity in other 

wells.

Estimates of heat flow from the unsaturated zone were also made in UZ1 

and the WT series of wells (Table 6). These values, together with the UZ
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heat flow from Table 5, are plotted and contoured in Figure 15; they have a 

systematic geographic distribution. The southernmost group of wells have 

heat flows approaching regional values (Figure 15). The lowest heat flows 

are within a kilometer or two of USWG-4 which is near the location of the 

planned exploratory shaft and within the area of the proposed repository. We 

also note that the heat flow in the UZ correlates negatively with the thickness 

of the UZ (Figure 16). Within the area of Figure 15, this thickness is 

generally greatest in the proposed repository area. The heat flow from the 

UZ at G4 is probably the best documented of all. It is based on a large 

number of measured thermal conductivities and on a thermal profile obtained 

in water-filled tubing. Between 150 and 400 m (Figure 1-12, Figure 9, 

Table 5), the gradient is 17.8±0.04 (SE) °C/km and 13 samples of the densely 

welded Topopah Spring member of the Paintbrush Tuff yield a well 

constrained average thermal conductivity of 2.02±0.06 W m" 1 K" 1 . The heat 

flow from equation 1 is 36±1 mWm" 2 . Just below 400 m, there is an abrupt 

increase in gradient to 30.1±0.06°C/km and a corresponding decrease in 

conductivity (from eight samples of the unwelded tuffaceous beds of Calico 

Hills) to 1.0710.04 resulting in a heat flow of 32±1 mWm" 2 . Considering the 

numerous sources of possible error, the agreement between these two 

independent heat-flow determinations is excellent, supporting our conclusion 

that heat flow in the UZ is primarily by conduction. Also of interest is the 

inference (from the curvature of the temperature profile) that the upward 

component of seepage velocity in the saturated zone at this site is about 

100 mm per year.

For the nine wells providing both SZ and UZ heat-flow estimates, the 

mean values determined from Table 5 are very similar, 40 mW m~ 2 for the SZ 

and 41 mW m~ 2 for the UZ. However, estimates for the SZ are strongly
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TABLE 5. Heat-flow estimates from test wells near Yucca Mountain, Nevada

Well

USW G-l

USW G-2

USW G-3/GU-3

USW G-4

USW H-l

USW H-3

USW H-4

Depth range 
(m)

100-527
1067-1697

200-526

610-1250

100-751

750-1360

150-402

410-541

80-454

1000-1830

150-750

750-1200

65-520

520-1220

Method*

2
1

1
2

Avg

1
2

Avg

1
2

Avg

1
2

Avg

1
2

Avg

1
2

2

2
3

Avg

2

2
3

Avg

2

2
3

Avg

Heat
"uns

41

42
45
44

39
44
42

36
32
34

32
37
34

34

40

34

flow mWm 2
qsat

53

52
54
53

27
29
28

54
46
50

42
52
47

24
26
25
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TABLE 5. Heat-flow estimates from test wells near Yucca Mountain, Nevada
(continued)

Well

USW H-5

USW H-6

UE25a4

UE25a5

UE25a6

UE25a7

UE25al
blH

UE25pl

J-13

Depth range 
(m)

165-700
720-1220

100-526
530-1210

100-150

100-150

75-150

180-270

150-469
470-1220

80-380

130-262

Method*

2
2

2
2

2

2

2

2

2
2

2

1
2

Avg

Heat flow mWm 2

nins "sat

41
27

49
51

29

32

47

33

48
23

62

65
67
66

*Method 1: Least-squares gradient x harmonic mean of
measured conductivities over same interval,

Method 2: Least-squares gradient x conductivity 
calculated from formation means.

Method 3: Least-squares gradient x harmonic mean
of conductivities inferred from K vs. V 
relation.
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TABLE 6. Heat-flow estimates (±SE) from the unsaturated zone 
in UZ-1 and WT series wells based on average formation conductivities

Well

UZ-1

WT-1

WT-2

WT-3

WT-4

WT-5

WT-6

WT-7

WT-10

WT-11

Depth range 
(m)

30-90
122-350

30-144
144-422
422-475

82-397
397-488
488-628

30-112
112-154
154-257
257-305

30-86
86-132
132-352
352-442

30-180
180-305

52-117
117-290

30-120
120-427

46-191
191-290
290-350

30-96
96-366

Member

Tpp
Tpt

Tpc
Tpt
Tht

Tpt
Tht
Tcp

Tpt
Tht
Tcp
Tcb

Tpc
Tpp
Tpt
Tht

Tpb
Tpc

Tpt
Tht

Tpc
Tpt

Tpb
Tpc
Tpt

Tpc
Tpt

K* Wm" 1 K" 1

1.12
1.87

1.86
1.87
1.08

1.87
1.08
1.47

1.87
1.08
1.47
1.94

1.86
1.12
1.87
1.08

0.78
1.86

1.87
1.08

1.86
1.87

0.78
1.86
1.87

1.86
1.87

r
°C km" 1

28.5
17.1
Mean

15.7
23.2
41.5
Mean

19.7
35.7
25.3
Mean

51.5
55.3
42.8
39.7
Mean

17.2
41.7
26.4
30.4
Mean

51.1
44.4
Mean

26.6
43.2
Mean

37.1
27.9
Mean

58.6
42.2
48.0
Mean

42.2
36.2
Mean

q_
mWm 2

32
32
32

29
43
45
39±5

37
39
37
38±1

96
60
63
77
74±8

32
47
49
33
40±5

40
82
6l±21

50
47
4812

69
52
60±8

46
78
90
71±13

78
68
73±5
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TABLE 6. Heat-flow estimates (±SE) from the unsaturated zone 
in UZ-1 and WT series wells based on average formation conductivities

(continued)

Well

WT-12

WT-13

WT-14

WT-15

WT-16

WT-17

WT-18

Depth range 
(m)

30-110
110-350

67-155
155-305

33-350

128-350

175-325
325-472

30-75
75-300

300-371

30-110
110-214
214-493
493-610

Member

Tpc
Tpt

Tpc
Tpt

Tpt

Tpt

Tpt
Tht

Tpc
Tpt
Tht

Tpc
Tpp
Tpt
Tht

K* Wm" 1 K" 1

1.86
1.87

1.86
1.87

1.87

1.87

1.87
1.08

1.86
1.87
1.08

1.86
1.12
1.87
1.08

r
°C km" 1

42.1
33.2
Mean

21.6
31.4
Mean

32.6

26.9

26.9
28.0
Mean

27.2
27.0
38.4
Mean

15.8
24.6
18.0
28.3
Mean

q_
mWm 2

78
62
7018

40
59
50110

61

50

50
30
40110

51
51
42
4813

29
27
33
31
3011

^Average conductivity for member, see Table 3.
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2S' H6*22'30"

47'30*  

- 52'30"

. drill hole 
- - NTS boundary 

4O- Heat flow, mW m'2

2r'30"

Figure 15. Conductive heat flow from the unsaturated zone in the vicinity of 
Yucca Mountain (see Index, Figure 1).
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bimodal (Figure 17B), and those comprising the lower group (USW G-3, 

USW H-4, USW H-5, and UE25bl) have SZ heat flows that are substantially 

less than the UZ values (Figure 17C) for the same wells. The temperature 

profiles in these wells and in USW G-l and USW H-6) are non-linear, 

indicating upward or downward flow of water in the well bore or the 

surrounding formations (see profiles in Appendix 1). The least-squares 

temperature gradients used to calculate the heat flows on Table 5 were 

determined for all or most of the SZ parts of the wells. Because flow in 

either direction generally increases the efficiency of heat transfer, thereby 

suppressing gradients in the affected interval, the calculated estimates are 

probably minimum values. We are more confident of the estimates for 

USW G-l, USW HI, and USW H-3, which were based on gradients defined by 

long, apparently conductive segments.

An alternative approach to defining gradients on hydraulically disturbed 

temperature profiles is to force measurements on short linear segments in the 

deepest parts of the wells, where the probability of significant in-hole flow is 

least. This procedure involves the risk of including sections of distributed 

inflow or outflow, as well as the risk of forcing use of the data beyond their 

limit of reliability. However, hydrologic testing in the Yucca Mountain area 

indicates that hydraulic conductivity is provided mainly by thin, discrete 

intervals, which are probably fracture-con trolled (Waddell and others, 1984). 

Under these conditions, the assumption that linear segments of at least 

several tens of meters represent zones of primarily conductive heat flow may 

be justified. The depths and thermal gradients of these segments for the 

wells in question are discussed in Appendix 1.

We calculated alternative heat-flow estimates, using average thermal 

conductivities (Tables 3-2 and 3-3) for the appropriate depths in USW G-2
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~    |
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Estimated heat flow. mWm-2

70

EXPLANATION

Within Yucca Mountain (numbered wells 
have both QZ ft UZ heat flow estimates)

r i
J__L Adjacent to Yucca Mountain

South or east of Yucca Mountain

Figure 17. Comparison of heat-flow estimates for the unsaturated zone
(C) with those for the saturated zone using the least-squares 
gradients (B) and gradients of linear segments (A), q is 
average for numbered wells +95% confidence limits.
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and USW G-3 and the weighted formation averages for the other four holes. 

The revised distribution is shown in Figure 17 A, as compared with 

Figure 17B. Heat flows for the SZ in USW G-3 and UE25bl are still less than 

those for the UZ, although the differences are reduced. It is questionable 

that the gradient (21°C/km) in the interval used for USW G-3 represents the 

actual, undisturbed conductive gradient, as the interval (1000-1280 m) is 

considerably above the 1533-m total depth of penetration. In UE25bl, 

however, the interval used, 1000-1220 m extends to the total drilled depth. 

The mean for the nine holes is increased to 49±8 mW m~ 2 (Figure 17A), 

however, within the limits of 95% confidence, neither SZ mean is significantly 

different from that for the UZ (Figure 17).

The geographic influence on UZ heat flow is clearly evident in 

Figure 17C, which includes all of the UZ estimates. Wells that are within the 

smoothed boundary of Yucca Mountain (Figure 15) have the lowest heat flows. 

Those that are closely adjacent have intermediate values, and those farther 

east and south have the highest.

With reference to the regional heat flow (about 85 mW m" 2 ) outside of 

the Eureka Low, the deficiency at the repository site is 35-45 mW m 2 for the 

SZ and 45-50 mW m" 2 for the UZ. We can conclude that 80%, and perhaps 

all, of the anomaly is attributable to the SZ. The removal of significant 

amounts of heat from the SZ requires intense lateral flow of relatively cool 

water in regional aquifers. In active recharge areas, infiltration further 

reduces surface heat flow according to the one-dimensional relationship 

(Lachenbruch and Sass, 1977, equation 8),

Aq[mW/m~ 2 ] = 0.14 V [mm/yr] x G [°C/km] x Az [km], (2)w

where Aq is the reduction of surface heat flow, V is the downward 

infiltration rate, G is the thermal gradient, and Az is the depth of infiltration
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WEST CANDIDATE AREA EAST

Rolatlvo location of Yucca Mountain

UPPER CARBONATE AQUIFER

UPPER
CLASTIC
AQUITARO

ALLUVIUM AMD LACUSTRINE 
OCPOSITS

CARBONATE ROCKS

 0 100 KILOMETERS 

IXPLANATION

E-X>B| SILTSTONE AND SHALE

SANDSTONE AND OUARTZITE

VOLCANIC ROCKS

CRYSTALLINE BASEMENT ROCKS

Figure 18. Stratigraphic relationships among hydrostratigraphic 
units near Yucca Mountain (reproduced with permission 
from Figure 2 of Waddell and others, 1984).
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to the regional aquifer. In the previously defined Eureka Low (Figure 13), 

downward percolation may persist to depths of 4 km or so, and recharge 

rates of 2 to 3 mm/yr on a regional scale would produce the observed 

reductions. It is tempting to call upon the same process in explaining the 

heat-flow anomaly at Yucca Mountain because of its proximity to the Eureka 

Low, the great depth of the water table, and the probable occurrence of the 

regional carbonate aquifer at depths of 2-4 km (Figure 18). Downward 

infiltration of a few mm/yr would account for the anomaly. However, a 

necessary constraint is that the thermal and hydrologic data that are available 

must at least be consistent with the dominance of downward components of 

flow over upward components. Short segments of some of the Yucca Mountain 

SZ temperature profiles indicate downward flow, but upward flow is indicated 

by others, most notably and persistently in USW G-4 (Figure 9). 

Furthermore, Robison (1984) reports significant hydraulic potentials for 

upward flow at USW H-l, USW H-3 and UE25pl. Hence, the existing limited 

data do not support pervasive downward flow throughout the vicinity of 

Yucca Mountain as the principal cause of the average SZ heat-flow deficiency. 

For the area of Figure 15, pervasive lateral flow in the Paleozoic carbonates 

with a net downward component of velocity is the most likely principal cause 

of the anomaly.

Neither the hydrologic nor the thermal data rule out locally heavy 

recharge within the study area as a significant factor. Heavy infiltration 

along permeable, high angle fractures at high elevations would produce the 

observed potential for upward flow in less permeable systems or systems with 

impermeable caps at lower elevation. This type of gravitationally driven 

convection is common in many regions of the Basin and Range (see e.g., Mase 

and others, 1982).
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The possible additional reduction of heat flow (5-10 mW m" 2 ) in the UZ, 

if confirmed, could be attributed to the coupled action of three processes. 

The first, downward infiltration, can be limited by equation 2, using 14°C as 

the typical produce of G x Az (Figure 10). This small UZ anomaly could be 

accounted for by 2-5 mm/yr of infiltration, about an order of magnitude 

greater than that postulated from hydrologic considerations (Montazer and 

Wilson, 1984). D. T. Snow and Parviz Montazer (written communications, 

July and April 1987) have suggested the additional processes of vaporization 

and of advective transport of heat in upward movement of air (presumably 

containing water vapor). The latent heat of liquid water is about 580 cal/cm3 . 

Therefore, the vaporization of only 0.1 mm/yr would consume about 

5.8 cal/cm2/yr, which is about 8 mW m" 2 or approximately the UZ heat-flow 

deficiency. Vaporization requires the circulation of air through the mountain. 

As currently postulated (Parviz Montazer, written communication, April 1987), 

cool, dry air enters the outcrop of the Topopah Spring member (fractured 

welded tuff) low on the west side of the mountain and discharges near its 

crest. By analogy with equation 2 and again using 14°C as the temperature

differential, we can estimate an upper limit of the air discharge, V , froma

Va = F^ « ' *a a

where p and C denote the densities and heat capacities of water and air, 

respectively. The required upward discharge of air is about 3,000 times that 

of water, or about 15 m/yr to produce the small 10 mW m" 2 anomaly if indeed 

it exists.

Though the thermal profiles in the UZ possibly lack resolution owing to 

the wide separation in data points, they appear primarily conductive 

throughout the UZ thickness. This might result from vertically uniform
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action of the heat-removing" processes discussed above; alternatively, it could 

be attributed to shallow SZ lateral flow, above depths used to calculate SZ 

heat flows. The credibility of this alternative is supported by borehole flow 

surveys while pumping (Benson and others, 1983), which show that most of 

the water production occurred within a few hundred meters beneath the water 

table.

The large lateral variability of heat flow over distances of one or two 

kilometers suggests a relatively shallow, hydrologic source for the observed 

anomaly, primarily convection in the saturated tuffs and underlying carbonate 

rocks. Confirmation of this hypothesis or the identification of an alternative 

will require additional thermal and hydrologic data of higher quality than are 

currently available.

In summary, the thermal regime of the Yucca Mountain area, based on 

the data available, seems similar to that of the Eureka Low, a regional heat- 

flow anomaly of hydrologic origin defined by Sass and others (1971). The 

large, systematic lateral variations of heat flow in both saturated and 

unsaturated zones, coupled with thermal and hydrologic indications of vertical 

head gradients, indicate a complex local hydrologic regime superimposed on 

the regional interbasin flow in the Paleozoic carbonate rocks.

The quality of the presently available data set does not allow an 

unambiguous interpretation of heat-flow data from either the UZ or the SZ. 

Some of the apparent hydrologic activity in the upper part of the SZ could be 

limited to the annulus between casing and the borehole wall, where water will 

respond readily to small head differences owing to the high transmissivity of 

the annulus. The ambiguity can be resolved only by completing some of the 

presently planned wells with access pipes grouted into place. It will be 

necessary to have water-filled pipes (also preferably with annulus grouted) to
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characterize adequately the thermal state of the UZ. We also encourage 

thermal measurements in conjunction with hydrologic testing, particularly to 

correct for water density as a routine part of water-level measurements for 

the purpose of detecting head variations with depth.

- 49 -

SE ROA 38208

JA_9490



References

Benson, L. V., Robison, J. H., Blankennagel, R. K. , and Ogard, A. 

E., 1983, Chemical composition of ground water and the locations of permeable 

zones in the Yucca Mountain area, Nevada: U.S. Geological Survey Open-File 

Report 83-854, 19 p.

Carr, M. D., Waddell, S. J., Vick, G. S., Stock, J. M., Monsen, 

S. A., Harris, A. G., Cork, B. W., and Byers, F. M., Jr., 1986, Geology 

of drill hole Ue25p#l: A test hole into pre-Tertiary rocks near Yucca 

Mountain, southern Nevada: U.S. Geological Survey Open-File Report 86-175, 

87 p.

Carr, W. J., and Rogers, A. M., 1983, Tectonics, seismicity, and 

volcanism of the southern Great Basin, in U.S. Geological Survey Research in 

Radioactive Waste Disposal Fiscal Year 1981: U.S. Geological Survey Water 

Resources Investigations Report 83-4105.

Craig, R. W., and Robison, J. H., 1984, Geohydrology of rocks 

penetrated by test well UE-25p#l, Yucca Mountain area, Nye County, Nevada: 

U.S. Geological Survey Water-Resources Investigations Report 84-4248, 57 p.

Crowe, B. M., Amos, R., Perry, F., Self, S., and Vaniman, D. T., 

1983, Aspects of potential magmatic disruption of a high-level radioactive 

waste repository in southern Nevada: Journal of Geology, v. 91, p. 259-276.

Czarnecki, J. B., 1984, Simulated effects of increased recharge on the 

ground-water flow system of Yucca Mountain and vicinity, Nevada-California: 

U.S. Geological Survey Water-Resources Investigations Report 84-4344, 33 p.

Czarnecki, J. B., and Waddell, R. K., 1984, Finite-element simulation of 

ground-water flow in the vicinity of Yucca Mountain, Nevada-California: 

U.S. Geological Survey Water-Resources Investigations Report 84-4349, 38 p.

- 50 -

SE ROA 38209

JA_9491



Goss, R., and Combs, J., 1975, Thermal conductivity measurement and 

prediction from geophysical well log parameters with borehole application, in 

United Nations Symposium on the Development and Use of Geothermal 

Resources, 2nd, San Francisco, CA, May 20-29, 1975, Proceedings, v. 2: 

Lawrence Berkeley Lab., Univ. of California, p. 1019-1027.

Lachenbruch, A. H., 1958, Thermal measurements in Oak Springs 

formation, in Properties of Oak Spring Formation in Area 12 at the Nevada 

Test Site, edited by W. H. Diment and others: U.S. Geological Survey 

Open-File Report (TEI 672, Chapter 11).

Lachenbruch, A. H., Marshall, B. V., and Roth, E. F., 1987, Thermal 

measurements in Oak Springs formation at the Nevada Test Site, southern 

Nevada: U.S. Geological Survey Open-File Report 87-610, 19 p.

Lachenbruch, A. H., and Sass, J. H., 1977, Heat flow in the United 

States and the thermal regime of the crust, in The Earth's Crust, edited by 

J. G. Heacock, Geophysical Monograph 20, p. 626-675: American Geophysical 

Union, Washington, D. C.

Mase, C. W., Sass, J. H., Lachenbruch, A. H., and Munroe, R. J., 

1982, Preliminary heat-flow investigations of the California Cascades: U.S. 

Geological Survey Open-File Report 82-150, 240 p.

Montazer, P., and Wilson, W. E., 1984, Conceptual hydrologic model of 

flow in the unsaturated zone, Yucca Mountain, Nevada: U.S. Geological 

Survey Water-Resources Investigations Report 84-4345, 55 p.

Muller, D. C., and Kibler, J. E., 1984, Preliminary analysis of 

geophysical logs from drill hole UE-25p#l, Yucca Mountain, Nye County, 

Nevada: U.S. Geological Survey Open-File Report 84-649.

- 51 -

SE ROA 38210

JA_9492



Robison, J. H., 1984, Ground-water level data and preliminary 

po ten tiometric- surf ace maps of Yucca Mountain and vicinity, Nye County, 

Nevada: U.S. Geological Survey Water-Resources Investigations Report 

84-4197, 8 p.

Sass, J. H., Blackwell, D. D., Chapman, D. S., Costain, J. K., 

Decker, E. R., Lawver, L. A., and Swanberg, C. A., 1981, Heat flow from 

the crust of the United States, in Touloukian, Y. S., Judd, W. R., and Roy, 

R. F., editors, Physical Properties of Rocks and Minerals: McGraw-Hill, New 

York, p. 503-548, 1981.

Sass, J. H., Kennelly, J. P., Smith, E. P., and Wendt, W. E., 1984, 

Laboratory line-source methods for the measurement of thermal conductivity of 

rocks near room temperature: U.S. Geological Survey Open-File Report 

84-91, 21 p.

Sass, J. H., and Lachenbruch, A. H., 1982, Preliminary interpretation 

of thermal data from the Nevada Test Site: U.S. Geological Survey Open-File 

Report 82-973, 30 p.

Sass, J. H., Lachenbruch, A. H., and Mase, C. W., 1980, Analysis of 

thermal data from drill holes UE25a-3 and UE25a-l, Calico Hills and Yucca 

Mountain, Nevada Test Site: U.S. Geological Survey Open-File Report 

80-826, 25 p.

Sass, J. H. Lachenbruch, A. H., Munroe, R. J., Greene, G. W., and 

Moses, T. H., Jr., 1971, Heat flow in the western United States: Journal of 

Geophysical Research, v. 76, p. 6376-6413.

Spengler, R. W., and Chornack, M. P., 1984, Stratigraphic and 

structural characteristics of volcanic rocks in core hole USW G-4, Yucca 

Mountain, Nye County, Nevada, with a section on Geophysical logs by D. C. 

Muller and J. E. Kibler: U.S. Geological Survey Open-File Report 84-789, 

77 p.

- 52 -

SE ROA 38211

JA_9493



Spengler, R. W., and Rosenbaum, J. G., 1980, Preliminary 

interpretations of geologic results obtained from boreholes Ue25a4, -5, -6, 

and -7, Yucca Mountain, Nevada Test Site: U.S. Geological Survey Open-File 

Report 80-929, 39 p.

Swanberg, C. A., and Morgan, P., 1978, The linear relation between 

temperature based on the silica content of groundwater and regional heat 

flow: A new heat flow map of the United States: Pure and Applied 

Geophysics, v. 117, p. 227-241.

U.S. Geological Survey, 1986, Quality Assurance Program Plan for 

Nevada Nuclear Waste Storage Investigations NNWSI-USGS-QAPP-01, R3.

Waddell, R. K., Robison, J. H., and Blankennagel, R. K., 1984, 

Hydrology of Yucca Mountain and vicinity, Nevada-California Investigative 

results through mid-1983: U.S. Geological Survey Water-Resources 

Investigations Report 84-4267.

Winograd, I. J., and Thordarson, W., 1975, Hydrogeologic and 

hydrochemical framework, South-Central Great Basin, Nevada-California, with 

special reference to the Nevada Test Site: U.S. Geological Survey 

Professional Paper 712-C, C1-C126.

- 53 -

SE ROA 38212

JA_9494



APPENDIX 1. Temperature logs from geologic and hydrologic test wells,

Yucca Mountain

A series of precise temperature logs was obtained from all available wells 

at the Yucca Mountain site. This appendix contains the latest temperature 

logs together with time series for wells that have been logged more than 

once.

NOTES ON PRESENTATION OF DATA

Temperature-depth profiles for all logs are displayed as a time-series. 

The leftmost profile is the earliest. Later profiles are identified by month 

and year and are stepped to the right by a sufficient amount relative to the 

first curve (shown after the date in °C) to separate data from successive 

logs. All measurements made in air in the unsaturated zone are indicated as 

discrete symbols joined by straight lines. Where appropriate, the static water 

level (SWL) is indicated by a horizontal line. It should be noted that this is 

the level measured by us at the time of the temperature log, and in some 

instances, it is different from that listed in other publications (e.g., 

Robison, 1984).

THE CONDUCTOR WELLS

This series of four shallow wells was originally drilled to investigate a 

geoelectric anomaly within the unsaturated zone in Drill Hole Wash. All but 

one (UE25a-6) were drilled within the main drainage of the wash (Figure 2). 

The wells were drilled with mud and water and considerable fluid loss 

occurred. Early logs showed some quite bizarre departures from the linear 

temperature profiles characteristic of steady-state one-dimensional heat flow, 

including temperature reversals (Figures 1-2, through 1-5). Most of the
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reversals and high-frequency noise did decay conductively with time, 

indicating that they were drilling-related. There remain, however, 

irregularities and large contrasts in thermal gradient that cannot be explained 

by pure conduction, and must be associated with vertical and lateral move 

ment of fluids (air, water vapor and liquid water) within the unsaturated 

zone in Drill Hole Wash.

UE25a4 and 5 were not available for logging after December 1981 so that 

we show only the time series ending then (Figures 1-2 and 1-3). The most 

prominent steady-state anomalies are the large changes in gradient in the 

75-100 m depth range.

UE25a6 which is sited above the main surface drainage of Drill Hole Wash 

and is close to USWG4, the site of the exploratory shaft (Figure 2), does not 

show this gradient break and has an average gradient of about 25°C km l 

below 55 m (Figure 1-4). The time series for UE25a6 is a good example of 

the conductive decay of thermal transients resulting from the loss of drilling 

fluid. Temperatures in Ue25a7 (Figure 1-5) still indicate considerable 

disturbance. In fact, above 150 m , the latest two logs show a remarkable 

resemblance to the first log made in March 1981. By contrast, temperature 

disturbances below a vertical depth of 150 m appear to be decaying 

conductively. We know of no renewed circulation of fluids in this well after 

December 1981. We can speculate that the remarkable change in the 

temperature profile above 150 m was the result of lateral water movement in 

fractures in densely welded tuff of the Topopah Spring Member (Spengler and 

Rosenbaum, 1980) below the main drainage of Drill Hole Wash, arising from a 

major storm that occurred a week or so before the March 1983 log was 

obtained.
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UE25blH. This well is also collared near the main surface drainage of 

Drill Hole Wash (Figure 2) and some degree of disturbance to the temperature 

field is evident in the unsaturated zone. Between 610 and 869 m 

(Figure 1-6), the profile is nearly isothermal and suggests lateral flow with 

both upward (concave downward) and downward (concave upward) components 

of water flow over different depth-intervals. Below a depth of 1 km, the 

profile is linear with a gradient of about 23°C km' 1 , possibly indicating 

conductive heat flow. Temperature profiles from Ue25al, which was drilled on 

the same pad are presented in Figure 1-7.

UE29a2. UE29a2 is shown on the index map (Figure 1). It is located 

some 10 km NW of USWG2 near the main surface drainage of Forty-Mile Wash. 

Static water level was just below 30 m below which temperatures increased 

very slightly (~10°C km" 1 ) to a depth of nearly 90 m (Figure 1-8) whereupon 

there was a reversal and erratic temperature variations to the total accessible 

depth of 168 m. It would appear that the thermal regime at this site is 

dominated by lateral water movement below Forty-Mile Wash with just over 

0.5°C variation in temperature in the accessible portion of the hole.

The "G" Series, Yucca Mountain. These wells were drilled primarily to 

obtain geologic data, although considerable hydrologic and other information 

also was obtained from them. They generally were completely cored to allow 

for detailed studies of lithology, fracture density, and physical properties. 

We have made thermal conductivity measurements in all of them (see 

Appendix 3).

USW G-l. Hole Gl has been instrumented by Sandia Corporation and is 

unavailable for temperature measurements. For completeness sake, we include 

here the time series comprising complete logs in September 1980 and April 

1981 (Figure 1-9). Temperature gradients (which unfortunately had not 

reached equilibrium by the time of our last log) increase systematically to
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1 km or so whereupon they become essentially constant at about 30°C km' 1 

yielding a mean heat flux of about 53 mWm~ 2 below 1 km (see Table 2, Sass 

and Lachenbruch, 1982). Our preliminary interpretation involved downward 

vertical water movement with seepage velocity of ^1 cm/y to depths of 2 to 

2.5 km, an interpretation that ignores the essentially constant heat flow below 

1.1 km in this well but accounts for its anomalously low value.

USW G-2: Temperatures to about 600 m are similar to those in Gl and 

other deep wells in the area. There is then a step rise in temperatures 

(Figure 1-10) followed by about 150 m that is nearly isothermal whereupon a 

quasi-conductive gradient is established to total depth of 1250 m. The 

least-squares gradient between 800 and 1250 m is about 41±0.1°C km' 1 which, 

when combined with the average thermal conductivity of 1.74+0.04 WnT 1 K' 1 , 

yields a typical Basin and Range heat flux of 71 mWm~ 2 in contrast with the 

heat flow of 44 mWm"" 2 from the unsaturated zone. Taken literally, this would 

support our one-dimensional interpretation of high (~20 mm/yr) rates of 

downward percolation of groundwater or lower rates combined with 

vaporization in the unsaturated zone. The high gradient may, however, 

reflect the anomalously low temperature boundary at 760 m brought on by 

water moving vertically downward from 600 to 750 m or laterally with a 

downward component of velocity. An alternative gradient can be obtained by 

joining the top edge of the "stairstep" at ^600 m to the bottom-hole 

temperature. This gradient (31°C km" 1 ) yields a heat flow of 54 mWm 2 .

USW G-3. This is the most southerly of three wells drilled on the steep 

ridge immediately to the west of Drill Hole Wash. The water table here is 

exceptionally deep (Figure 1-11). Below the water table, the temperature 

profile shows evidence for upward and downward water movement over 

different intervals. The linear part of the profile between about 1000 and
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1280 m has a thermal gradient of about 21°C km" 1 . For a mean conductivity 

in the saturated zone of 1.58 ± 0.05 Wm" 1 K" 1 (25 samples), we estimate a 

heat flux of 33 mWm~2.

USW G-4. G4 is the most recently completed well and is the proposed 

site of the exploratory shaft. The temperature gradient (Figure 1-12) 

increases from about 18°C km" 1 between 150 and 400 m to about 30°C km" 1 

between 400 and 536 m (approximate water table). The profile below the 

water table is nonconductive and is consistent with an upward component of 

water movement from near the bottom of the well, exiting near the water 

table.

The "H" series, Yucca Mountain. By contrast with the previous series 

with which it is interspersed (Figure 2), these wells were drilled primarily 

for hydrologic studies. As such, they have larger diameters, typically 

contain a number of piezometer tubes, and have a very limited amount of core 

available for properties measurements. Between our November 1982 and March 

1983 loggings, all of these sites (except HI) were reoccupied and packers 

were set near the bottom to aid in the estimation of head gradients.

USW H-l. This well is only about 0.5 km WSW of Gl (Figure 2), and it 

has a similar temperature profile with the exception of the lowermost 150 m. 

Below 1680 m, the gradient decreases systematically from ~30 to less than 

20 °C km 1 (Figure 1-13). A piezometer was grouted in to nearly total depth 

in September(?) of 1982. Post-grout profiles show very little change from 

pre-grout (Figure 1-13) indicating that water is probably moving upward in 

the formation in this interval.

USW H-3. The temperature gradient in USWH3 between 975 and 1190 m 

averages about 19°C km" 1 , similar to that observed in the linear portion of 

USWG3. H3 is about 1.5 km north of G3 on the west ridge of Yucca Mountain
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(Figure 2). The temperature profiles (Figure 1-14) illustrate once more the 

great depth to the water table and the abnormally low thermal gradients found 

on the ridge.

USW H-4. H4 is located on the flank of the west ridge on one of the 

eastward drainages (Figure 2). The thermal profile becomes linear and 

apparently conductive below 1 km (Figure 1-15) with a value of 25.5 °C km' 1 .

USW H-5. This well is the northernmost of the three deep wells on the 

ridge. Characteristically, the water table is very deep and non-conductive 

processes predominate to a depth of over 1 km (Figure 1-16). Below this 

depth, there is a quasi-linear profile with gradient of 28.5 °C km 1 ; the 

average gradient below the static water level is ~15°C km l .

USW H-6. H6 is located on the west and slightly south of H5 in a 

subsidiary drainage northwest of Crater Flat (Figure 2). Because of its 

lower elevation, the static water level is higher than for G3, H3, and H5 on 

the ridge (compare Figures 1-16 and 1-17). Below 880 m, the temperature 

profile is essentially conductive, with a gradient of 36°C km 1 .

J-13. Well J-13 (formerly Test Well 6) was drilled in Forty-Mile Wash 

and is used as a water supply well. Below the water table (Figure 1-18), the 

profile shows signs of hydrologic disturbance. The gradient in the 

unsaturated zone was used by Sass and others (1971) to calculate a heat flow 

of 67 mWnf 2.

UE25P1. Well UE25P1 was drilled to test a basement high of Paleozoic 

carbonate rocks. Below the water table (Figure 1-19) the thermal regime is 

complex and appears dominated by lateral water flow or possibly by vertical 

flow within the well.

USW VH-1 and VH-2. These two wells are located in Crater Flat 

(Figure 1) near two Holocene cinder cones. Equilibrium temperature profiles
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for both wells (Figures 1-20 and 1-21) indicate a thermal regime dominated by 

lateral water movement having both upward and downward vertical 

components. Particularly puzzling is the fact that, even though they are 

similar in character, the profile in VH-1 is consistently warmer by about 5°C 

than that in VH-2 (Figure 1-22). This indicates strong lateral gradients 

between the two wells. In fact, the range of temperatures in VH-2 is very 

similar to that in USW-H6 which is 330 m higher in elevation (Figure 1-22). 

This, in turn, suggests that VH-2 is in a region of net downward water flow 

rather than VH-1 being anomalously hot.
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APPENDIX 2. Temperature measurements in air in the unsaturated zone

In many wells, we had available an access pipe plugged at the bottom 

and filled with water. For these (e.g., USW G-2 and USW G-4, figures 1-10 

and 1-12), we were able to obtain logs through the unsaturated zone using 

our standard logging techniques (procedure GPP-02, RO, Sass and others 

1971). For various reasons, however, it was not always possible to have 

such an access pipe and measurements had to be obtained at discrete points 

in air. Using our standard probe (Fenwall K212E, Sass and others, 1971), 

such measurements are very time consuming - the time constant of the probe 

in air is on the order of one hour as compared with a few seconds in water.

Faced with a formidable number of wells from which to obtain such 

temperature measurements, we elected to design and construct a special 

thermistor probe having a very small thermal mass. The probe (Figure 2-1) 

equilibrates with a column of still air to within 1% of a step temperature 

change in a period of four minutes.

By far the most serious problem in obtaining meaningful air-temperature 

measurements in a large (~0.5 m) diameter well results from convective motion 

induced by both the thermal instability of the air column (cooler, heavier air 

lying on top of warmer, lighter air) and by diurnal barometric changes. In 

the WT series wells, the usual casing configuration involved a large diameter 

(^400 mm) outer casing at the top of which was spot-welded a heavy flange 

(^20 mm thick) which in turn supported a string of smaller diameter tubing 

(^50-70 mm o.d.) with a well screen below the water table. It was common 

for the large casing to be "breathing" through gaps beneath the spot-welded 

flange, inhaling at certain times, and exhaling at others. When this was 

occurring, temperature fluctuations of varying periods were superimposed on 

the simple equilibration process with the result that temperatures were still
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varying considerably after 20 minutes. As the magnitude of this problem 

became apparent, we were able to alleviate the disturbances somewhat by 

partially sealing the upper part of the large casing using materials that were 

available to us in the field (filament tape, weather stripping, etc.).

The measurement procedure consisted of lowering the probe in 100 to 

200 foot (30.5 to 61 m) increments, then reading thermistor resistances at 

one-minute intervals until the resistance change in one minute was less than 

1% of the accumulated change, or for 20 minutes, whichever was less. Data 

reduction consisted of converting resistances to temperatures, plotting 

temperature as a function of the reciprocal of time (t) and extrapolating 

linearly to 1/t = 0 (t=°°) for each depth. In this procedure, the time origin 

is difficult to fix precisely, as we are not dealing with an instantaneous step 

change in temperature. This is particularly true where the decay of a recent 

convective overturn is superimposed on the change imposed by moving the 

probe down in the geothermal gradient. A misplaced time origin is usually 

manifested as curvature in the later part of the temperature versus 1/t 

curve. When this was observed, we adjusted the time origin empirically 

(usually by no more than 1 or 2 minutes) so as to minimize the observed 

curvature.

When the air columns in both the outer casing and the observation 

tubing were truly stable (Figure 2-2), extrapolation of the 0 versus 1/t curve 

resulted in an unambiguous intercept value for temperature (0) accurate to 

within a few hundredths of a degree. On the other hand, there is a much 

larger degree of uncertainty (±0.1°C or more in the extrapolated temperature 

for a convecting air column, Figure 2-3), and disturbances with periods of 

tens to hundreds of minutes may cause undetectable errors of 1°C or more.
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We are reasonably certain that the least squares temperature gradient 

between 100 feet (30.5 m) and the water table is representative of the 

average thermal gradient in the unsaturated zone. In the "well-behaved" 

wells, the 30.5 m or 61 m interval-gradients probably also are reliable. It is 

impossible, however, to apply objective criteria to the data set from the 

large-diameter wells to distinguish between reliable and unreliable data.

The data for all accessible WT series wells are presented in Figures 2-4 

through 2-20. For each depth shown on each of these figures, a graph of 

the kind illustrated in Figures 2-2 and 2-3 was generated, a suitable interval 

selected, and an extrapolation to 1/t = 0 (infinite time) was made. Thus the 

temperature symbol plotted at each depth represents our interpretation of the 

most likely equilibrium temperature.

The static water level, in each instance where it was encountered is 

indicated by the lowermost triangle in each of Figures 2-4 through 2-20. 

Below that, there is a short "tail" of a few meters to tens of meters 

continuous temperature depth profile below the water table. As we noted in 

the "G" and "H" series wells, immediately below the water table, these tails 

are generally not consistent with the more regular and conductive temperature 

profiles in the unsaturated zone.

In WT-13 (Figure 2-15) it was consistently difficult to obtain a consistent 

temperature versus I/time profile (cf. Figures 2-2 and 2-3). We logged it on 

two different occasions (June 1 and June 4, 1984) but found it very difficult 

to get an internally consistent set of data except near the top and near the 

water table (Figure 2-15). This is a "worst-case" illustration of our 

contention that, even though the detailed structure of the thermal profiles 

from this series of wells may be suspect, the least-squares gradient over a 

^300 m interval does have some status.
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APPENDIX 3. Thermal conductivities

Thermal conductivity measurements were performed on core samples that 

had been wrapped in aluminum foil and dipped in hot wax to preserve in situ 

moisture conditions to the fullest extent possible. Thermal conductivity 

determinations were performed at an ambient temperature of about 25°C using 

the needle-probe method described by Sass and others (1971, 1984). 

Conductivity values are presented in Tables 3-1 through 3-5.
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TABLE 3-5. Thermal conductivity of rocks from UE25pl

Depth, m

1310

1330

1339

1351

1367

1387

1399

1414

1429

1454

1479

1490

1801

.4

.5

.9

.6

.4

.0

.1

.5

.0

.1

.1

.5

.6

Formation (member)

Lone

Lone

Lone

Lone

Lone

Lone

Lone

Lone

Lone

Lone

Lone

Lone

Mtn.

Mtn.

Mtn.

Mtn.

Mtn.

Mtn.

Mtn.

Mtn.

Mtn.

Mtn.

Mtn.

Mtn.

Dolomite

Dolomite

Dolomite

Dolomite

Dolomite

Dolomite

Dolomite

Dolomite

Dolomite

Dolomite

Dolomite

Dolomite

Roberts Mountains Formation
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The AEM and Regional Carbonate Aquifer Modeling
by Cady Johnson1 and Martin Mifflin2

Abstract
The analytic element method (AEM) has been applied to a 15,000-km2 area of the Paleozoic carbonate rock

terrain of Nevada. The focus is the Muddy River springs area, which receives 1.44 m3/s (51 ft3/s) of regionally
derived ground water, and forms the Muddy River. The study was undertaken early in 2000 to support the develop-
ment of a cooling water supply for a gas-fired generation facility 20 km south of the Muddy River springs. The
primary objectives of the AEM modeling were to establish a better understanding of regional fluxes and boundary
conditions and to provide a framework for examination of more local transient effects using MODFLOW. Geo-
chemical evidence available in 2000 suggested two separate flow fields, one in the north discharging at the
springs, and a southern area of small hydraulic gradients. To be conservative, however, hydraulic continuity
between the two areas was maintained in the 2000 AEM model. Using new monitoring well data collected in the
south, and analyses confirming that seasonal pumping effects in the north are not propagated to the south, a later
AEM model that included a barrier calibrated with relative ease. The analytic element model was well suited for
simulating an area larger than the immediate area of interest, was easy to modify as more information became
available, and facilitated the stepwise development of multiple conceptual models of the site.

Introduction
In 1989, Las Vegas Valley Water District (LVVWD)

filed landmark applications for all unappropriated water,
~2.7 3 106 m3/d (800,000 acre-ft/year) in 26 hydro-
graphic basins of eastern Nevada, later reduced to a maxi-
mum of 6.1 3 105 m3/d (180,800 acre-ft/year) in 17
basins. Alarmed by the potential impacts on springs and
associated habitats, the National Park Service (NPS), U.S.
Fish and Wildlife Service, Bureau of Land Management,
and Bureau of Indian Affairs requested that the USGS
quantitatively evaluate the effects of this pumping on
regional flow and spring discharge. A highly generalized
finite-difference model of the Carbonate Rock Province
of the Great Basin was developed, consisting of two lay-
ers of 3660 cells, each 8.05 km (5 miles) wide by 12.1 km
(7.5 miles) long (Schaefer and Harrill 1995). A flow

reduction on the order of 11% was predicted at the Muddy
River springs after 100 years of pumping. Conceptually,
these results were not unanticipated but offer no guidance
as to where the ground water resources might be devel-
oped to minimize or prevent impacts.

Beginning in 2000, the analytic element method
(AEM) was adopted as a primary modeling strategy
in evaluating flow patterns and boundary conditions in
a large (15,000 km2) area of carbonate rock terrain in
southeastern Nevada, characterized by interbasin ground
water flow and overlapping an area targeted for develop-
ment by LVVWD. This application of the AEM, using
GFLOW 2000 from Haitjema Software, was a departure
from traditional methods in the region; previous modeling
efforts generally relied on flux estimates based on hydro-
graphic basin water budgets. In the AEM method, fluxes
are determined from Darcian and mass conservation prin-
ciples using aquifer characteristics and water-level data,
with measured discharge of the Muddy River springs as
a calibration target. The operational challenge of fitting
model components to the geologic framework was aided
by generally good regional exposures and was anchored
by information from four local areas where characteristics
of the carbonate aquifer were known from multiwell
pumping experiments.
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Box 126, Las Vegas, NV 89124; ircady@yahoo.com; maihydrogeol@
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The primary objective of the study was to forecast
impacts of a 25- to 45-year, 8.6 3 106 m3/year (7000
acre-ft/year) pumping stress. Calpine Corporation would
use the water for power generation at the proposed
750-MWMoapa Paiute Energy Center (MPEC). The MPEC
wellfield targeted Paleozoic carbonate rocks that underlie
much of the western portion of the Reservation. The first
test well, ECP-1, yielded ~6.3 3 1022 m3/s (1000 US
gallons/min) for a 7-d constant-discharge test. The funda-
mental question for the Calpine project was the relation-
ship of the carbonate aquifer of the site area to the Muddy
River springs, the flows of which support the endemic
Moapa dace, an endangered fish that inhabits the spring
areas, and to senior water rights on the Muddy River,
which originates at the springs and is fully appropriated
under Nevada water law. Potential long-term impacts on
another major spring complex, Rogers and Blue Point
Springs, located ~40 km southeast of the MPEC in the Lake
Mead National Recreation Area, were a concern of the NPS.

The area extending some 15 km northwest from the
Muddy River springs is a zone of extremely high trans-
missivities, with small hydraulic gradients indicating
flow toward the Muddy River springs (Ertec Western Inc.
1981). In contrast, hydraulic gradients between 2 and 30 km
south of the springs were not known at the beginning of
this study, nor were the properties of the aquifer, so fluxes
within the carbonate rock terrain of the Reservation could
not be estimated (Mifflin 1992; Dettinger 1989). Ground
water flux in the project area is of great practical interest
from the standpoint of tribal water rights as the magni-
tude and pattern may ultimately determine the allowable
level of development based on Nevada water law.

The objective of this paper is to describe the applica-
tion of the AEM to a poorly understood subregional area
with hydrogeology dominated by highly transmissive car-
bonate rock terrain, and supporting analyses that allowed
for refinement of subregional boundary conditions. The
paper’s scope includes monitoring well databases through
the end of the year 2002 and brief observations on data
acquired since 2002.

Hydrogeology
In the broadest terms, the hydrogeologic setting of

the study area is one of ground water discharge from
large springs at the southeastern margin of the Carbonate
Rock Province of the eastern Great Basin (Figure 1
inset). Thinning and major facies changes in the carbon-
ate rock section occur as a northeast-trending ‘‘hinge
line’’ passing through the study area (Tschanz and
Pampeyan 1970, 5); the hinge line represents the approxi-
mate boundary between the continental shelf and ‘‘mio-
geosyncline’’ for much of Paleozoic time. Also, overthrusts
of the Sevier orogenic belt (Armstrong 1968) are exposed
in a corresponding zone that extends from the Spring
Mountains to the southwest to east of upper Moapa Valley
(Figure 2). Regional-scale thrust faults, dismembered by
Tertiary extension (Axen et al. 1990), ramp to the surface
and place carbonate rocks above much less permeable
Mesozoic red beds along a northeast trend. The combined
effects of stratigraphic thinning and structurally induced

damming by Mesozoic and Cenozoic lithologies are
thought to induce regional ground water discharge in the
study area.

The oasis at the headwaters of the Muddy River,
which supplies the entire base flow of this perennial
stream, is referred to herein as the Muddy River springs
area. The temperature, chemical characteristics, and tem-
poral stability of discharge from these springs clearly
indicate the ‘‘regional’’ character of the aquifer system that
sustains their flow (Mifflin 1968). Flow in the Muddy River
at Warm Springs Road has been monitored intermittently
since 1913 by the USGS (site ID 09416000, ‘‘Muddy
River near Moapa, Nevada’’) and reported as average
daily flow. From the inception of monitoring until the
early 1960s, base flow averaged ~1.3 m3/s (47 ft3/s).

Figures 1 (inset) and 2 (solid yellow lines) illustrate
a series of hydrographic basins in the Carbonate Rock
Province (Mifflin 1968, 1988; Dettinger et al. 1995) that
were delineated by Eakin (1966) as the combined catch-
ment for the White River flow system (WRFS), with a ter-
minal discharge area at the Muddy River springs (H1 in
Figure 1) in upper Moapa Valley (Figures 2 and 3). In
Figure 2, Pahranagat Valley (PV) is the location of three
large springs classified as ‘‘regional’’ in the Mifflin (1968)
study along with the Muddy River springs. The two
northernmost basins of the Eakin (1966) WRFS in
Figure 2, Long Valley and Jakes Valley, were subsequently
noted by Mifflin and Wheat (1979) to display pluvial-
climatic-state hydrologic evidence of leaking to the west
into Newark Valley (to balance basin surface water catch-
ment areas with pluvial lake areas in these basins). If
these two northernmost basins’ contributions are removed
from Eakin’s (1966) classical water balance that was
derived for discharge measured at Muddy River springs,
a balance is achieved at Pahranagat Valley. Eakin’s bal-
ance requires the majority of discharge for the Muddy
River springs to be derived from flow that passes from
Pahranagat Valley south through Coyote Spring Valley
and then southeastward to the springs (F3 to K2 to K3 to
H1 in Figure 1). Water discharging in Pahranagat Valley
is, however, almost devoid of fluoride and isotopically
much lighter than Muddy River springs. Muddy River
springs’ fluoride and stable isotope compositions are
more akin to water in upper (northern) Meadow Valley
Wash (Figure 2) than to those in Pahranagat Valley
(Thomas et al. 1996).

The Muddy River spring area hydrology is locally
complex, with an alluvial aquifer comprising coarse gravel
lenses inset into the fine-grained Muddy Creek Formation
(Schmidt et al. 1996). Between 1987 (Mifflin & Associates
Inc. 1987) and 1996 (Mifflin and Adenle 1996), the status
of known wells and springs in the upper Moapa Valley
was documented on a quarterly basis. The alluvial aquifer
is supplied by subsurface inflow from the northwest of
roughly 8.3 3 104 m3/d (34 ft3/s) from the carbonate rock
flow system. An additional 4.1 3 104 m3/d (17 ft3/s), or
one third of the total ground water discharge (Figure 4),
issues from large springs via carbonate-cemented conduits
through the alluvial gravels. Roughly 0.1 m3/s (4 ft3/s) is
lost to evapotranspiration on an annualized basis. A well-
developed seasonal cone of depression forms around
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Nevada Power Company’s production wells in the alluvial
aquifer and migrates down-valley toward the Muddy
River springs during the summer pumping season; there
was recovery each winter until 1997. Flow reductions are
attributed to effects of the pumping cone on seepage flux
from the unconfined alluvial aquifer into the headwaters
channels of the Muddy River.

Upstream of the spring area near the Nevada Power
Company (NPC) Lewis Well Field (Figure 5), there is
local hydraulic continuity between the carbonate aquifer,
source for the Arrow Canyon well, and the alluvial aquifer,
local source for the Lewis wells. Between this important
zone of inflow to the alluvial aquifer and Big Muddy
Spring, the alluvial aquifer remains unconfined, but evi-
dence for hydraulic connection with the carbonate aquifer

is absent. Near Big Muddy Spring, the alluvial aquifer
discharges via seepage into headwaters channels of the
Muddy River, and spring outflow channels combine flows
to establish the total discharge represented by the Muddy
River gauge (Figure 5). Spring conduits (active and relic)
are encased by highly cemented zones and, for the most
part, hydraulically isolated from the alluvial aquifer. Two
wells (LDS East and Central), finished in conduit-
cemented gravels (relic conduits), respond instantaneously
to pumping stress changes, suggesting a high degree of
hydraulic continuity with the carbonate aquifer based on
the response characteristics and elevated temperatures.
Downstream of the spring area, the alluvial aquifer be-
comes confined and hydraulically separated from the river
channel and remains so southeastward to where monitoring

Figure 1. Analytic element representation of the study area, showing hydraulic conductivity domains (K), no-flow barriers
(B), far-field features (F), near-field discharge (H), and recharge (R); see reference Table 1 for details.
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well control ends. The Warm Springs Road Muddy River
gauging station is located on the reach where there is no
hydraulic continuity between the alluvial aquifer and river
channel.

In 1985, NPC expanded its monitoring activities to
include carbonate aquifer water levels in addition to
monthly production totals from each of its wells in the
Muddy River springs area. Monitoring records from car-
bonate rock aquifers became available in 1986, when
NPC wells EH-4 and EH-5b were fitted with chart re-
corders and the USGS began taking monthly water-level
measurements in MX-4. Seasonal fluctuations and long-
term decline followed by recovery after the drought years
of 1987 to 1992 are evident in all the three records. In the
California Wash hydrographic basin (Figure 2), a water

resources appraisal was conducted for LVVWD in 1990
(Wildermuth et al. 1990), but no potentiometric data were
available from carbonate rock aquifers within 18 km of
the proposed MPEC facility until 1998 (Terracon; unpub-
lished data). Systematic monitoring in this southern area
began late in 2000, and the first full year of record was
2001 (Figure 6).

Basin Water Budgets, Interbasin Flow, and
Subregional Fluxes

Hydrographic basin water budgets are the fundamen-
tal accounting system used by the Nevada Division of
Water Resources to administer the State’s limited but
uncertain ground water resource. Using the Maxey-Eakin

Figure 2. Regional topography showing Eakin’s (1966) WRFS delineation (bold outline); flanking southern basins (narrow
outline); Death Valley Regional Flow System (dotted) (U.S. Department of Energy 2002); and north (N) and south (S)
subdivisions of Tikaboo and Three Lakes Valleys (Southern Nevada Water Authority 2003). PV ¼ Pahranagat Valley; CV ¼
Coyote Spring Valley; CW ¼ California Wash. Base map mosaic copyright 1994 to 2002 by Andrew D. Birrell, used with per-
mission.
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method for estimating recharge (Maxey and Eakin 1949),
percentages of precipitation falling within elevation zones
were designated as recharge, with higher recharge effi-
ciencies associated with the higher elevation (pre-
cipitation) zones. The contributions of each elevation
zone to recharge were adjusted iteratively so that their
sum would balance with discharge estimates in several
control basins. Recharge estimates, established in this
way as empirical percentages of precipitation assigned to
elevation zones in the control basins, were then extrapo-
lated to hydrographic basins throughout the Great Basin.
The Maxey-Eakin method relies on two basic assump-
tions that appear to hold in the control areas:

d The hydrographic basin is also a hydrologically closed basin.
d The efficiency of recharge is uniform regardless of terrain

lithology.

However, neither of the above assumptions is neces-
sarily met in the more general case of the Carbonate
Rock Province. The carbonate lithologies are likely more
efficient in capturing greater percentages of incident

precipitation, and hydrologic closure for many hydro-
graphic basins remains uncertain.

The Eakin (1966) water budget approach is based on
a ‘‘series’’ configuration of interbasin flow; water is trans-
ferred through a series of discrete compartments (basins)
down a regional gradient. The method as generally
applied does not accommodate ‘‘parallel’’ configurations,
proposed by Tóth (1962, 1963) and explored through
modeling analyses by Freeze and Witherspoon (1966,
1967, 1968). In suitable hydrogeologic environments,
regional interbasin flow may bypass more localized
ground water flow systems. The observed geographic dis-
tributions of the ‘‘regional’’-class springs of Mifflin
(1968) suggest that the parallel configuration of interbasin
flow may be common and frequently unidentified by the
basin water budget analytical procedure.

The efficiency of recharge for a given precipitation
zone could be significantly greater in carbonate terrain
than assigned in the Maxey-Eakin method, but there has
been little comprehensive study to determine how much
more efficient. The AEM-derived fluxes are independent

Figure 3. AEM model results for year 2001 conditions with calibration summary, showing head contours (meters above mean
sea level) and residuals (meters 1 or 2) at monitoring well locations. Contour interval is 1 m where dashed, 5 m elsewhere.
‘‘1’’ indicates model locations of ground water extraction by Nevada Power Company and Moapa Valley Water District.
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of hydrographic basin water budgets, thereby providing
an alternative to Maxey-Eakin–derived flux estimates and
their implicitly assumed configurations of interbasin flow.
With evidence accumulating that the Muddy River
springs are not the terminus of the WRFS (two indepen-
dent lines of evidence suggest it terminates at Pahranagat
Valley and excludes Jakes Valley and Long Valley), the
AEM is elevated in importance for evaluating subregional
fluxes related to interbasin flows.

The AEM Model and Supporting Analyses
Table 1 summarizes the features and properties of the

AEM model as constituted in Figure 1. The AEM was
selected to support a fast-track, year-2000 effort to locate
a wellfield site, conduct aquifer characterization, estab-
lish a monitoring network, and provide an impact assess-
ment for the proposed ground water extraction that would
supply MPEC (Johnson et al. 2001). In the subregion of
the study area, only four widely spaced areas with aquifer
testing in carbonate aquifers were available to suggest
material properties for the model (Ertec Western Inc.
1981; Mifflin & Associates Inc. unpublished Bonneville
Pacific/Nevada Cogeneration Associates data; Buqo
1994; Johnson et al. 2001). Even less aquifer test data
were available from Muddy River alluvium (Mifflin &
Associates Inc. 1987) and the Muddy Creek Formation
(Johnson et al. 1986). Regional relationships of hydro-
chemistry and water temperature (Thomas et al. 1996),
a few key continuous monitoring well records (USGS,
Nevada Power Company, and Mifflin & Associates Inc.
unpublished), and distribution of pumping stress (unpub-
lished data in files of Nevada State Engineer) were also
available. Major structural features and the resulting dis-
tribution of lithologies are complex, but the carefully
documented flux of the Muddy River spring area, pump-
ing records, and Muddy River flow records tightly con-
strain the magnitude of ground water discharge.

In the early efforts toward constructing an AEM rep-
resentation of the area, reviews of the regionally esti-
mated fluxes, mixing models based on basin water

budgets, and isotopic mass balance (Kirk and Campana
1990; Thomas et al. 1996, 2001) were considered in
efforts to constrain the more troublesome uncertainties,
such as recharge fluxes in adjacent mountainous terrain.
The result of these efforts, facilitated by stepwise AEM
modeling, was a set of revised conceptual models that
addressed uncertainties and inconsistencies in prior analy-
ses, some of which (notably Eakin 1966) have stood
unquestioned for decades.

The model has been based on an infinite aquifer,
1524 m (5000 feet) in thickness throughout its stages of
development. Two primary observations governed the
thickness estimate: measured thicknesses of carbonate
rock in the stratigraphic section (Longwell et al. 1965)
and ground water temperatures in the 29�C to 35�C range
(9�C to 15�C above the mean annual temperature) from
Coyote Spring Valley to the Muddy River springs area
and south beyond the MPEC site (Johnson et al. 2001).
Although this is a remarkable thickness for widespread
vertical hydraulic continuity, available evidence supports
this order of magnitude thickness of transmissive rock
and active ground water circulation in the subregion. The
fundamental assumption in application of the AEM is that
Dupuit-Forchheimer approximation of the flow field
(Freeze and Cherry 1979; Haitjema 1995) is appropriate.
In considerations of regional flow, where vertical varia-
tions in fluid potential are much less than those that occur
over the lateral extent of the model domain, calculations
based on Dupuit-Forchheimer flow should compare
favorably with more rigorous methods (Haitjema 1995).

Monitoring records were instrumental in driving the
evolution of the conceptual model of the area and its
AEM representation (Figure 3). In 2000, no monitoring
records suggestive of the hydraulic barrier between K1
and K3 existed. A feature limiting or blocking southward
ground water flow from the Muddy River springs (H1)
area was suspected based on incompatible water chemis-
tries between the spring area discharge water and the
southern flow field (K1). Available water-level data sug-
gested that any lateral flow from the K3/H1 spring area
southward should result in compatible hydrochemical

Figure 4. Flow reductions due in part to ground water pumping, accompanied by time lag in occurrence of seasonal discharge
pattern of the Muddy River. The Muddy River responds to surface diversions immediately, to pumpage from the carbonate
aquifer the following month and does not sense extractions from the alluvial aquifer until 5 months after they occur. Lag rela-
tions are attributable to depletion of storage in the alluvial aquifer, observed in monitoring records.
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evolution. A decision was made to adopt a conservative
modeling approach by allowing hydraulic continuity to
carry through from the northern domain to the southern
domain in accord with the apparent continuity of carbon-
ate rock (Schmidt et al. 1996), which, in retrospect, made
the early AEM calibration difficult. In this manner, con-
servative analyses of impacts on spring flows were ob-
tained, and the available evidence suggesting a barrier
was discussed but not embedded in the AEM or derivative
MODFLOW modeling analyses of the transient pumping
impacts (Johnson et al. 2001).

As the Reservation area (northern K1) monitoring re-
cords accumulated during 2001, the first physical (as con-
trasted to hydrochemical) evidence for a barrier between
the areas was developing. The characteristic pumping-
induced asymmetry of the EH-5b and MX-4 monitoring
well hydrographs is not present in those from K1; instead,
a uniform annual water-level fluctuation cycle and long-
term decline are characteristic of the southern records.
Two of these wells (EH-4 and M1) are closer to the
pumping area than MX-4, and one (TH-2) is about the
same distance; yet, no clearly defined asymmetry of
the seasonal pulse is evident in the 2001 data. These
observations encouraged further analyses in an attempt to
better understand the periodicities and regional multiyear
water-level declines. It should be noted that the 2002 to
2004 monitoring records indicate the same downward
trend and congruent hydrographs in the K1 domain.

Figure 3, a realization from the second-generation
AEM model, incorporates a low-permeability ‘‘hydraulic
barrier’’ of K0 material between the K1 and K3 domains
in Figure 1. In the model, the barrier terminates at its
northeast end against the K4 domain, which supplies the
flow to Rogers and Blue Point Springs, H2. The area
where the barrier approaches K4 presents the greatest
uncertainty in the model, which is quite sensitive to the
poorly constrained conditions there. Structural elements
responsible for the barrier may in fact continue far to the
northeast, the area where the Weiser Syncline (B3) termi-
nates in a large drag fold against the Mormon Mountains
(Axen et al. 1990), but no monitoring well records are
available to support this idea. The southwestern extent of
the barrier is suggested by an abrupt transition between
upright and overturned beds in the Arrow Canyon Range,

Figure 5. Parameter estimation for Zone K3, based on
monthly stress periods, 1997 to 2001, and fitting 1998 to 2001
water levels. Image-well boundary trending N45E through
EH-4 location (dashed line) was assumed. Raw measure-
ments by USGS (at MX-4) and NPC (at EH-5b) were de-
trended to remove 28.32 3 1022 m/year climate effect,
based on southern flow field records (Figure 6).

Figure 6. Evidence for hydraulic barrier between southern
(Zone K1) and northern flow fields (Zones K2 and K3). Sig-
nals are essentially identical from 2.6 to 27 km south of the
weighted center of pumping, indicating no distance-draw-
down relationship and therefore no pumping effects.
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and the northern termination of the Dry Lake Thrust Fault
(Page 1992).

The Figure 3 AEM realization, with a ‘‘soft’’ or ‘‘leaky’’
version of the barrier of Johnson and Mifflin (2003), cali-
brates well with water-level data and observed spring
flow. A hydraulic barrier between K1 and K3 was estab-
lished as a fundamental model component on the basis of
(1) the Figure 4 analyses of sources of ground water
pumped in the Muddy River springs area (K3); (2) the
Figure 5 parameter estimation based on EH-5b and MX-4

monitoring well hydrographs in K3; and (3) the Figure 6
Reservation area (K1) monitoring well records that
became available in 2001. These analyses and monitoring
well records, when combined with the geochemical dif-
ferences between the water of the K1 and K3 domains
(Johnson et al. 2001), support the inclusion of the
low-permeability zone between these areas depicted in
Figures 1 and 3. The northeast-southwest trend passing
just north of monitoring well EH-4 is constrained to
that location and orientation by the affinity of the EH-4

Table 1
Features and Properties of the MPEC Analytic Element Model (from Figure 1)

Far-Field Controls
F1 Corn Creek to Las Vegas Specified heads 892 to 652 m
F2 Divide Well to Cow Camp Specified heads 895 to 867 m
F3 Pahranagat Valley Specified heads 1100 to 900 m
F4 Upper Meadow Valley Wash Specified heads 1500 to 1300 m
F5 Virgin River Specified heads 500 to 450 m
F6 Colorado River Specified heads 250 to 200 m

Inhomogeneities
K0 Far-field zone K ¼ 0.064 m/d, obtained by calibration
K1 Southern flow field K ¼ 6.1 m/d from 7-d aquifer test reported by Johnson et al. (2001).

Bounded on south and west by Las Vegas Shear Zone and
Gass Peak Thrust, respectively (Longwell et al. 1965); on north
by subregional hydraulic barrier described by Johnson and Mifflin
(2003 and this study), and on east by down-faulted Tertiary (K0)
sediments of California Wash (Johnson et al. 1986;
Langenheim et al. 2001, 2002)

K2 Northern flow field K ¼ 12.2 m/d, obtained by calibration. Bounded on west by Gass Peak Thrust,
on north by Menard Lake Fault, and on east by Delamar Mountains
Thrust and fold belt (Tschanz and Pampeyan 1970)

K3 Arrow Canyon zone K ¼ 36.6 m/d from analysis of seasonal pumping response, 1997 to 2001
(Johnson and Mifflin 2003 and this study). Bounded on west by normal
fault on west side of Arrow Canyon Range

K4 Glendale cell K ¼ 5.5 m/d, obtained by calibration. Isotopic data reviewed by
Pohlmann et al. (1998)

Near-Field Discharge
H1 Muddy River springs Specified heads 536 to 530 m, hydraulic resistance 1.35 d
H2 Rogers/Blue Point Springs Specified heads 488 to 463 m, hydraulic resistance 2.7 d
H3 Southern receptor zone Specified heads 450 to 396 m at south end along Las Vegas Wash,

hydraulic resistance 2 d
No-flow barriers
B1 Las Vegas Shear Zone Accounts for large hydraulic gradient between southern flow

field (K1) and Las Vegas Valley, and absence of candidate
outflow component in Las Vegas Valley ground water
(Johnson et al. 2001)

B2 Kane Springs Wash Fault Diverts flow from north around area of exposed basement rock in
Mormon Mountains (Tschanz and Pampeyan 1970); southwestward
extension in Coyote Spring Valley required to fit VF-2 and CSV-3
water levels (Figure 3)

B3 Weiser Syncline Continuous feature per Axen et al. (1990), bent and rotated clockwise
at northern end by Moapa Peak Shear Zone; required to match
EH-3 and EH-7 water levels (Figure 3)

Recharge
R1 Sheep Range 0.7 cm/year in forested highlands, by calibration. Recharge area

encompasses 420 km2, total 2.94 3 106 m3/year (2380 acre-ft/year).
Previous estimates include 2000 acre-ft/year (Eakin 1966),
5000 to 6000 acre-ft/year (Kirk and Campana 1990)
and 14,000 acre-ft/year (Thomas et al. 1996)
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hydrograph with several others to the south (Figure 6),
which as a group are distinct from those northwest of the
barrier (Figure 5), and by the need for a no-flow bound-
ary in close proximity to the center of pumping for the
image-well analysis of Figure 5.

Figure 4 reconstitutes Muddy River flows for the
period 1997 to 2002 by adding monthly surface water
diversions and ground water pumpage to base flows, with
carbonate aquifer pumpage delayed 1 month and alluvial
aquifer pumpage delayed 5 months. The exercise is sim-
ple addition by spreadsheet, with the lags obtained by
trial-and-error comparison of trial results with the 1913 to
1918 record. These lag estimates are compatible with
a cone of depression that develops each summer in the
alluvial aquifer, migrating down-valley over the pumping
season until it intersects the headwaters channels of the
Muddy River, then recovering completely by the next
pumping season (Mifflin and Adenle 1996). The recon-
stituted record compares remarkably well with the 1913 to
1918 Muddy River record in both timing and magnitude
of seasonal flows. Three key relationships are recognized:

d The flux reaching the spring area has remained constant

for almost a century.
d The seasonal variability of flows in the 1913 to 1918

record is likely due to evapotranspiration in the heavily

vegetated headwaters area of the Muddy River based on

the close correlation of flow differences to seasonal tem-

peratures.
d All ground water diversions of the 1997 to 2002 record are

manifested by 1:1 decreases in Muddy River discharge.

The latter point, all water is accounted for in the Muddy
River springs system, has bearing on the multiyear down-
ward trend observed in all the monitoring wells in K1,
K2, K3, and K4 during the 1997 to 2004 drought. When
the analysis of Figure 5 was performed, the data in K3
were detrended according to the rate that is characteristic
throughout the K1 domain, where the long-term decline
is attributed entirely to drought. The analysis, performed
with Aquiferwin32 from Environmental Simulations Inc.
(Reinholds, PA) attempted to replicate the pumping-
induced hydrographs of monitoring wells EH-5b and
MX-4 of the K3 domain. The forcing function for the well
hydraulics analysis was based on monthly production to-
tals from 10 wells that produced at a combined average
rate of 2.14 3 104 m3/d (8.74 ft3/s) in 2001, a typical year
(Table 2) with pumping heavily weighted toward the
summer months. To match the hydrographs, a no-flow
boundary condition was necessary (from image-well anal-
ysis), consistent with the ‘‘hydraulic barrier’’ proposed by
Johnson and Mifflin (2003). The derived parameter esti-
mates also proved consistent with the AEM calibration of
K3 with Muddy River spring discharge, adding additional
confidence in the interpretation of the ‘‘barrier’’ as well as
the interpretation of the asymmetrical hydrographs as rep-
resenting a pumping signal.

Figure 6, the synchronous, but geographically widely
distributed 2001 hydrographs of the new monitoring
wells in the Reservation area of K1, and EH-4 near the
Muddy River spring area, are suggestive of a barrier and

encouraged the above analyses. The synchronicity, identi-
cal amplitudes both near and far from the pumping center,
and absence of a hint of the asymmetry seen in the EH-5b
and MX-4 signals (Figure 5) suggest that the periodicity
in these wells cannot be a porous-media response to sea-
sonal pumping in K3 to the north. On the other hand,
a loading or tidal mechanism for this magnitude of annual
aquifer response does not seem reasonable. It is conceiv-
able that a seasonal pumping signal could be propagated
southward, with little attenuation along fractures of the
Hogan Spring Fault Zone (Schmidt et al. 1996), thus
supplying a similar response to the larger K1 area. A 7-d
aquifer test (Johnson et al. 2001), however, produced
a porous-medium response with no evidence of direct
fracture connections between ECP-1, TH-1, and TH-2
(Figure 3). Though the periodicity observed in the K1
domain remains enigmatic, the weight of the evidence
indicates that the annual periodicity in the southern flow
field is not directly related to seasonal pumping in upper
Moapa Valley.

Benefits of the AEM Approach
AEM modeling facilitated a realistic, simple begin-

ning of hydrogeologic assessment but also allowed the
easy incorporation of complexity as additional data
became available. The ability to simulate a large domain
was important for maintaining flexibility in the site area
while minimizing boundary artifacts and was easily
accommodated by the AEM assumption of an infinite
aquifer. A strength of the method lies in the mechanics of
its implementation, a logical progression from embedding
what is known and easily seen at the land surface to
exploring the effects of changes to the underlying con-
ceptual models. The ease of adding and deleting analytic
elements helps to determine if a conceptual model with
added complexity makes sense or should be discarded. In
practice, the AEM approach allows many more realiza-
tions within a given time frame (project duration) than
alternative methods.

Table 2
Ground Water Diversions, 2001

Well ID Annualized Q (m3/d)

Arrow Canyon 8224
MX-6 1046
Lewis 1 369
Lewis 2 64
Lewis 3 1462
Lewis 4 1243
Lewis 5 1351
LDS West 2365
LDS Central 3215
LDS East 2046
Behmer 2761
Perkins 1654

Note: Behmer and Perkins data were used in the regional AEM model but not
in the well hydraulics model since they are located southeast of the image-
well boundary.
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Testing multiple conceptual models is critically
important for understanding the effects of adding features
that may not exist, or omitting key features that do. The
more sparse the constraining databases, the more impor-
tant this insight—as demonstrated by our initial failure to
embed the hydraulic barrier between the northern (K3)
and southern (K1) flow fields. Hydrochemical evidence
alone, however compelling in terms of indicating a non-
Muddy River springs–type water source for southern
water, was insufficient to negate the possibility of
hydraulic continuity between the northern and southern
areas. Moreover, assuming a hydraulic barrier on the
basis of hydrochemical evidence alone would likely have
been challenged due to its importance for estimating
impacts of pumping on the regional spring flows. The
quantitative framework provided by the AEM model, and
the field data collected after the initial modeling, pro-
vided a more encompassing and defensible conceptual
model for the site area. While the modeling was a critical
part of the investigation, the value and information con-
tent of the continuous water-level monitoring cannot be
overstated.

Conclusion
The AEM proved to be a powerful approach for con-

ceptualizing ground water flow in a large subregion with
poorly understood regional flow in carbonate rock aqui-
fers. During the work, two aspects stood out: (1) its suit-
ability for developing regionally appropriate models
while removing the potential for boundary condition arti-
facts on the local scale of interest, and (2) the ease in
which minor or major changes are accommodated and
conceptual model hypotheses are ‘‘tested.’’ Elements of
an existing AEM model were easily modified, removed,
or supplemented without starting over. Finally, we believe
that the AEM fosters development of a conceptual model
that is compact yet complete—a characteristic that is
well suited for evaluations of competing models that are
often the de facto decision framework for ground water
resource management.
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Analysis Progress Report – Order 1169 Impacts Assessment 
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Overview 

 Combining reconstituted Muddy River discharge records and modeling analyses based on the 

groundwater responses to pumping in Coyote Spring Valley, a quantitative relationship between Order 

1169 pumping and decreases in River discharge has been established for the 2010-11 record.  Aquifer 

parameters were derived by matching drawdowns in monitoring wells to theoretical responses to 

pumping, allowing groundwater storage in Coyote Spring Valley to be accounted for in the analyses.  

There is an overall lag for impacts but minimal attenuation of pumping effects on the River flows.  The 

influence of natural forcing agents on the Muddy River hydrograph, in particular regional climate and 

the delayed effects local flood events that cause influxes of storm runoff to groundwater storage in 

Pahranagat Wash, appear to be of secondary importance to other effects in the 2010-11 record. 

Well Hydraulics Analyses and the Impulse Response Function 

 The fundamental requirement for confident determinations of flow reductions in the Muddy 

River related to pumping activities in Coyote Spring Valley is establishing an Impulse Response Function 

(IRF).  The IRF depends on the physical properties of the aquifer, in particular its transmissive, storage, 

and volume properties.  The aquifer parameters transmissivity (T) and storage coefficient (S) are derived 

by well hydraulics analyses, which generally rely on infinite-aquifer assumptions.  Forward modeling 

supported by monitoring-well responses to pumping stresses has allowed approximation of real-world 

boundary conditions.  The Order 1169 aquifer testing and derivation of the IRF fulfills the objective of 

documenting impacts on River flows.  Appropriate magnitude, duration, and intermittency of pumping 

are the fundamental requirements for derivation and refinement of the IRF, which in turn predicts the 

timing and magnitude of impacts on Muddy River flows resulting from varying pumping schedules. 

Approach to the Analysis 

 Our approach is to assume that MX-5 extracts groundwater from an idealized system with 

steady-state throughput equal to the nominal discharge at the headwaters of the Muddy River, 50 cubic 

feet per second (cfs).  Assuming that MX-5 taps tributary groundwater that directly sustains the base 

flow of the River is conservative with respect to placing an upper limit on impacts that are physically 

possible.  After an infinite amount of time has elapsed, the full pumping effect would be expressed as 

1:1 flow reductions in the River, but while the system equilibrates to this new condition, release of 

water from storage will mitigate (reduce) impacts on the River, in accordance with the IRF.  One 

question is if the average pumping rate of 5.4 cfs realized from the first year of operations is 

theoretically large enough to have produced detectable impacts.  The second question is whether the 
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prescribed rate of 11 cfs and duration of 2 years are necessary to meet the objectives of the Test.  From 

the perspective of flow-system theory, if any impacts (reductions) in River flow can be confidently 

documented as related to Order-1169 pumping, then 1:1 impacts will develop, over time, from such 

pumping.  From the perspective of Order 1169 objectives, however, both the magnitude and rate of 

impact development are needed for an improved predictive model. 

Interpretation of Phase 1 of Order 1169 Test 

 The first phase of continuous pumping from MX-5 began at about 13:30 PDT on September 21, 

2010, and continued until October 14.  The average pumping rate was 8.4 cfs, and the USGS real-time 

(15-minute interval) record from MX-4, 326 feet from MX-5, is available for analysis.  Pumping effects 

are superimposed on a regional water-level trend from which observed water levels are subtracted to 

obtain drawdown (Figure 1).  Analysis of early pumping response in MX-4 suggests an unconfined 

aquifer with highly transmissive properties and substantial storage near the wells (Figure 2).  The 

pumping response data flatten at late times, suggesting that a higher transmissivity (T) and much lower 

storage coefficient (S) apply in regions remote from the pumping activity (Figure 3).  Very low storage 

coefficients are typical of confined aquifers. 

 

Figure 1. Raw, reference, and adjusted MX-4 hydrographs [file MX5PMX4obs.xlsx, sheet ‘MX4daily2010-

12’] 

 To explore the validity of test results summarized in Figures 2 and 3, daily water-level records 

and average pumping rates for 11 stress periods were evaluated with a single-layer, finite-difference 

model (Figures 4 and 5).  The model represents an area of 200 square miles and an aquifer nominally 

1000 feet thick, dependent on saturated thickness.  The optimized match to daily drawdown data 

(Figure 6) results in estimated T=1,008,000 ft
2
/day and S=0.0075, indicating (as do field relations) that 
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both confined and unconfined conditions prevail locally and that boundaries are influential on pumping 

response.  An infinite aquifer with the same S and T as used to match data in Figure 6 would experience 

drawdowns roughly half of what has been observed (Figure 7). 

 To derive impulse response functions for systems of finite extent as represented in Figures 4-6, 

the approach to equilibrium at the outflow boundary following a step increase in pumping at MX-5 is 

evaluated.  The IRF can be simply characterized by a time constant τ, the time required for the outflow 

to decrease by 63.2% (1-e
-1

) of the pumping rate.  τ is proportional to S/T, and the quantity of 

groundwater available from storage is dependent on aquifer volume in addition to S.  We subscript τ 

with the area of the model system, e.g. τ200 refers to the IRF of the base case 200 mi
2
 grid. 

 Noting that monitoring well BW-01, 9.7 miles from MX-5, exhibits a very small but finite 

pumping response (Figure 8), the area of the model domain was doubled to 400 mi
2
 as an alternative 

case to explore the sensitivity of τ to area.  Similarly evaluating a smaller, 80 mi
2
 flow domain leads to 

the conclusion that the time constant of the boundary outflow IRF, as constrained by pumping response 

data, is relatively insensitive to the area of a homogeneous and isotropic model domain (Figure 9).  The 

high transmissivity and storage coefficient smaller than is typical of unconfined systems combine to 

provide ample time for detection of impacts within the first year of testing. 

 Calibration of the three models (80, 200, and 400 mi
2
) was accomplished with similar (but not 

identical) values of T, S, and outflow boundary head, and the very similar curves in Figure 9 are 

testimony to the non-uniqueness of groundwater models.  In this case, for our purposes, all produce 

equivalent results.  We find τ200≈51 days, τ400≈43 days and τ80≈36 days, but uncertainty in matching 

theoretical response to the noisy dataset of monitoring-well water-level responses shown in Figure 6 

suggests the results are similar, with τ ≈ 1-2 months. 

 If the simple model presented herein is approximately correct, pumping effects from MX-5 

should be expressed in the Muddy River hydrograph.  Comparison of the two signals (response function 

and River hydrograph) strongly suggests that this is the case (Figure 10). 

Application of Results 

 From March of 1988 through March of 2005, before any significant groundwater development 

in Coyote Spring Valley, the average base flow of the Muddy River was 48.2 cfs with a standard deviation 

of 3.37 cfs, based on the EEMD approximation (Figure 11).  Without accounting for pumping in Coyote 

Spring Valley, the average discharge for 2011 was 47.4 cfs with a standard deviation of 3.56 cfs, 0.8 cfs 

below the historic average.  When CSI and MX-5-related impacts to the River are accounted for with a 

lag of 6 weeks in accordance with the IRF, the reconstituted average discharge for calendar 2011 was 

57.8 cfs with a standard deviation of 1.08 cfs, 9.6 cfs greater than the historic average (Figure 12).  Our 

reconstitution therefore implies a strong influence of antecedent wet conditions on the River 

hydrograph, consistent with observations of regional climate (Figure 13) and terrestrial water storage 

(Figure 14).  Figure 14 illustrates that at least four years are required for the stored water in the region 

to dissipate following a particularly wet year or years, two years later than recession of the White River 

hydrograph. 
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Figure 2. Curve-match solution of Theis equation for T and S, using MX-4 drawdown from pumping 

interval beginning September 21, 2010 [file MX4phase1fitAllData.tif] 

 

Figure 3. Curve-match solution of Theis equation for T and S, using MX-4 drawdown data from late 

portion of pumping interval beginning September 21, 2010 [MX4phase1fitLateData.tif] 
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Figure 4. Calibrated, steady-state water levels in 200 mi
2 

model domain, with residuals at two steady-

state calibration targets indicated.  Shading indicates area removed from model to produce 80 mi
2
 

domain; arrows indicate expansion directions to produce 400 mi
2
 domain. Influx at left side of model 

was specified as 50 cfs (red boundary); head at right side of model (aqua boundary) was specified to 

match target water levels in monitoring wells MX-4 and UMV-M1 [file CalibSep10SWLlayers.tif] 

 

Figure 5. Calibrated, transient water levels representative of December, 2011 at end of 11
th

 pumping 

stress period in 200 mi
2 

model domain; drawdown histories at MX-4 and UMV-M1 provided calibration 

targets.  Model provided flux vs time at outflow boundary based on MX-5 pumping history from 

September of 2010 through December of 2011. [file CalibDec11PWL.tif] 
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Figure 6. Calibrated prediction of pumping response at monitoring wells MX-4 and UMV M1, in 200 mi
2
 

model domain, based on T=1,008,000 ft
2
/day and S=0.0075, with pumping from MX-5 represented by 11 

stress periods varying from 0 to 8.4 cfs [CalibratedComposite.tif] 

 

Figure 7. Theis infinite-aquifer solution based on aquifer parameters derived from data match in 

bounded system (Figure 6). Theis equation predicts roughly half the observed drawdown response to 

annualized pumping rate of 5.4 cfs. [file PredictMX4.tif] 
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Figure 8. Recovery from differences versus Paiutes M1 [file Drawdown2010-11.xlsx, sheet ‘Normalize’] 

 

Figure 9. Time constant of boundary impulse response function varies from 36 to 51 days for 3 model 

flow domains, with T and S derived in individual models by matching field data. [file BaseGHBflux.xlsx] 
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Figure 10. Predicted outflow hydrograph from model system, illustrating changes from initial condition 

of 50 cfs outflow at model boundary (left vertical axis), and partially reconstituted (Coyote Spring Valley 

pumping excluded) Muddy River hydrograph (right vertical axis) showing proportional decrease in 

discharge before accounting for CSI and MX-5 pumping effects.   Arrows illustrate the lags between the 

first stage of pumping and decreasing River discharge (left arrows), and increasing discharge after the 

May 15 cessation of pumping (right arrows) [file CHBflux200.xlsx] 

Figure 11. Reconstituted Muddy River hydrograph (red curve) derived by empirical mode 

decomposition, based on rain-censored weekly data (blue curve).  [file BPinReconstEEMD.xlsx] 
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Figure 12. Reconstitution based on rain-censored weekly data, showing trends from combinations of 

intrinsic mode functions derived by EEMD.  Notation in the legend refers to groups of intrinsic mode 

functions that approximate non-stationary signals, such as the hydrograph, by its low-frequency 

components.  [file 2011MRfinalEEMD.xlsx, sheet ‘PlotWithRaw’] 

 

Figure 13. Statewide, winter precipitation totals for Nevada and Utah, as reported by National Climatic 

Data Center (NCDC) [file ClimateAtGlance.xlsx, sheet ‘YearlyNVUT’] 
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Figure 14. Base flow near headwaters of the White River, and close correspondence shown by stored 

terrestrial water from Gravity Recovery and Climate Experiment (GRACE) measurements Note the 2-year 

lag (2007-2009) between the end of the first major recession limb of the White River hydrograph and 

dissipation of associated terrestrial water. [file WhiteRiverDaily03-12.xlsx, sheet ‘BaseFlow’] 

Discussion 

 Was 2011 a wet year or a dry year?  It was very wet by any measure, with record snowpack and 

a rare arrival of the “pineapple express” (Arctic Oscillation) in December of 2010, the wettest December 

on record for Nevada (Figure 15).  Over the past century, when precipitation records are detrended to 

account for changes in the evolving precipitation monitoring networks in Nevada and Utah, the 

precipitation record is clarified (Figure 16).  In Figure 16, there is a striking similarity between the 

precipitation record from 1995-2012 and the record from 1905-1922, when the Colorado River 

discharge record used as the basis for allocations under the Colorado River Compact was compiled by 

the Bureau of Reclamation.  It is widely recognized that the long-term average discharge of the Colorado 

was significantly over-estimated from those early records, and proportionally comparable fluctuations in 

Muddy River base flow indicate a similar multi-year response to wet years. 

 A check on the reconstituted discharge presented in Figure 12 is provided by similar multi-year 

trends of the hydrograph during successive drought and wet periods (Figure 17).  The regional 

distribution of stored terrestrial water during the “wet” years of 2005 and 2011 was, however, very 

different (Figure 18).  Because groundwater levels (Figure 1) are declining at the same time base flow of 

the Muddy River is increasing (Figure 12), the mechanism of delivery of recharge to the headwaters of 

the Muddy River must differ in a fundamental way from recharge of the Arrow Canyon Range Cell as a 

whole.  Until 2011 there was general correspondence between well hydrographs and spring and River 

discharge records, but the recent divergence illustrates the importance of accounting for local recharge, 

particularly from major runoff events in Pahranagat Wash. 
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Figure 15. Precipitation anomaly resulting from “pineapple express” event of December, 2010 [file 

PineappleExpress2010.jpg] 
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Figure 16. Departures of reported winter precipitation from multi-decadal trends, average of statewide 

Nevada and Utah records, 1905-2010 [file DetrendedNV&UTwinterPPT.tif] 

 

Figure 17. Repetitive, nearly-identical recession and recovery trends in reconstituted Muddy River 

hydrograph [file 2011MRfinalEEMD.xlsx, sheet ‘FitSegment’] 
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Figure 18. Stored terrestrial water, expressed as centimeters, for April of 2005 (upper surface) and April 

of 2011 (lower surface).  Plot area is bounded by 35.5°N, 40.5°N, 113.5°W, and 116.5°W, which 

corresponds to limits of UTM coordinates shown along axes, and contains White River Flow System of 

Eakin (1966), shown for reference. Note that southern area was relatively wet in 2005 but relatively dry 

in 2011.   Superposition of contrasting regional and local (Pahranagat Wash) effects in 2011 offers an 

explanation of divergent well and River hydrographs. [file Graceapr05&apr11.jpg] 

 Figure 10 illustrates that the volume of reduced outflow of the carbonate-rock aquifer model is 

approximately equal to the volume of water that appears to be “missing” in the partially-reconstituted 

Muddy River flows (Coyote Spring Valley pumping not added into the reconstitution).  Such suggests the 

simple modeling analysis of pumping-induced impacts forecasts the right amount of impact on Muddy 

River flow, but not necessarily the timing.  Storage effects in the alluvial aquifer of the headwaters area 

could add weeks or months to the lag characteristic of the carbonate-rock aquifer.  This would not be 

surprising, as about 60% of the measured discharge forming the Muddy River flows in the early 1960’s, 
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when tributary channels were monitored, was via alluvial-aquifer seepage into headwater channels, and 

the other 40% was discharge from large springs (Eakin, 1964). 

 The unconfined portion of the thin (less than 100 feet thick, with highly lenticluar gravel zones) 

alluvial aquifer in and upstream of the Springs area has a much smaller transmissivity (Maxey and 

others, 1966) than the carbonate-rock aquifer, but due to its unconfined nature, a much larger storage 

coefficient (two orders of magnitude larger).  Such combine to delay sensing of at least 60% of the 

regional carbonate-rock aquifer discharge at the Moapa Gage.  The ~40% discharged from large springs 

reaches the Muddy River by conduit pathways to the surface, exchanging water with the alluvial-aquifer 

water in some tributaries.  Eakin (1964) attempted to distinguish waters derived from these two 

fundamental modes of discharge using electrical conductivity (EC), with the higher EC values indicating 

tributary-channel flow with contributions from the alluvial aquifer. 

Conclusion 

 There are two important questions that require answers if the objectives of Order 1169 are to 

be satisfied: 

1. Did the first year of pumping stresses from Coyote Spring Valley, with about 5.4 cfs produced 

from MX-5 and less than 2 cfs from CSI -3 and -4 provide large enough and prolonged enough 

pumping stresses to confidently recognize pumping impacts in the Muddy River flows if they are 

present? 

2. If not, would the Order 1169-prescribed production equivalent to a minimum of 11 cfs for two 

years be necessary and sufficient to produce recognizable pumping impacts? 

 Our preliminary conclusion, based on the opportunity provided by the shutdown of MX-5 to 

develop and incorporate an IRF for the Carbonate-rock aquifer of the production region, is that the 

pumping stresses were large enough (given the fortuitous shutdown event of summer 2011) to produce 

an analyzable impact to Muddy River flows.  Because of distributed pumping stresses (no distinct stress 

periods), CSI pumping contributes noise to the system and hinders, rather than facilitates, analysis.  

Furthermore, because of the exceptionally wet winter of 2010-11, undesirable uncertainty with respect 

to base flow remains.  Our final conclusion will depend on obtaining similar results from the January 

2012 shutdown, which should become apparent in the summer of 2012.  The relationship established 

for the 2010-11 pumping records should be repeated in 2012 in accordance with the characteristics of a 

linear, time-invariant (LTI) system.  There are two fundamental characteristics of an LTI: experiments 

performed at different times have the same outcome (time invariance), and additive superposition of 

effects (linearity).  The test, as it appears to be proceeding, should provide a confirmatory period of 

record. 

 The outcomes will differ if the alluvial aquifer’s ability to delay and attenuate external impacts 

depends on the extent of dewatered zones (pumping cones) in the gravels, which develop and recover 

seasonally in response to local pumping.  By analogy with a variable capacitor in a low-pass filter, the 

alluvial aquifer would transmit pumping stresses from Coyote Spring Valley to the Muddy River 

differently depending on the state of saturation related to the seasonal development and recovery of 
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the pumping cones in the alluvial aquifer.  The Order 1169 test offers the prospect of identifying such 

effects by comparing the results of May and January shutdowns. 

 The answer to the broader question of test duration and requisite pumping stress depends on 

analytical results (confirmation or ambiguity) by the end of the 2-year interval in November of 2012.  

There is no question that the initially-prescribed 11 cfs pumping stress, particularly if long periods of 

shutdowns were incorporated, would eliminate much if not all of the uncertainty created by climate-

induced fluctuations in Muddy River flows, which may exceed 5 cfs.  Reconstituted Muddy River 

hydrographs are the only valid measure of base flow, given the signal-to-noise issue resulting from the 

combined magnitudes (seasonally 20+ cfs) and varied lag times (zero to several months) associated with  

ongoing water exports from the headwaters area. 
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Introduction 

 The April 23, 2012 re-start of pumping from MX-5 provides the best opportunity to date for 

analysis of pumping responses in affected wells for estimation of aquifer parameters.  The re-start 

occurred near the spring water-level maximum in the region; three full days of recovery preceded the 

re-start; CSI-3, the primary source of interference, was inactive between April 12 and March 14; and 

pumping was uninterrupted between 9:38:57 (PDT) on April 23 and 16:05:52 (PDT) on May 7 according 

to SNWA records, with “offscan” reported only once at 12:28:38 (PDT) on April 30.  Based on hourly 

production records for April, the pumping rate on April 23 was steady at 3551 ± 3 gpm, and for April 23-

30 was approximately steady at 3513 ± 23 gpm, less than one percent variability.  Monitoring records 

from the Moapa Indian Reservation will allow long-term drawdowns to be derived using difference 

hydrographs, which remove seasonality from the raw water-level records. 

 There have been numerous attempts to derive the aquifer parameters transmissivity (T) and 

storage coefficient (S or SY) from pumping response in southeastern Coyote Spring Valley, and none 

have been entirely successful.  Ertec Western (1981) and Converse Consultants (2002) conducted the 

only interference tests (those utilizing observation wells) on record, but neither testing program 

resolved the storage parameter from pumping response.  Ertec obtained an unrealistic (>1) estimate of 

the storage coefficient from late-time drawdown at MX-4 in response to pumping at MX-5, and 

Converse was unable to resolve any responses to RW-2 pumping in the MX-4 and MX-5 hydrographs.  

There are two reasons for these difficulties that we now understand; boundary effects exert the 

dominant effect on drawdowns after the first few hours of pumping, and barometric and tidal effects 

must be filtered from observation-well hydrographs to resolve pumping-induced drawdowns from 

natural noise. 

Analytical Approach 

Barometric Pressure and Total Head 

 As summarized by Rasmussen and Crawford (1997), Spane (2002), and Toll and Rasmussen 

(2007), total head (TH; the sum of water elevation and barometric pressure) is more representative of 

fluid potential in an aquifer than water-level alone.  Total head varies in response to barometric 

pressure changes; in deep, unconfined aquifers the finite pneumatic diffusivity of the overburden causes 

a lag between a barometric pressure change that is transmitted instantaneously down an open 

observation well but delayed in reaching surrounding areas of the aquifer.  Methods including BETCO 

(Toll and Rasmussen, 2007) and MRCX (Mackley and others, 2010) employ multiple regression 

SE ROA 38316

JA_9598



(autoregressive moving-average models) to derive lag relations and adjust (correct) heads by removing 

barometric effects.  When air-pressure changes are transmitted through the overburden on time scales 

shorter than the measurement interval, instantaneous response (barometric efficiency) is the only 

practical measure of barometric response.  Cumulative response functions from several wells (MX-4, 

CSVM-1, TH-2) indicate that air-pressure changes are fully expressed as total-head changes within 30 

minutes in this study area, requiring that barometric efficiency (instantaneous effect) rather than lag-

weighted air-pressure effects be used for total-head adjustments. 

Tides 

 Astronomical forcings are known to influence water levels in wells, and since the pioneering 

work of Bredehoeft (1967) there has been some theoretical justification for applying tidal corrections to 

well hydrographs, particularly in confined-aquifer systems.  The process has become simplified in recent 

years by tools such as TSOFT (Vauterin and Van Camp, 2011) that produce earth-tide tables, but the 

mechanical properties of the aquifer are seldom known and must therefore be assumed.  Another 

approach is that of Foremen (1977) as implemented by Caldwell (1998) that fits observed tide data to a 

theoretical model that offers a predictive capability.  Even the largest aquifer systems are tiny compared 

to open-water bodies with measurable tides, but the presence of a tide signal (residual, periodic 

fluctuations after barometric effects are removed) suggests that an astronomical model that empirically 

fits the candidate well tides has great potential for hydrograph adjustment (correction).  We employ the 

latter method in work described below. 

 
Figure 1. Tides predicted by SLPR2 (Caldwell, 1998) based on 2003-04 tide analysis year [File 

WT40012cj.xlsx, sheet ‘Apr17-May16’] 
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Results Summary 

 Appendices A, B, and C contain preliminary derivations of transmissivity (T) and storage 

coefficient (S) from responses of monitoring wells CSVM-1, RW-2, and MX-4, respectively, to the April 

23, 2012 re-start of MX-5.  Appendix D and E contain our preliminary derivations of T and S from the 

response of MX-4 and MX-5, respectively, to the March 5-6, 2002 constant-rate test of RW-2.  Tide 

analysis and prediction has only been accomplished for MX-4, pending receipt of additional water-level 

and barometric-pressure data from SNWA for 2003-04, the most appropriate tide-reference year.  The 

RW-2 test in 2002 pre-dates SNWA monitoring in Coyote Spring Valley, requiring utilization of 

interpolated barometric-pressure data from Paiutes’ TH-2 as the only available alternative to the closer 

and higher-frequency SNWA monitoring that began late in 2003. 

 An anisotropic, single-layer finite-difference model (Table 1) provides a fair representation of 

time-drawdown relations observed in April-May of 2012 (Figure 1).  However, the time constant for 

impacts to arrive at the outflow boundary of the model is only about 14 days (Figure 3), even shorter 

than the range derived by Johnson and Mifflin (2012) for different domain areas, to which the time 

constant is insensitive.  The time actually required for impacts to occur appears to be related to the 

seepage velocity, a direct indication of which is evident in temperature records from the EH-4 

monitoring well (Figure 4).  The extreme rainfall events of the winter of 2010-2011 appear to have 

caused two distinct reductions of water temperature at EH-4; the first is interpreted to be the result of 

local infiltration, the second as underflow from up-gradient recharge areas along Pahranagat Wash. 

Table 1. Single-Layer Finite-Difference Model Configuration 
     

Domain Extent:   20 miles NW-SE, 10 miles SW-NE     
Grid Origin Location:  E 673742 m, N 4073832 m, UTM Zone 11,NAD83  
Rotation about Origin: 35.62° clockwise   
 
Number of Cells: 5000   
Cell Dimensions:  x 1056 ft  
   y 1056 ft  
   z 4000 ft  
 
Parameters:  KX 329 ft/day  
   KY 274 ft/day  
   SY 0.003  
 
Boundary Conditions: Inflow  4,320,000 ft3/day 50 cfs specified  steady-state flux 
   Outflow 1846 ft   specified total head    
        (includes barometric pressure) 
   MX-5  -683615 ft3/day  (3551 gpm) 
 
MX-5 Stress Periods: 1 730 days  70 time steps, 1.2 time step multiplier 
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Figure 2. Simulated responses to April 23, 2012 re-start of MX-5 in anisotropic, bounded domain with 

properties given in Table 1. [File MX42012GWV.tif, screenshot from file RotatedGridTR.gwv] 

 
Figure 3. Time required for MX-5 diversions to be expressed as outflow reductions at downstream 

boundary of model domain (orange cells near right edge of Figure 2).  The quantity (1-exp(-1)) defines 

the time constant for the impulse response function [File RotTRcalibOutflow.xlsx] 

0%

25%

50%

75%

100%

0 14 28 42 56 70 84 98 112 126 140 154 168 182

Im
p

ac
t 

at
 O

u
tf

lo
w

 B
o

u
n

d
ar

y

Days Since Start of MX-5 Pumping

Outflow Reduction as Percentage of MX-5 Diversions

% Impact

(1-exp(-1))

SE ROA 38319

JA_9601



 
Figure 4. Depression of water temperatures at EH-4 during and following the extremely wet winter of 

2010-2011 [File RW-1, RW-2, EH-4, Eh-5b Hourly 2003-2012V2.xlsx, sheet ‘Eh-4’] 

Discussion 

 A valid model of Order 1169 responses will need to accurately represent drawdowns in 

observation wells, which develop rapidly, and impacts in Upper Moapa Valley, which require several 

months to be fully expressed as discharge reductions.  Tortuous flow paths, non-Darcian (turbulent) 

flow, partial penetration of test wells, layering of hydrostratigraphic units, permeability barriers, and 

yet-unidentified aquifer cells with enhanced storage are potential contributors to the large-scale system 

inertia that is inconsistent with well-hydraulics analyses.  Still, all lines of evidence continue to point to 

an unconfined groundwater system in southeastern Coyote Spring Valley that is tributary to the Muddy 

River. 
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Appendix A 

Responses of CSVM-1 to April, 2012 MX-5 Re-Start 
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Figure A1. [File CSVM1_RawP_2012.xlsx, sheet ‘Feb-May’] 

 
Figure A2. [File CSVM1_RawP_2012.xlsx, sheet ‘Feb-May’] 
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Figure A3. CSVM-1 drawdowns, April-May 2012, based on barometric efficiency (B.E.) and multiple 

regression (MRCX) adjustments of total head [File CSVM1_RawP_2012.xlsx, sheet ‘TimeDD’] 

 
Figure A4. Optimized match to early-time drawdown data, MX-5 pumping rate 3,551 gpm [File 

CSVM120120423be.tif, screenshot from file CSVM1apr12_MX5be.aqw] 
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Appendix B 

Responses of RW-2 to April, 2012 MX-5 Re-Start   
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Figure B1. [File RW2responseAprMay12.xlsx, sheet ‘AdjData’] 

 
Figure B2. Adjustments to total head at RW-2 based on barometric efficiency method [File 

RW2responseAprMay12.xlsx, sheet ‘AdjData’] 
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Figure B3. File RW2responseAprMay12.xlsx, sheet ‘TimeDD’ 

 
Figure B4. Optimized match to early-time drawdown data, MX-5 pumping rate 3,551 gpm [File 

RW2120120423be.tif, screenshot from file RW2apr12_MX5be.aqw] 
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Appendix C 

Responses of MX-4 to April, 2012 MX-5 Re-Start   
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Figure C1. [File MX4_Apr12response.xlsx, sheet ‘Feb-May12’] 

 
Figure C2. [File MX4_Apr12response.xlsx, sheet ‘Feb-May12’] 
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Figure C3. [File MX4_Apr12response.xlsx, sheet ‘TimeDD’] 

 
Figure C4. Optimized match to early-time drawdown data, MX-5 pumping rate 3,551 gpm [File 

MX4120120423be.tif, screenshot from file MX4apr12_MX5be.aqw]  
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Appendix D 

Analysis of MX-4 Response to RW-2 Development and Testing, March 2002 
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Figure D1. Predicted MX-4 tides from SLPR2 based on 2003-04 reference year [File WT40002cj.xlsx] 

 
Figure D2. MX-4 barometric efficiency from interpolated TH-2 station pressures File 

MX4febMar02BE.xlsx, sheet ‘AdjData’ 
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Figure D3. Result of tidal and barometric corrections to MX-4 total heads [File MX4febMar02BE.xlsx, 

sheet ‘AdjData’] 

 
Figure D4. Antecedent trends for overall development and testing interval (Trend 1), and constant-rate 

test (Trend 2) File MX4febMar02BE.xlsx, sheet ‘TimeDD2’ 
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Figure D5. MX-4 pumping response and early-time interval selected for analysis; boundary effects 

dominate late-time data [File mx4_aquifertest_MARCH2002cj.xlsx, sheet ‘TimeDD’] 

 

Figure D6. Parameter estimates from early MX-4 response to RW-2 constant-rate test, March 5-6, 2002 

[File MX42002RW2v2.tif, screenshot from file MX4mar02_RW2b.aqw] 
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Figure D7. Simulated response of MX-4 to RW-2 activity March 4-6, 2002 in anisotropic, bounded 

domain with properties derived from April, 2012 re-start of MX-5 and responses of CSVM-1, RW-2, and 

MX-4 [File MX42002GWVa.tif, screenshot from ValidateRW2test.gwv] 
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Appendix E 

Analysis of MX-5 Response to RW-2 Development and Testing, March 2002 
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Figure E1. [File MX5allCJ.xlsx, sheet ‘1-minData’] 

 
Figure E2. [File MX5allCJ.xlsx, sheet ‘1-minData’] 
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Figure E3. [File MX5allCJ.xlsx, sheet ‘1-minData’] 

 
Figure E4. [File MX5allCJ.xlsx, sheet ‘1-minData’] 
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Figure E5. [File MX5allCJ.xlsx, sheet ‘1-minData’] 

 
Figure E6. [File MX5allCJ.xlsx, sheet ‘TimeDD’] 
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Figure E7. [File MX52002RW2.tif, screenshot from MX5mar02_RW2.aqw] 
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Order 1169 Impacts (with September 8, 2010 Addendum) 

 

Mifflin & Associates, Inc. 

Las Vegas, Nevada 

 

May 27, 2010 

 

Preface by Dr. Martin Mifflin 

 

 The Moapa Band of Paiutes’ (MBP) hydrogeologic contractor, Mifflin and Associates Inc (MAI) 

has conducted comprehensive analyses of monitoring records in preparation for the Order 1169 test.  

Order 1169 was issued to validate the Las Vegas Valley Water District (LVVWD) model docketed as 

Exhibit 54 (LVVWD, 2001) in the 2001 State Engineer hearing on LVVWD’s applications.  Based on past 

analyses of Muddy River Springs area (MRSA) pumpage, 1:1 pumping impacts on Muddy River flows 

have been shown to occur through water-balance accounting (Johnson and Mifflin, 2006) but specific 

sources of impacts had been very difficult to confidently identify and measure due to several data-

related problems.  However, with longer monitoring records now available and better documentation of 

region-wide annual and multi-year water-level fluctuations, a new analytical strategy – presented here – 

has been developed by MAI that has proven successful well beyond expectations.  The large CSI 

pumping stresses that began in 2006 have been identified and their impacts confidently resolved in the 

MRSA monitoring records; the analyses demonstrate 1:1 impacts developing 9-10 months after pumping 

during the first three years of Coyote Springs Investments (CSI) groundwater development in Coyote 

Spring Valley.  The analytical objectives of Order 1169 have been met: the magnitude and rate of 

development of impacts have been estimated in the MRSA.  Reduction of the monitoring databases into 

useful formats for analyses has been labor-intensive, but the analytical strategies are straightforward 

and reproducible. 

 

 The results of the MAI analyses are consistent with independent lines of evidence gathered over 

many years.  All developed hydrogeologic evidence, beginning in the 1960’s (Eakin, 1966; Mifflin, 1968) 

indicated Coyote Spring Valley is a direct source basin for Muddy River Springs flow.  Databases 

confirming the transmissive characteristics of the carbonate-rock aquifer and small hydraulic gradients 

were established by Fugro/Ertec during the MX Program (Ertec Western, 1981) and extended 

geographically by new CSI production wells, SNWA monitoring wells, and associated monitoring records 

within Coyote Spring Valley.  As far north (and into) Kane Springs Valley, all databases have combined to 

document a highly transmissive carbonate-rock aquifer in close hydraulic continuity with the Muddy 

River Springs discharge area.  Pump anywhere upgradient of the Springs within this interconnected 

transmissive zone and 1:1 impacts will develop on flows in the Muddy River Springs discharge area - and 

now there is a good measure of timing for the rate of development of impacts to a full 1:1 ratio from 

pumpage in southeastern Coyote Spring Valley. 

 

 The rate and magnitude of impacts resulting from CSI pumping stresses applied in Coyote Spring 

Valley indicate a potential for highly undesirable consequences from the currently proposed design of 

the Order 1169 pump test.  Reduced flows in already marginal Moapa Dace habitats in the Springs area, 

including in several of the tributary reaches that historically provided the best habitats, and the recent 

(synchronous with the first large CSI pumping impact) drop in population counts by approximately 60% 

from 2007 to 2008 (USFWS, 2008) indicate that a choice may exist between development of 50% of 

permits for two years, as prescribed by Order 1169, or maintaining flows required for the remaining 

SE ROA 38341

JA_9623



2 

 

quality Dace habitats.  The 2006 Memorandum of Agreement (MOA) between regional water users and 

the U.S. Fish and Wildlife Service, with mandated pumping reductions designed to limit existing Dace 

habitat-flow declines at the Springs to specified trigger levels, is ineffective because of the full 

development of 1:1 impacts from pumping upgradient from the Springs.  Just as important, the impacts 

persist long after MOA-prescribed actions reduce pumping stresses. 

 

 The MOA stipulations related to trigger-level flows and actions to protect in-stream flows of 

Dace habitat reaches would fail to accomplish such objectives during execution of Order 1169 as 

currently planned with 8050 ac-ft/yr (11.12 cfs) pumping stress.  In fact, MOA stipulations assure that, 

whatever level of pumping stresses may be adopted for the Order 1169 test, the 1:1 level of impacts 

from the full initial pumping stress would be acting for many months in the Springs area, perhaps for 

well over a year even if the final trigger level of 2.7 cfs at the Warm Springs West gage were to be 

reached or significantly exceeded (as could occur with 11.12 cfs of constant stress and would be even 

more likely if pumping varies seasonally to achieve an annualized 11.12 cfs).  If it requires 9 months for 

full development of 1:1 impacts in the Springs area flows, it also will take 9 months for the stipulated 

actions of decreases or termination of the pumping stress in Coyote Spring Valley to fully register in the 

Springs area flows. Further adding to the problem are the 45 or 90 day periods stipulated before actions 

are taken, and the number of trigger-level actions required before the pumping stresses in Coyote 

Spring Valley begin to be reduced. Contrary to the intent of the MOA, the MOA stipulations would act to 

wipe out Dace habitats and local Dace populations if the initial pumping stress selected for the Order 

1169 test proved to be too large.  As there seems to be considerable uncertainly in flow requirements, a 

very cautious approach in applying the initial pumping stresses is warranted. 

 

 With these anticipated problems stemming from full-scale Order 1169 implementation, and 

given that 1:1 impacts are already evident in the existing monitoring records, alternative strategies 

warrant careful consideration and would be wise in light of these new findings. MAI urges the 

participants to approach the production requirement of Order 1169 in a step-wise fashion by delaying 

full-scale pumping until the analyses presented herein have been competently reviewed.   Participants 

are unlikely to accept the MAI analyses without the opportunity for comprehensive review and rebuttal, 

and will require adequate time for such reviews.  The ramifications of the MAI findings are far-reaching, 

and Order 1169 is effectively in process with lower-level but useful pumping stresses providing sufficient 

data for impact analyses. .  Higher-resolution pumping and streamflow data would allow MAI results to 

be refined, particularly with respect to features that are presently hidden within the very coarse 

monthly pumping tabulations near the most important monitoring localities, which produce records at 

15-minute intervals.  Adding on comprehensive documentation of real-time pumping activity and 

gauging individual low-flow Dace-habitat reaches would provide useful additional information to 

support a decision of whether the full production level planned in Coyote Spring Valley is necessary, 

wise, or desirable. 

 

 We are confident the results of MAI analyses are as reliable as the existing databases allow. One 

of the reasons for confidence is internally consistent results obtained from independent analytical steps 

in the scaling evaluation. Further, one does not need to be an expert in hydrograph analyses to 

recognize the marked change in pattern of the Muddy River flows and the marked lows in River flows 

that began during 2007, and continue to the end of data availability. We have recommended 

refinements in monitoring database collections that would allow more refined analyses. Also, some 

information used in our analyses (for example, reported daily production from the CSI1 well that at 

times exceeds the tested capacity of the well) is suspect. 
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 Annual Muddy River flows have declined in lock-step with groundwater production in the MRSA 

since the early 1960s.  Monitoring records now demonstrate the same level of system response to 

Coyote Spring Valley pumpage.  It is not acceptable to ignore these Muddy River Springs-area responses 

if the remaining Moapa Dace habitats and populations are to be maintained.  The issued but 

undeveloped permits in the Coyote Spring Valley groundwater basin essentially equal the remaining 

flows of the Muddy River and Muddy River Springs. 

 

 Figures 1 and 2, and Figure 16 of the following section tell the story perhaps as well as the 

analytical methodology and quantitative results. Figure 1 illustrates a period of flows in 1913 to 1918 in  

the Muddy River at the Moapa gage before flows began to respond to local groundwater development 

(note peak winter flows at 51-53 cfs). Figure 2 illustrates the current flow regime as well as the various 

diversions that have prevented water flows from exceeding 40 cfs in recent years. The key relationship 

that doesn’t require an expert to recognize is the change in the pattern of Muddy River flows after 2006.  

The markedly reduced summer flows occurred during a period when the totals of non-CSI diversions are 

generally smaller than in previous years.  The new pattern of low summer flows begins in the summer of 

2007, after the first season of CSI pumping in 2006.  Figure 16 of the following section illustrates how 

the River hydrograph responded to production by CSI, and is quantified in our analyses and derivations 

of full 1:1 impacts about 9 months (Warm Springs West gage) and 10 months (Muddy River at Moapa 

gage) after pumping occurs in southeastern Coyote Spring Valley. 

 

 

 
 

Figure 1. Recorded daily flows of the Muddy River between 1913 and 1918, prior to any known 

groundwater production from wells.  Minor data gaps represent storm surges that have been removed 

from the record.  Note the effects of irrigation diversions during the summer months.  [file 

MuddyRivQ_1913-1918.xls, Sheet NarrowCensor] 
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Figure 2. Average monthly flows in the Muddy River from 2000 through 2009, with municipal (MVWD) 

and industrial (NPC) diversions.  Data associated with rain days and associated storm surges have been 

censored (removed) from the record.  “alluv” indicates the alluvial aquifer, “carb” indicates the 

carbonate-rock aquifer, and “MR” indicates diversions directly from the River or its tributaries. [File 

MuddyRivQ_2000-2010b.xlsx, Sheet ‘MonthlyRaw’] 

 

 MAI offers the following analytical methodology and results to other Order 1169 participants in 

anticipation of their independent and in-depth analyses, followed by technical exchanges on results. 

MAI also suggests all involved directly with the Order 1169 pump test should make independent reviews 

of the implications of MAI analytical results with respect to how effectively the MOA would serve to 

limit impacts. Perhaps attention should also be focused on the 60% Dace population crash that 

apparently occurred sometime in 2007 (and continued similar population counts). The CSI pumping 

resulted in 1:1 impacts in 2007 after the first large CSI production year of 2006 and have continued in 

subsequent years. 

 

Approach and Analyses by Dr. Cady Johnson 

 

 Mifflin & Associates, Inc. (MAI) has carefully analyzed ten years of monitoring records from 

MBP’s 5-well piezometer network, water levels from the USGS CE-DT-4 (MX-4) and Nevada Energy 

Company (NPC/NEC) EH-5b monitoring wells, springflow records from Big Muddy Spring and Warm 

Springs West, stream-gauging data for the Muddy River, production records from NEC and and Moapa 

Valley Water District (MVWD) plus four years of drilling, development, and production records from 

Coyote Springs Investments (CSI) (Figures 3a, 3b). 
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Figure 3a. Location of study area; map and “Insert Map A” (Figure 3b herein) have been modified and 

corrected from source file “CSI_Monitor_Points_Map.pdf”, which is stored  in the SNWA Common Data 

Repository at www.snwawatershed.org/portal. [file MonitoringPtMapSmallGR83.jpg] 
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Figure 3b. Detail area from Figure 3a; Legend from Figure 3a applies.  Unmodified from source, same as 

Figure 3a. [file MonitoringPtMapInsetAGR83.jpg] 

 

 From the inception of the MBP monitoring program in 2000 until late 2004, yearly-average 

water levels in the five MBP monitoring wells and several other monitoring wells in the region including 

MX-4 (monitored by the USGS) and EH-5b (monitored by NVE) were decreasing, with generally 

sinusoidal, seasonal variations about linear long-term decline trends (Mayer and Congdon, 2008).  

Seasonal water-level cycles that track those at MX-4, and follow the same pattern as long-term 

discharge rates at Warm Springs West, dominate the hydrographs.  The origins of the sinusoidal 

component of the MBP hydrographs has long been an issue, but the absence of systematic phase 

differences or attenuation with distance from known pumping wells suggested that pumping effects 

were absent, and that climate was solely responsible for the seasonal water-level variations in the MBP 

wells (Johnson and Mifflin, 2006).  The winter of 2004-2005 was unusually wet, and was followed by two 

years of rising water levels and increasing springflow in upper Moapa Valley.  This climatic impulse 

produced distinctive responses in the hydrographs of the region, and the expectation that climatic 

responses are more uniform in space than pumping effects presents the opportunity to resolve these 

two primary influences on water levels using new approaches that we begin to explore here. 

 

 The fundamental premise in the following analyses is that springflow is deterministically 

responsive to regional water levels.  There is no other underlying assumption.  In a new analytical 

approach, described below, MAI has developed a Synthetic Reference Hydrograph (SRH) based on 

comparison of the ECP-1 and TH-2 hydrographs with that from MX-4.  Subtraction of paired (hourly or 

daily) data points filters the climatic component from this composite record, producing a difference 

hydrograph (DH) so perturbations in either area can be recognized as a departure from the typical 

closely-correlated relationship. 
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 The first potential perturbation to be considered was pumping at the MVWD Arrow Canyon #1 

Well (ACW) which is usually pumped at about 5 cfs during the peak (summer) season.  It was observed 

that maxima and minima of the ECP-1/MX-4 difference hydrograph bear a close correspondence to the 

pattern of pumping at ACW until about 2006, and was so similar in 2001-2004 (before CSI activities 

began) that fortuitous similarity is unlikely (Figure 4).  Furthermore, comparison of the best-defined 

peaks in ACW production and DH response reveals a 4-week lag between cause and effect (caveat: 

production data are currently reported monthly, and although we interpolated to weekly values for this 

analysis and a 4-week lag is indicated, we do not imply week-scale precision of the lag estimate).  

Notably, there is a positive correlation between the signals illustrated in Figure 4; as pumping increases 

at the ACW, the difference between MX-4 and ECP-1 water levels also increases.  Since pumping would 

be unlikely to cause the water level in another well to rise systematically, it appears that ECP-1 (which 

has the lower water level elevation) is experiencing a seasonal drawdown effect from ACW. 

 

 Possible influences of NPC/NEC pumping seasonally from the alluvial aquifer of upper Moapa 

Valley on the DH hydrograph were investigated next.  The years 2001-2002 are of particular interest, 

since the ACW was shut down for most of January, 2002, an atypical event at that time. During the 

summers of 2001 and 2002 Nevada Power Company (NPC) operated its Lewis and LDS well fields 

analogously to a square-wave impulse to the hydrologic system that was twice as strong and more 

sustained than the pattern of pumping by MVWD (Figure 5).  The fact that the sawtooth pattern of the 

DH that was maintained in 2001-2002 demonstrates little or no effect of alluvial pumping on ECP-1, 

consistent with Johnson and Mifflin (2006).  Incorporating the good correspondence that exists between 

ACW production, lagged four weeks, and the DH, the linear relationship (Figure 6) that explains 

variations in head difference between MX-4 and ECP-1 as responses to ACW pumping was used to adjust 

the ECP-1 hydrograph for the ACW effect.  This is the Synthetic Reference Hydrograph (Figure 7) a tool 

that is particularly useful for understanding excursions of springflow from “normal” trends. 

 

  
 
Figure 4. Difference hydrograph, obtained by subtracting weekly average water levels in ECP-1 from 

those in MX-4, compared with pumping rate of Arrow Canyon #1 well.  The monthly well production 

totals were interpolated to weekly values with a cubic spline approximation.  The relationship indicates 

that as well production increases the difference between the reference hydrographs increases, meaning 

that water levels in ECP-1 are being lowered relative to MX-4. [file ACW_QmonthsToWeeks.xls, Sheet 

‘AllWeeks’] 
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Figure 5. The sawtooth pattern of the difference hydrograph in 2001-2002 closely mimics the pattern of 

seasonal pumping from the Arrow Canyon #1 well, and is almost completely unaffected by the square-

wave alluvial pumping signal that is roughly twice as strong and seasonally more sustained.  The data 

gap in the difference hydrograph is where MX-4 data are missing. Monthly production data were 

interpolated to weekly values by a cubic spline approximation.  [file Production.xls, Sheet ‘Diffs00-02’] 

 

  
 

Figure 6. Correlation relations between Arrow Canyon #1 production and head difference between MX-4 

and ECP-1 for 2001 through 2004.  “Censor” indicates data from late 2004 not considered in the 

regression; heavy precipitation in that time frame may have caused a water-level rise in MX-4. 

2.5

2.6

2.7

2.8

2.9

3.0

3.1

3.2

3.3

3.4

3.5

0

5

10

15

20

Jan-01 Jul-01 Jan-02 Jul-02 Jan-03

Δ
in

 W
a

te
r 

Le
v

e
l 

B
e

tw
e

e
n

 M
X

-4
 a

n
d

 E
C

P
-1

 (
fe

e
t)

P
ro

d
u

ct
io

n
 W

e
ll

 P
u

m
p

in
g

 R
a

te
s 

(c
fs

)

Absence of Alluvial Pumping Component in Difference Hydrograph

NPC cSpline

ACW cSpline

DIFF

2.8

3.0

3.2

3.4

3.6

0 1 2 3 4 5 6

H
e

a
d

 D
if

fe
re

n
ce

 (
fe

e
t)

ACW Production, 4-Week Lag (cfs)

Δh = 0.100 * QACW + 2.892, r2 = 0.78

2001

Censor

Fit

2002

2003

2004

SE ROA 38348

JA_9630



9 

 

  

 

Figure 7. Synthetic reference hydrograph developed from differences in 7-day average ECP-1 water 

levels relative to the MX-4 monitoring well, with adjustment for pumping stress attributable to the 

Arrow Canyon #1 well. [file Production.xls, Sheet ‘SyntheticHydrograph’] 

 

 Transformations of the SRH are useful as indicators of baseline flow conditions in individual 

springs and the Muddy River, after censoring (adjusting) discharge records to eliminate data from rain 

days (River) and operational disturbances (springs).  In the case of the Muddy River, effects of winter 

precipitation are particularly difficult to remove from the discharge record without introducing large 

data gaps, resulting in annual maxima that are less uniform in the reconstituted record than annual 

minima.   

 

Warm Springs West Trend 

 

 To utilize the SRH as a reference discharge indicator for springflow, it is necessary to detrend 

and scale the long-term hydrograph (which has a length dimension) to be proportional to the discharge 

measurements (volumetric flow rate) by a linear transformation (Figure 8).  The process is exploratory, 

requiring a choice of the time interval that contains the antecedent trends in the hydrographs being 

compared, then additional choices of how to align the detrended hydrographs in scale (such as fitting 

maxima or minima) and time (by shifting time scales to account for lags between stimulus and 

response).  These linear transformations are non-unique, but ultimately preserve the form of the 

original data and provide a basis for quantitative comparison of discharge records and water levels.  

Appropriately-scaled head data can be considered to be cfs-equivalents in this approach.  When fitted to 

springflow maxima, the scaled SRH should tightly drape the springflow record, matching at times when 

spring discharge is unaffected by pumping activity.  The drape-fit of the SRH on the springflow record 

(Figure 9) demonstrates a discharge deficit at Warm Springs West after 2006, the year CSI began 

producing from their CSI1 well.  Discharge plotted in Figure 9 is partially reconstituted to account for the 

influence of the ACW, derived by minimizing the amplitude of the 2001-2004 hydrograph (Figure 10).  A 

scale factor of 0.015, derived interactively by trial-and-error, indicates that for each 1 cfs pumped from 

the ACW, 0.015 cfs (1.5%) is accounted for by capture from Warm Springs West. 
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Figure 8. Detrended hydrographs, expressed as differences from their baseline (2001-2004) trends, with 

synthetic reference hydrograph (SRH) scaled to drape springflow.  The adjustment to Warm Springs 

West discharge removes the effect of the Arrow Canyon #1 well. [File CSI&ACWimpacts3.xls, Sheet 

Scaling3] 

 

 
 

Figure 9. Re-trended hydrographs, showing progressive divergence of Warm Springs West discharge 

from Synthetic Reference Hydrograph beginning in late 2006, the year that continuous production by 

Coyote Springs Investments began. [file CSI&ACWimpacts2.xls, Sheet ‘Scaling3’] 
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Figure 10. Scale factor of 0.015 minimizes the effects of the Arrow Canyon #1 well on Warm Springs 

West discharge; for each 1 cfs pumped from the well, 0.015 cfs is accounted for by capture from the 

Springs. [file CSI&ACWimpacts2.xls, Sheet ‘ACWfineTuning’] 

 

CSI Impacts at Warm Springs West 

 

 Three production wells operated by Coyote Springs Investments were considered as having the 

potential to capture flow from Warm Springs West.  Weekly production data were compiled from 

records submitted to the Nevada State Engineer (NSE); additional information pertaining to well-

development activities is available in reports by Johnson (2005a,b; 2007).  Weekly averages were 

prepared from the production records, since generally the totalizing meters were not read on a daily 

basis. 

 

 Well CSI1 was completed in May of 2005, with development and production testing occurring in 

the latter half of that same month.  CSI1 entered service in January of 2006, primarily for grading and 

dust control, according to information on file with the NSE.  CSI2 was completed in August of 2005; 

development pumping began on August 29 and production testing ended on October 1.  CSI2 entered 

service in July of 2006. CSI3 was completed in August of 2006, with development and production testing 

taking place between August 10 and September 14.  CSI3 entered service in June of 2007.  Johnson 

(2007, p. A-13) reports development activity at a Well #4, but production from this facility was minor 

and intermittent through 2008. 

 

 The CSI pumping signal is well-expressed in the Warm Springs West discharge record, and lags 

the actual pumping by 9 months (Figure 11).  The proportional reduction of Spring discharge is 5.8%, 

meaning Springs discharge is reduced by 5.8% of pumpage with a 9 month delay (Figure 12).  “Raw CSIT” 

on the Figure 11 chart represents the time the pumping occurred; “Lag CSIT” presents the pumping data 

9 months later to illustrate correspondence of the lagged signal with changes in springflow. 
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Figure 11. Pumping effects at Warm Springs West attriutable to CSI activity, accounting for the 9-month 

lag that provides the best correspondence between peaks. [file CSI&ACWimpacts3.xls, Sheet 

‘CSIimpacts’] 

 

 

  
 

Figure 12. Proportional reduction of discharge at Warm Springs West with respect to groundwater 

production in Coyote Spring Valley, lagged 9 months; the constant of proportionality is 0.058 cfs 

reduction per cfs pumped. [file CSI&ACWimpacts3.xls, Sheet ‘CSIimpacts’] 
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Scaling of Results to the Muddy River Headwaters Area 

 

 Discharge of the Muddy River at the Moapa gage is roughly twice as great as the sum of 

tributary flows derived directly from springs (Eakin, 1968; Beck et al., 2006).  The alluvial aquifer, 

recharged by distributed flux from the carbonate-rock aquifer, stores groundwater and contributes to 

the base flow of the River in the headwaters area.  Storage effects delay the impacts of alluvial pumping 

on measured River discharge.  Adding present-day diversions to the modern, reduced flows of the 

Muddy River (Figure 2) reproduces the annual cycle seen in 1913-1918 (Figure 1) if appropriate time lags 

are applied to represent the effects of groundwater storage (Johnson and Mifflin, 2006).  In 

reconstituting the Muddy River to match historic flows, surface-water diversions were applied in the 

month they are reported, diversions from the carbonate-rock aquifer (MX-6 and Arrow Canyon wells) 

were lagged one month, and diversions from the alluvial aquifer (Lewis and LDS well fields) were lagged 

five months.  Johnson and Mifflin (2006) analyzed records from 1997-2002, and in the present analysis 

from 2001-2008 with comparable results.  The finding of both analyses is the same, that the net effect of 

all diversions is a 1:1 reduction of Muddy River discharge, and each category of diversion has a unique 

imprint upon the discharge record based on the delayed responses of the River. 

 

 Mayer and Congdon (2008) hypothesized that higher-elevation springs would prove to be most 

sensitive to pumping effects based on the assumption that Darcy’s law applies in the discharge conduits.  

Big Muddy Spring is the largest (8 cfs prior to 2005) and lowest elevation spring in the MRSA, with a 

measuring station elevation of 1745.34 feet AMSL about 0.1 mile downstream from the spring pool 

(Beck et al., 2006).  Detrended discharge from 2001-2002 correlates well with production from the 

Arrow Canyon #1 well (Figure 13; slope = -0.08669 cfs/cfs or 8.7%, intercept = 8.606 cfs), allowing the 

discharge record from Big Muddy Spring to be adjusted for the ACW impact effects in subsequent years 

(Figure 14).  We note that the proportional impacts from Arrow Canyon Well pumpage are substantially 

greater (8.7% of pumpage) at Big Muddy Spring than at Warm Springs West, where ACW impacts are 

only 1.5% of pumpage, and for which Beck et al. (2006) report a station elevation of 1770.04 feet AMSL. 

 

NOTE: There is inconsistency in usage of the name “Warm Springs West”.  Beck et al. (2006, Table 4) 

refer to USGS site 09415920, and their reported elevation of 1770.04 feet corresponds to a staff plate 

reading of 0.91 feet in the 1-ft Parshall flume at that measurement location, which monitors total flow 

discharging from all springs associated with the Pederson Springs Groups.  Mayer and Congdon (2008, 

Table 1 and Fig. 10), however, appear to consider Warm Springs West to be “Lower Elevation Springs” 

(an average of 5 elevations, 1797.9 feet) and Pederson and Pederson East “Higher Elevation Springs”.  

Spring elevations are immaterial to the present analysis, so we leave it to Mayer and Congdon to clarify 

the confusion. 

 

 The average production of the ACW from September 2000 to October 2008 was 2.9 cfs, 5.7% of 

the estimated 51 cfs total groundwater flux to the MRSA, the 1:1 impact on the overall system in 

accordance with the water balance of Johnson and Mifflin (2006).  Recognition of non-uniform pumping 

effects from the ACW in the MRSA raises the question of how CSI impacts are distributed.  Identification 

of the spatially variable impacts of the ACW on individual springs and River flows is important because 

superposed CSI pumping impacts are now incorporated into the gauging records, and the opportunity to 

consider individual well impact effects in isolation (with other pumping sources “quiet”) is no longer 

available. 
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Figure 13. Proportional decreases in discharge from Big Muddy Spring, May 2001 – August 2002. [File 

FinalSpringflowComponents.xls, Sheet ‘Re-startWithACW’] 

 

 

 

Figure 14. Adjustment of the 7-day average Big Muddy Spring discharge record to remove effects of the 

Arrow Canyon #1 well. [File BigMuddyLongTerm.xls, Sheet ‘WeeklyACW’] 
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 As a result of seepage gains from the alluvial aquifer, the Muddy River as a whole might be 

considered to be dominated by “lower-elevation” discharge, in the parlance of Mayer and Congdon 

(2008).  At an average discharge rate of about 3.7 cfs, Warm Springs West represents only about 7.3% of 

the long-term average total flux to the Muddy River headwaters in upper Moapa Valley.  If the CSI 

impact results from Warm Springs West (5.8% of CSI pumpage; Figure 12) prove representative of CSI 

pumping impacts distributed throughout the MRSA,  groundwater diverted in Coyote Spring Valley 

would be manifested as a reduction of the 51 cfs in the proportion of 51 cfs / 3.7 cfs, or about 14 times 

the impact at Warm Springs West.  To date, diversions from Coyote Spring Valley have occurred as three 

distinct seasonal pulses peaking at approximately 3.7, 6.0, and 3.9 cfs in 2006, 2007, and 2008, 

respectively (Figure 11).  Total CSI diversions are of sufficient magnitude that if pumping effects 

calculated for Warm Springs West are representative of the MRSA as a whole, it should be possible to 

measure the total impacts of CSI diversions that have already occurred in the post-2006 record of 

Muddy River discharge.  In other words, if local estimates of pumping impacts derived from springflow 

data are proportionally representative, these 1:1 impacts would be apparent in Muddy River flows. 

 

 To develop a CSI pumping-impact estimate for the MRSA as a whole, the synthetic reference 

hydrograph (Figure 7) and censored Muddy River hydrograph were detrended based on the 2000-2004 

record, and the SRH was scaled to match the minima of the River hydrograph.  When comparing River 

flows with the history of groundwater production from Coyote Spring Valley, there would be a 

correspondence of River and SRH peaks if the pumping impacts from 2006 lag the actual pumping by 10 

months (Figure 15).  Moreover, since scaling the SRH to the River hydrograph produces a measure of 

differences in cfs-equivalents; deficits in River flow have the units of cfs and can be compared directly 

with the pumping stress suspected of creating the discharge deficits.  In the case of the 2006 CSI 

pumping stresses, the July and August 2007 River discharge deficits have 1:1 correspondence with the 

CSI pumping stress 10 months earlier.  The calculated Warm Springs West impact estimate scales up to 

the Muddy River as a whole, and the 1:1 impacts of local diversions (Johnson and Mifflin, 2006) also 

apply to groundwater extracted from southeastern Coyote Spring Valley in 2006. 

 

 The raw hydrograph of the Muddy River illustrates changed flow patterns in 2007-2009 that do 

not require detailed or sophisticated analyses to appreciate (Figure 16).  The large production peak from 

2007 is primarily due to pumping from the CSI2 well, and appears to be expressed in the River 

hydrograph with a lag time greater than one year. 

 

Conclusion 

 

 Flows at Warm Springs West would be reduced by 0.64 cfs as a direct result of an 11 cfs Order 

1169 experiment, 17% of the historic 10-year average of 3.7 cfs or 19% of the minimum flows of 2004.  

These estimates are subject to considerable uncertainty due to the scatter of data in the regression 

relation (Figure 12), and the CSI impact would be superposed on seasonal discharge reductions that are 

attributable to the Arrow Canyon wells, and climate effects.  The CSI pumping impacts detected at 

Warm Springs West are proportional to impacts derived by reconstituting Muddy River flows; if full-scale 

groundwater production in Coyote Spring Valley of 22 cfs were to occur as a uniform pumping stress,  

elimination of that full amount from the regional flux to the MRSA would be the result.  This discharge 

reduction would translate directly to flow reductions that approach the minimum flows recorded in 

2003, and are well over half the average seasonal minima of the past 10 years.  If, however, seasonal 

pumping typical of the region were to occur, periodic impacts transmitted to the Springs area  would be 

far greater. 
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Figure 15. Divergence of reconstituted Muddy River discharge from baseline trend between April and 

September of 2007, corresponding (in terms of cfs-equivalents), to the production rate from CSI wells 

that first peaked in September of 2006, indicating a ten-month lag between cause and effect in the first 

phase of pumping.  Zero reference is average of peak minima from 2002-2005. [file MuddyRivQ_2000-

2010a.xls, Sheet ‘CSImonthly’] 

 

 

  
 

Figure 16. Raw Muddy River hydrograph, monthly samples of 30-day moving average, censored for rain 

days, and CSI production history. [file MuddyRivQ_2000-2010a.xls, Sheet ‘Narrow’] 
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Addendum to “Order 1169 Impacts” Consultation Draft of May 27, 2010 

 

Mifflin & Associates, Inc. 

September 8, 2010 

 

Background 

 

 Recently, a question was raised concerning the possibility that pumping in the Apex area (Figure 

1), which is strongly seasonal, has influenced the Paiutes ECP-1 hydrograph.  Mifflin & Associates (MAI) 

has presented analyses that rely on a Synthetic Reference Hydrograph (SRH) based on ECP-1 to predict 

springflow reductions that will occur in Upper Moapa Valley as a consequence of increased pumping 

from the carbonate-rock aquifer several miles northwest of the headwaters of the Muddy River. 

 

 Paiutes ECP-1 is remote from present pumping centers north and south, but has been 

interpreted by us to have been affected more by pumping of the Arrow Canyon #1 well than was MX-4, 

which is closer to the northerly pumping centers, over the past decade.  This somewhat counter-

intuitive interpretation is consistent with the locations of ECP-1 and the Arrow Canyon #1 well within a 

north-trending transmissive zone, roughly coincident with the trace of the Dry Lake Thrust, that has 

been exploited for water-resource development in the region.  Before considering several recently-

prepared difference hydrographs and pumping histories in the southern area, we emphasize Figure 2 

(same data as Figure 4 of our May 27 report) for the visual clues that reveal the relationship we propose.  

The goal is to establish the effects of Arrow Canyon #1 (and #2) pumping on the ECP-1 hydrograph, so 

that CSI activities can be resolved in springflow records as pumping effects continue to develop. 

 

 The observation that correlations of the phase-shifted signals are preserved between zero and 

maximum pumpage (Figure 3; same as Figure 6 from May 27) is not, in our opinion, fortuitous.  Seasonal 

pumping of constant amplitude, anywhere, would correlate with a constant-amplitude, annually-

periodic hydrograph if shifted in time as needed to make the match.  When seasonal pumping stress 

from year to year varies and water-level signal strength also varies systematically from year to year, 

cause and effect are demonstrated when a correlation exists.  Then magnitude and timing of impacts 

can be determined. 

 

Analysis 

 

 Well hydrographs throughout the Moapa – Apex region are characterized by seasonal water-

level cycles, with the most prominent features of the 2000-2010 decade multi-year net declines (2000 – 

late 2004 and late 2006 – 2010) and a recovery event beginning in late 2004 (the start of an unusually 

wet winter) and continuing at least into 2006.  When comparing hydrographs, it is useful to perform a 

point-by-point subtraction to filter regional components including seasonality, climatic events, 

barometric effects, and earth-tide contributions to the records.  The difference hydrograph therefore 

reveals local effects on water levels through time.  The magnitude of such effects at various distances 

from suspected pumping-related forcing can be explored by comparing difference hydrographs across a 

region. 
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Figure 1. Well locations and general geology (Beard, et al., 2007) of evaluation area.  Paiutes monitoring 

wells TH-2, ECP-1, and M2 are completed in the footwall of the Dry Lake Thrust, as inferred from 

strongly folded Permian rocks in sparse outcrops.  Upper plate rocks are absent and presumably eroded 

north of Dry Lake Valley. 
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Figure 2. Difference hydrograph, obtained by subtracting weekly average water levels in ECP-1 from 

those in MX-4, compared with pumping rate of Arrow Canyon #1 well.  The monthly well production 

totals were interpolated to weekly values with a cubic spline approximation.  The relationship indicates 

that as well production increases the difference between the reference hydrographs increases, meaning 

that water levels in ECP-1 are being lowered relative to MX-4. Note that peak-to-peak amplitude of 

difference hydrograph exceeds 0.5 feet in 2001-2004. [file Production.xls, Sheet ‘PrepRegressionData’] 

 

  
Figure 3. relations between Arrow Canyon #1 production and head difference between MX-4 and ECP-1 

for 2001 through 2004.  “Censor” indicates data from late 2004 not considered in the regression; heavy 

precipitation in that time frame may have caused a water-level rise in MX-4. Note that the full range of 

long-term production variability is represented in the analysis interval.  [file Production.xls, Sheet 

‘PrepRegressionData’] 
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 We begin with an intercomparison of hydrographs (Figure 4) from the Paiutes TH-2, ECP-1, and 

M2 monitoring wells, which are 11.3, 13.4, and 17.0 miles (18.2,21.6, and 27.4 km) south of Arrow 

Canyon #1, and 18.5, 16.4, and 13.0 miles (29.9, 26.4, and 20.9 km) north of Apex, respectively (Figure 

1).  Difference hydrographs for each well pair were prepared by subtracting the water level of the more 

southerly well from that of the more northerly well at corresponding times, allowing for comparison of 

relative water-level trends in northern (between TH-2 and ECP-1) and southern (between ECP-1 and M2) 

segments of an overall north-south evaluation transect. 

 

 
Figure 4. Difference hydrographs for well pairs TH-2/ECP-1 (northern segment), ECP-1/M2 (southern 

segment), and TH-2/M2 (combined northern and southern segments).  Trends from 2000 through 2005 

are shown as dashed lines and projected through 2009 for comparison with 2006-2009 trends, shown as 

solid lines.  Weekly average water levels were used to establish the relations, except as indicated by 

short line segments in 2003 and 2009 where hourly data pairs were used.  [file WeeklyDifferences.xlsx, 

Sheet Data&Plots] 
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 In Figure 4, when the slope of a difference hydrograph is negative, water levels in the 

northern well of the well pair are decreasing with time relative to water levels in the southern well. 

 

 The difference hydrographs from the northern, southern, and combined evaluation areas are 

strikingly similar, both on multi-year time scales and for single years.  For the multi-year interval 2000 

through 2005, water levels in the northerly well of each well pair declined faster than water levels in the 

southerly well, imparting negative slopes to the difference hydrographs that indicate a predominance of 

local forcing from the north.  From 2006 through 2009, there appears to be a flattening or reversal of 

this relationship, suggesting some fundamental change in the state of the hydrologic system in the 

2005-2006 time frame.  Production increases by CSI and Nevada Energy (Duke facility) both occurred at 

about this time, but Nevada Energy’s RW-1 well is a much closer “suspect” as pumping effects are 

sought in the water-level records.  We find, however, that production and water-level records are 

inconsistent in two areas, near RW-1 and near the Duke facility. 

 

 Through the 9 years of record, RW-1 and the “Harvey Well” (254 feet from RW-1), produced 

intermittently (Figure 5).  The Crystal-1 monitoring well is located 2.1 miles (3.4 km) north of RW-1 and 

only 1.2 miles (1.8 km) south of M2 (Figure 1).  The ECP-1 – Crystal-1 difference hydrograph (Figure 6), 

prepared by comparing interpolated quarterly manual measurements at Crystal-1 (Figure 7) with 

closest-in-time weekly average transducer records from ECP-1, is very different from the ECP-1 – M2 

difference hydrograph shown in Figure 4.  A prominent oscillation of 1-foot magnitude in late 2006 is 

qualitatively uncorrelated with the reported pumping shown in Figure 5, and data quality uncertainties 

(Figure 7) are of insufficient magnitude to explain the oscillation as measurement error.  RW-1 is capable 

of sustained production of well over 1000 gal/min, but 72-hours of pumping at >1100 gal/min in June-

July, 2001 failed to elicit a detectable response in Crystal-1 (SRK, 2001, Tables 3 and 4).  Aquifer tests 

have also been conducted at both Crystal-1 and Crystal-2 (SRK, 2001, Table 1) but the time frame of 

those tests is unknown. 

 

 If we ignore the problematic mid-decade results from Crystal-1, the overall rate of decline of 

ECP-1 relative to Crystal-1 from 2001 to 2009 is about 0.2 ft / 8 yr = 0.025 ft/yr, comparable to 0.23 ft/yr 

and 0.29 ft/yr for the northern and southern well pairs described above.  It would be useful if the 

production history of RW-1 and the Harvey Well could be clarified, particularly for the winter seasons of 

2001-2002 and 2005-2006, where “bumps” in the difference hydrographs (Figure 4) suggest effects at 

M2 that were not sensed at the more northerly wells. 

 

 Monitoring records from the Duke facility present a different set of issues.  Reported water 

levels (Figure 8), specifically those from the GV-DUKE-WS2 supply well, appear to be inconsistent with 

what would be expected from a production well.  The ECP-1 – GV-DUKE-WS2 difference hydrograph 

(Figure 9) does have some features suggestive of seasonal drawdown and recovery cycles, but the well 

was reportedly out of service until latest 2005 (Figure 10). 
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Figure 5.  Reported monthly production from Nevada Energy RW-1, averaged in years when only annual 

production from Harvey Well is reported.  Development and testing production in June and July of 2001 

(SRK, 2001) has been added to the record.  *2002, 2008, and 2009 annual reports attribute production 

to Harvey Well, 254 ft from RW-1; however, monthly reports for those years do not have a Harvey Well 

entry. [file RW1productionHistory.xlsx, Sheet1] 

 

  
 

Figure 6. Weekly water levels from ECP-1 and Crystal-1, as reported to State Engineer, and derived 

water-level differences.  [file WeeklyComparisons.xlsx, sheet ECP1-XL1MonthlyDiff] 
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Figure 7. Monthly water levels interpolated from quarterly, mid-month measurements by cubic spline 

approximation, and weekly averages of hourly transducer measurements at Crystal-1.  Both sets of 

measurements support a drawdown event in late 2006 of 1 foot or more.  [file WeeklyComparisons.xlsx, 

sheet Crystal1_7dAvgWed] 

 

 Pumping in the Apex area is dominated by Nevada Cogeneration Associates (Figure 11), 

followed by Republic Services and LVVWD (Figure 12).  Production is generally seasonal and quite 

uniform on an annualized basis for the larger producers (Figures 13-15), with the notable exceptions of 

Nevada Energy’s former Duke facility, which was inactive for most of 2003-2005 but has (with the 

exception of 2008) increased production each year thereafter (Figure 10).  Pumping by Chemical Lime 

and Georgia-Pacific (Figures 16 and 17) shows less seasonality, and may therefore present opportunities 

for analyses of nearby monitoring records such as those from well GV-2 (Figure 1). 

 

 Point-by-point subtraction of the measured (monthly) water levels in GV-2 with closest-in-time 

measurements from ECP-1 provide a coarse but useful difference hydrograph (Figure 18) that may be 

representative of the Apex area since it is relatively remote from the largest pumping centers and 

equidistant from the less periodic forcing from Chemical Lime and Georgia-Pacific.  Water levels declined 

in ECP-1 relative to GV-2 from 2002-2005, after which water levels at GV-2 declined relative to ECP-1.  

The ECP-1 – GV-2 difference hydrograph is an amplified version of the difference hydrographs derived 

from the Paiutes’ wells, described above. 
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Figure 8. Water levels at Nevada Energy’s Duke facility as reported by SNWA 

[DukeProductionWellsWL.xlsx, Sheet ChartData] 

 

 
Figure 9. Difference between Paiutes ECP-1 and GV-DUKE-WS2 water levels, queried due to 

inconsistency of timing and magnitude of these very minor local effects with reported timing and 

magnitude of production from GV-DUKE-GV2. [file ECP1differences, Sheet ECP1-DukeWS2] 
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Figure 10. Monthly production from wells operated for power generation by Southern Nevada Water 

Authority [file SNWA_SFFmonthlyPumping.xlsx, Sheet1] 

 

 
Figure 11. Annual production from Basin 215. [file SFFannualPumpageInventory.xlsx, Sheet GV215] 
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Figure 12. Annual production from Basin 216.[file SFFannualPumpageInventory.xlsx, Sheet GV216] 

 

 
Figure 13. Monthly production by Nevada Cogeneration Associates [file NVcogenTransposeQ.xlsx, 

Sheet1] 
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Figure 14. Monthly production by Republic Services interpolated from quarterly reports. [file 

RepublicTransposeQ.xlsx, Sheet Summary] 

 

 
Figure 15. Monthly production from wells operated for power generation by Southern Nevada Water 

Authority [file SNWA_SFFmonthlyPumping.xlsx, Sheet1] 
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Figure 16. Monthly production by Chemical Lime.  [file ChemLimeTranspose.xlsx, Sheet1] 

 

 
Figure 17. Monthly production by Georgia-Pacific. [file GeorgiaPacificTranspose.xlsx, Sheet1] 
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Figure 18. Point-by-point subtraction of GV-2 monthly water levels from those closest in time recorded 

at ECP-1. [file ECP1differences.xlsx, Sheet ECP1-GV2] 

 

Discussion 

 

 Groundwater production for the Duke facility appears to be the only recognized agent that 

could be responsible for the character of the difference hydrographs presented here.  As production 

from Duke levels off and the system approaches a new steady state, a new segment in the difference 

hydrographs will develop.  Because the Paiutes’ water levels were affected in the pre-2006 era by a 

dominant northerly influence, the Synthetic Reference Hydrograph (SRH) provides a conservative 

baseline for evaluating water levels and springflow trends in more northerly areas.  Between 2006 and 

2009 the Paiutes’ wells may have begun to sense the effects of pumping in the Apex area, and the 

flattening of the difference hydrographs in this time frame suggests a balance between northern and 

southern pumping effects (reasonable to the extent hydraulic diffusivities are similar across the region, 

because the Paiutes’ wells are roughly mid-way between pumping centers of roughly equal strength, if 

Nevada Energy’s alluvial pumpage in upper Moapa Valley is ignored, which we believe is appropriate in 

this context).  If so, there has been a transition from a conservative baseline (SRH) to a less conservative 

but, we believe, appropriate baseline, at least through 2008.  If southern effects become predominant in 

the future, a detrending step will be necessary to extend the SRH forward in time.  We note that if Duke 

production continues to increase as the Order 1169 Study is in progress, there will be justification for 

significantly enhanced monitoring efforts to better characterize southerly influences. 

 

 The possibility that pumping effects originating in the Apex area have contaminated the ECP-1 

record is an extremely important consideration, and we consider the issue is only satisfactorily resolved 

for the pre-2009 time frame.  It is clear to us that in 2001-2005, the interval on which our SRH is based, 

distance-drawdown relations were dominated by forcing from the north.  A component of southerly 

forcing, if unrecognized, would not affect the overall conservatism of our analysis of Order 1169 

impacts, but if seasonal in nature could invalidate the 9-10 month lag we estimate between pumping in 
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the CSI1 area and the onset of springflow reductions.  The absence of seasonality in the difference 

hydrographs presented in Figures 4 and its apparent presence in Figure 18 suggests that seasonal effects 

from the Apex area, if not entirely damped out, are within the realm of measurement error in the 

Paiutes wells.  It would have been helpful if, during the 2003-2004 hiatus in production from the Duke 

wells, GV-2 could have been monitored at a sufficiently high frequency to resolve pumping effects from 

nearby Chemical Lime and Georgia-Pacific, providing a synthetic hydrograph at that locality that could 

be used to isolate Duke effects, that now appear significant in the southern areas and may have 

appeared in the Paiutes’ wells in 2006.  Having moved beyond the initial hypothesis that ECP-1 

presented a pristine and representative background hydrograph for the region, we have successfully (we 

believe) accommodated the effects of the most influential production well impacts (those from Arrow 

Canyon #1) on the ECP-1 record, producing our SRH.  Additional influences are undoubtedly present, 

and efforts will continue to identify, quantify, and attribute such influences to their sources.  To date, we 

have been unable to identify any such effects on and north of the Paiutes’ Reservation that can be 

attributed to northward-propagating drawdown signals. 
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PREFACE 

The series of manuals on techniques de- 
scribes procedures for planning and executing 
specialized work in water-resources investi- 
gations. The material is grouped under major 
subject headings called books and further 
subdivided into sections and chapters ; Sec- 
tion B of Book 3 is on ground-water tech- 
niques. 

This chapter is an introduction to the 
hydraulics of ground-water flow. With the 
exception of a few discussions in standard 
text format, the material is presented in pro- 
gramed form. In this form, a short section 
involving one or two concepts is followed by 
a question dealing with these concepts. If the 
correct answer to this question is chosen, the 
reader is directed to a new section, ,in which 
the theory is further developed or extended. 
If a wrong answer is chosen, the reader is 
directed to a section in which the earlier ma 
terial is reviewed, and the reasons why the 
answer is wrong are discussed; the reader is 
then redirected to the earlier section, to 
choose another answer to the question. This 
approach allows students who are either 
partially familiar with the subject, or well 
prepared for its study, to proceed rapidly 
through the material, while those who require 
more explanation are provided it within the 
sections that deal with erroneous answers. 

In the preparation of any text, difficult 
choices arise as to the material to be included. 
Because this text is an introduction to the 
subject, the discussion has been restricted, 
for the most part, to the flow of homogeneous 
fluid through an isotropic and homogeneous 
porous medium-that is, through a medium 
whose properties do,not change from place to 
place or with direction. Emphasis has been 
placed upon theory rather than application. 
Basic principles of ground-water hydraulics 
are outlined, their uses in developing equa- 

tions of flow are demonstrated, representative 
formal solutions are considered, and methods 
of approximate solution are described. At 
some points, rigorous mathematical deriva- 
tion is employed ; elsewhere, the development 
relies upon physical reasoning and plausibil- 
ity argument. 

The text has been prepared on the assump- 
tion that the reader has completed standard 
courses in calculus and -college physics. 
Readers familiar with differential equations 
will find the material easier to follow than 
will readers who lack this advantage ; and 
readers familiar with vector theory will 
notice that the materal could have been pre- 
sented with greater economy using vector 
notation. 

The material is presented in eight parts. 
Part I introduces some fundamental hydro- 
logic concepts and definitions, such as poros- 
ity, specific discharge, head, and pressure. 
Part II dis,cusses Darcy’s law for unidirec- 
tional flow; a text-format discussion at the 
end of Part II deals with some generalizations 
of Darcy’s law. Part III considers the applica- 
tion of Darcy’s law to some simple field prob- 
lems. The concept of ground-water storage is 
introduced in Part IV. A text-format discus- 
sion at the beginning of Part V deals with 
partial derivatives and their use in ground- 
water equations ; the basic partial differential 
equation for unidirectional nonequilibrium 
flow is developed in the programed material 
of Part V. In Part VI, the partial differential 
equation for radial confined flow is derived 
and the “slug-test” solution, describing the 
effects of an instantaneous injection of fluid 
into a well, is presented and verified. A text- 
format discussion at the end of Part VI out- 
lines the synthesis of additional solutions, in- 
cluding the Theis equation, from the “slug- 
test” solution. Part VII introduces the gen- 

SE ROA 38374

JA_9656



IV PREFACE 

eral concepts of finite-difference analysis, and 
a text format discussion at the end of Part 
VII outlines some widely used finite-difference 
techniques. Part VIII is concerned with elec- 
tric-analog techniques. The material in Part 
VI is not prerequisite to that in Parts VII and 
VIII ; readers who prefer may proceed di- 
rectly from Part V to Part VII. 

A program outline is presented in the table 
of contents of this report. This outline indi- 
cates the correct-answer sequence through 
each of the eight parts and describes briefly 
the material presented in each correct-answer 
section. Readers may find the outline useful 
in review or in locating discussions of par- 
ticular topics, or may wish to consult it for 
an overview of the order of presentation. 

It is impossible, in this or any other form 
of instruction, to cover every facet of each 
development, or to anticipate every difficulty 
which a reader may experience, particul,arly 
in a field such as ground water, where readers 
may vary widely in experience and mathe- 
matical background. An additional difficulty 
inheren,t in the programed text approach is 
that some continuity may be lost in the proc- 
ess of dividing the material into sections. For 
all these reasons, it is suggested that the 
programed instruction presented here be used 
in conjunction with one or more of the stand- 
ard references on ground-water hydraulics. 

This text is based on a set of notes used by 
the author in presenting the subject of 
ground-water hydraulics to engineers and 
university students in Lahore, West Paki- 
stan, while on assignment with the U.S. 
Agency for International Development. The 

material has been drawn from a number of 
sources. The chapter by Ferris (1959) in the 
text by Wisler and Brater and that by Jacob 
(1950) in “Engineering Hydraulics” were 
both used extensively. Water-Supply Paper 
1536-E (1962) by Ferris, Knowles, Brown, 
and Stallman was an important source, as was 
the paper by Hubbert (1940)) “The Theory of 
Ground Water Motion.” The text “The Flow 
of Homogeneous Fluids through Porous 
Media” by Muskat (1937) and the paper 
“Theoretical Investigation of the Motion of 
Ground Waters” by Slichter (1899) were 
both used as basic references. The develop- 
ment of the Theis equation from the “slug- 
test” solution follows the derivation given in 
the original reference by Theis (1935). The 
material on analog models is drawn largely 
from the tik, “Analog Simulation,” by 
Karplus (1958). In preparing the material on 
numerical methods, use was made of the book, 
“Finite-Difference Equations and Simula- 
tions,” by Hildebrand (1968)) and the paper 
“Selected Digital Computer Techniques for 
Groundwater Resource Evaluation,” by 
Prickett and Lonnquist (1971). A number of 
additional references are mentioned in the 
text. 

The author is indebted to Messrs. David W. 
Greenman and Maurice J. MundorfF, both 
formerly Project Advisors, U.S. Geological 
Survey-U.S.A.I.D., Lahore, for their support 
and encouragement during preparation of the 
original notes from which this text was de- 
veloped. The author is grateful to Patricia 
Bennett for her careful reading and typing 
of the manuscript. 
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difference grid 
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Sumbol 

Z 

K 
k 
1 
n 
P 
Q 
Q 

Dimtnsioru 

amperes 
(coulombs/ 
second) 
LT-’ 
L2 
L 

ML-1 T-? 

L”T-’ 
LT-’ 

R 

s 
S. 
SV 
T 

ohms 
(volts/ 
ampere) 

L-1 

LZT-’ 

Ezplamtion 

electrical current 

hydraulic conductivity 
intrinsic permeability 
length 
porosity 
pressure 
volumetric flujd discharge 
specific discharge-discharge 

per unit face area of 
aquifer, &I A 

electrical resistance 

storage coefficient 
specific storage 
specific yield 
transmissivity (transmissi- 

bility) 

Sumbol 

Il. 

Dimensions 

V L2 
V LT-’ 
W(u) 
W L 
z L 
P 

&,h L-’ 

&h L-’ 

e coulomb 
P ML-IT-’ 
P ML-” 
PS ohm-metres 
0 mhos/metre 
z volts 

UNIT CONVERSION 

Explanation 

?S/ 4 T&argument of the 
well function 

fluid volume 
velocity 
well function 
width 
elevation above datum 
fraction of the total water in 

storage that can be drained 
by gravity 

finite-difference approxima- 
tion to a2h/ax’ 

finite-difference approxima- 
tion to Yhla$ 

electrical charge 
dynamic viscosity 
fluid density 
electrical resistivity 
electrical conductivity 
voltage or electrical potential 

En&h 

ft (foot) 

Factor for converting 
En&h unite to 

internatiand sy.9te.m 
of units 

3.048 x 10-l 
Metric Sl 

m (metre) 
gal (gallon) 
fF/s (cubic foot per 

second) 

3.785 
2.832X lo-” 

1 (litre) 
ma/s (cubic metre per 

second) 

PROGRAM OUTLINE 

This program outline is provided to assist the reader in review, and to 
facilitate the location of particular topics or discussions in the text. Hope- 
fully, it may also provide some feeling for the organization of the material 
and the order of presentation, both of which tend to be obscured by the 
programed format. 

The section numbers in the left margin correspond to correct answelg in 
the programed instruction ; they give the sequence of sections which will 
be followed if no errors are made in answering the questions. An outline 
of the content of each of the correct-anewer sections is given to the right 
of the section number. Two numbers are listed beneath each of these section 
outlines. These numbers identify the wrong-answer sections for the ques- 
tion presented in the outlined correct-answer section. The correct answer 
to this question is indicated by the next entry in the left margin. 

The discussions written in standard text format are also outlined. For 
these discussions, page numbers corresponding to the listed material are 
given in parentheses in the left margin. 
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PROGRAM OUTLINE 

0 Part I. Definitions and general concepts: 
Se&on : 

porosity 
13; 18 

effective porosity; saturation 
12; 29 

porosity, saturation (review) ; point velocity 
variations ; tortuous path effects 
4; 21 

3 tortuous flow path effects (review) ; problems 
in determining actual cross-sectional flow area; 
relation of discharge per unit face area to flow 
velocity 
28; 10 

14 relation of discharge per unit face area to flow 
velocity (review) ; definition of specific dis- 
charge jar specific flux; definition of head 
11; 171 

24 omission of velocity head in ground water; rela- 
tion between pressure and height of fluid col- 
umn (Pascal’s law) 
25; 19 

16 Pascal’s law (review) ; head as potential energy 
per unit weight; elevation head as potential per 
unit weight due to elevation; dimensions of 
pressure 
7; 15 

26 

0 
22 

pressure as a component of potential energy per 
unit volume; pressure head as a component of 
potential energy per unit weight; total poten- 
tial energy per unit weight (question) 
20; 23 

head as potential energy per unit weight (re- 
view) ; total potential energy per unit volume 
6; 27 

8 total poteutial energy per unit volume (review) 

Part II. Darcy’s law: 
Section : 

1 outline of approach-method of balancing forces; 
friction force proportional to velocity; pressure 
force on face of a fluid element in a sand- 
packed pipe (question ) 
25; 16 

8 relation between pressure and force; net pressure 
force on a fluid element (question) 
23; 12 

21 Darcy’s law as a differential equation; analogies 
with other physical systems; ground-water 
velocity potential 

Text-format discussion-Generalizations of Darcy’s 
law: 

(p. 31) specific discharge vector in three dimen- 
sions; definition of components of spe- 
cific-discharge vector 

31 net pressure force on a fluid element (review) ; 
pressure gradient; net pressure force in terms 
of pressure gradient (question) 
6; 14 

26 net pressure force in terms of pressure gradient; 
gravitational force; mass of fluid element in 
terms of density, porosity, and dimensions 
(question) 
3; 17 

(p- 31) Darcy’s law for components of the spe- 
cific-discharge vector; Darcy’s law us- 
ing the resultant specific-discharge vector 

(p. 31) velocity potential; flownet analysis; Darcy’s 
law for components of the specific-dis- 
charge vector in anisotropic media 

(p. 32) flowlines and surfaces of equal head in the 
anisotropic case; solution by transfor- 
mation of coordinates 

16 gravitational force in terms of density, porosity, (p. 32) anisotropy of stratified sedimentary ma- 
and dimensions; component of gravitational terial 

force contributing to the flow (question) 
22; 18 

33 resolution of gravitational force into components 
parallel and normal to the conduit; expression 
for magnitude of component parallel to the 
conduit (question) 
6; 37 

35 expression for component of gravitational force 
parallel to conduit (review) ; substitution of 
&z/Al for cosine in this expression (question) 
32; 4 

11 substitution of &r/Al for cosine in expression for 
gravity component along conduit (review) ; ex- 
pression for total driving force on fluid ele- 
ment attributable to pressure and gravity 
(question) 
24; 10 

19 assumptions regarding frictional retarding force; 
expression for frictional retarding force con- 
sistent with assumptions (question) 
2; 34 

20 balancing of driving forces and frictional force 
to obtain preliminary form of Darcy’s law 
36; 27 

28 Darcy’s law in terms of hydraulic conductivity; 
replacement of 

1 dp dz 
--+- 

pg dl dl 
by dh/dl (question) 
9; 30 

7 discussion of hydraulic conductivity and intrinsic 
permeability; flow of ground water in rela- 
tion to differences in elevation, pressure, and 
head (question) 
29; 13 
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VIII PROGRAM OtlTLINE 

(p. 33) use of components of pressure gradient 
and components of gravitational force 
in each of the three major permeability 
directions; hydraulic conductivity tensor 

(p. 33) aquifer heterogeneity 
(p. 33) fluid heterogeneity; Darcy’s law for a 

heterogeneous fluid in an anisotropic 
aquifer, using intrinsic permeability 

Part III. Application of Darcy’s law to field problems: 
Section: 

1 

7 

3 

10 

24 

26 

9 

41 

27 

40 

differential equations and solutions 
15; 23 

infinite number of solutions to a diRerentS equa- 
tion 
29; 14 

33 interpretation of radial flow differential equation 
(review) ; solution equation as taken‘ from a 
plot of h versus In r ; conversion to common 
logs; characteristics of the semilog plot 
34; 37 

slope-intercept concept applied to solutions of dif- 
ferential equations 
6; 20 

19 logarithmic- cone of depression; equation for 
drawdown at the well (question) 
28; 30 

3 applications of the drawdown equation ;, general 
characteristics of well-flow problems 

application of Darcy’s law to one-dimensional 
equilibrium stream seepage problem; selection 
of particular solution to satisfy the dSerentia1 
equation and to yield correct head at the stream 
(question) 
22; 36 

Part IV. Grouud-water storage: 
Section : 

boundary conditions in differential equations; in- 
terpretation of head data observed in a field 
situation (question) 
42; 21 

1 relation between volume of water stored in a 
tank and water level in the tank 
10; 9 

application of Darcy’s law to a problem of one- 
dimensional steady-state unconfined flow, using 
Dupuit assumptions 
26; 43 

substitution of 
1 d(h”) -- 
2 dx 

for 

hdh 
dx 

11 relation between volume of water stored in a 
sand-packed tank and water level in thu tank 
31; 12 

14 slope of V versus h graph for sand-packed tank 
17; 22 

26 capillary effects; assumption that a constant 
amount of water is permanently retained ; re- 
h&ion between volume of water in recoverable 
storage and water level, under these conditions 
(question) 
18; 2 

in the unconfined flow problem; testing for 
solution by differentiation and substitution of 
boundary conditions (question) 
16; 4 

16 slope of V versus A graph for sand-packed tank 
with permanent capillary retention 
4; 29 

33 slope of V versus h graph for prism of uncon- 
fined aquifer 
28; 19 

parabolic steepening of head plot in the Dupuit 
solution; problem of radial flow to a well; cross- 
sectional area of flow at a distance r from the 
well (question) 
12; 6 

decrease in area along path of radial flow; relation 
between decreasing area and hydraulic gradient 
(question) 
11; 32 

32 dependence of V, h relationship on surface area, 
A : definition of specific yield (question) 
‘7; 27 

6 confined or compressive storage; V, h relationship 
for a prism in a confined aquifer 
23; 30 

21 dependence of V, h plot for a prism of confined 
aquifer on base area 
3; 34 

signs in radial flow problem; application of 20 definition of confined or compressive storage co- 
Darcy’s law te the flow problem (question) efficient; specific storage 
33; 17 6; 15 

35 expression of radial flow differential equation in 
tkums of 

dh 

d (In r) 
39; 13 

2 interpretation of radial flow 
expressed in terms of 

dh 

18; 31 
d (lnr) 

differential equation 
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PROGRAM OUTLINE IX 

0 25 storage equation-relation between time rate of 
change of volume of water in storage and time 
rate of change of head 
8; 24 

13 relation between time rate of change of volume 
in storage and tune rate of change of head (re- 
view) 

Part V: 
Text-format discussion-Partial Derivatives ia 

Ground-Water- Flow Analysis: 
(p. 69) Partial derivatives; topographic map ex- 

ample 
(p. 70) Calculation of partial (space) derivatives 
(p. 70) Partial derivative with respect to time 
(p. 70) Space derivatives as components of slope 

of the potentiometric surface; depend- 
ence on position and time; time deriva- 
tive as slope of hydrograph; dependence 
on position and time 

(p. 72) Vector formulation of the specific dis- 
charge; Darcy’s law for components of 
the specific discharge vector 

Unidirectional nonequilibrium flow: 
Section: 
1 relation between inflow and outtlow for a tanlc 

0 21 

30 

22 

33 

9 

16 

7 

29; 17 
equation of continuity; relation of ah/&? for a 

prism of aquifer to difference between inflow 
and outflow (question) 
6; 5 

combination of continuity and storage equation to 
obtain relation between ah/C% and inflow minus 
outilow (review) ; expression for inflow 
through one face of a prism of aquifer (ques- 
tion) 
8; 3 

implications of difference between inflow and out- 
flow in a prism of aquifer (question) 
14; 26 

expression for inflow minus outtlow, for one di- 
mensional flow, in terms of difference in head 
gradients (question) 
18; 16 

change in a dependent variable expressed as a 
product of derivative and change in independent 
variable (question) 
25; 20 

change in a dependent variable as product of 
derivative and, change in independent variable 
(review) ; change in derivative as product of 
second derivative and change in independent 
variable (question) 
31; 13 

second derivatives and second partial derivatives; 
expression for change in ahlax in terms of 
second derivative (question) 
4; 23 

32 expression for change in ah/&c in terms of second 
derivative (review) ; expression for inflow 
minus outflow using second derivative (ques- 
tion) 
27; 2 

34 definition of transmissivity; expression for inflow 
minus outllow for one dimensional flow through 
a prism of aquifer, in terms of T and ~hl&‘; 
equating of this inflow minus outflow to rate 
of accumulation; expression for rate of accu- 
mulation in terms of storage coefficient (ques- 
tion) 
28; 12 

10 equating of rate of accumulation, expressed in 
terms of storage coefficient, to the expression 
for inflow minus outflow, to obtain the partial 
differential equation for one-dimensional non- 
equilibrium flow (question) 
11; 24 

19 partial differential equation for two-dimensional 
nonequilibrium flow ; partial difFerentia1 equa- 
tions and their solutions; review of method of 
deriving partial differential equations of ground 
water flow 

Part VI. Nonequilibrinm flow to a well: 
Seeticm: 

1 expression for flow through inner face of cylindri- 
cal element (question) 
34; 36 

15 combination of T and ah/&- into a single variable; 
expression for inflow minus outflow for cylin- 
drical element 
30; 25 

7 useof 

a ~2 
( 1 

-9. 
ar 

in place of 

expression for 

a rCh 
( > a- 
a* 

26; 8 
28 final expression for inflow minus outflow for 

cylindrical element; expression for rate of ILC- 
cumulation in storage in the element (question) 
12; 16 

37 combination of inflow minus outflow term with 
rate of accumulation term to obtain partial 
diEerential equation 
22; 32 

27 procedure of testing a function to determine 
whether it is a solution to the partial differen- 
tial equation; calculation of first radial deriva- 
tion of test function 
4; 2 
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5 calculation of second radial derivation of test 
function 
23; 9 

36 calculation of time derivation of test function 
3; 31 

20 expressions for 
S ah -- 
T at 

and 
Ph 1 ah 

w+x 
for test function 
17; 24 

21 verification that test function is a solution; in- 
stantaneous injection (slug test) problem; de- 
velopment of boundary conditions required at 
i!=O 
10; 19 

18 verification that test function satisfies the bound- 
ary conditions for t = 0; graphical demonstra- 
tion of its behaviour as t+O; development of 
boundary condition for r + 00 
29; 6 

33 relation between condition that @hli4r)+ 0 as 
T + t4 and condition that h + 0 as r + 0~; 
demonstration that test function also satisfies 
h+Oast + co ; development of condition 

v= m / S*h,,r*2mdr 
r=O 

11; 14 
13 demonstration that the test function satisfies 

v= / Tl o S-h,, ,*Brrdr; 

discussion of significance of slug teat solution 

Text-format discussion-Development of additional 
solutions by superposition: 

(p. 112) Linearity of radial equation; superposi- 
tion; equation for head at t due to in- 
jection at t’=O 

(p. 112) superposition to obtain effect of two in- 
jections 

(P. 112) expression for head change due to in- 
stantaneous withdrawal ; superposition 
to obtain effect of repeated bailing 

(P. 113) variable rate of continuous pumping as a 
sequence of infinitesimal withdrawals; 
effect of withdrawal during an infinitesi- 
mal time dt’; use of superposition to ob- 
tain head change due to pumping dur- 
ing a finite time interva.l 

(p. 114) implementation of superposition by in- 
tegration of the expression for head 
change due to instantaneous withdrawal, 
for case of variable. pumping rate 

(p. 115) transformation of integral into exponen- 
tial integral, for case of constant pump- 
ing rate 

(p. 116) definition of u; evaluation of the exponen- 
tial integral by means of series 

(p. 116) definition of well function; equation for 
case where h # 0 prior to pumping; 
equation in terms of drawdown; Theis 
equation 

(p. 117) development of the modified .nonequili- 
brium (semilog approximation) formula 

(p. 117) review of assumptions involved in de- 
rivation of the partial differential equa- 
tion for radial flow 

(p. 11’7) review of assumption involved in the in- 
stantaneous injection solution and in 
the continuous pumpage (constant rate) 
solution 

(p. 118) review of assumptions involved in the 
semilog approximation ; citations of 
literature on extensions of well-flow 
theory for more complex systems 

Part VII. Finite-difference methods: 
Section: 
1 finite-difference expression for first space deri- 

vative (question) 
7; 26 

12 finite-difference expression for second space deri- 
vative (question) 
27; 22 

15 finite-difference expression for 

(question) 
28; 24 

3 finite-difference expression for 

Vh 
g + G 

(review) ; 
notation convention for head at a node 
14; 5 

2 expression for 
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PROGRAM OUTLINE XI 

using subscript notation convention 
20; 18 

4 third subscript convention for time axis 
9; 23 

10 expression for 
* aPh 

$+G 

at a particular point and time using the sub- 
script notation; approximations to ah/Z%; finite 
forward-difference approximation to the ground 
water flow equation, using the subscript nota- 
tion (question) 
8; 19 

16 application of forward-difference equation in pre- 
dicting head values ; iterative (relaxation) tech- 
niques (definition) ; finite-diiIerence equation 
for steady-state two-dimensional flow (ques- 
tion) 
11; 13 

25 solution of the steady-state equation by iteration 
21; 6 

17 general discussion of numerical methods 

Text-format discussion-Finite difference methods: 

(p. 136) Forward-difference and backward differ- 
ence approximations to time derivative 

(p. 137) Forward-difference simulation of the 
ground-water flow equation; explicit 
method of solution 

(p. 13’7) Errors; stable and unstable techniquea 
(p. 138) Backward-difference simulation of the 

ground-water flow equation; simui- 
taneous equation sets 

(p. 139) Solution by iteration or relaxation tech- 
niques 

(p. 139) Solution of the steady-state equation by 
iteration 

(p. 139) Solution of the nonequilibrium equation, 
backward-difference simulation, by itera- 
tion 

(p. 140) Iteration levels; superscript notation; 
iteration parameter 

(p. 140) Successive overrelaxation; alternating di- 
rection techniques 

(p. 141) Forward-difference and backward-differ- 
ence simulations of the ground-water 
flow equation using A notation 

(p. 141) Alternating direction implicit procedure 
(p. 144) Thomas algorithm for ‘solution of equa- 

tion sets along rows or columns 

(p. 147) Iteration of the steady-state equation us- 
ing alternating direction method of 
calculation 

(p. 149) Iterative solution using the backward- 
difference simulation and the alternat- 
ing direction technique of computation 

Part VIII. Analog techniques: 

Section: 
1 Ohm’s law; definitions of current and resistance 

19; 8 
6 definitions of reaistivity and conductivity; Ohm’s 

law in terms of resistivity 
24; 3 

28 Ohm’s law in terms of conductivity; analogy be- 
tween Ohm’s law and Darcy’s law for one-di- 
mensional flow 
12; 7 

26 analogy between Darcy’s law and Ohm’s law 
for one-dimensional flow; extension to three 
dimensions; current density; flow of charge 
in a conducting sheet 
25; 23 

11 analogy between flow of charge in a conducting 
sheet and flow of water through a horizontal 
aquifer; method of setting up a steady-state 
analog; parallel between line of constant volt- 
age and line of constant head (question) 
16; 17 

21 nonequilibrium modeling; storage of charge in a 
capacitor, and analogy to storage of ground 
water; capacitor equations 
13; 10 

9 relation between time rate of change of voltage 
and time rate of accumulation of charge for a 
capacitor; relation between current toward a 
capacitor plate and time rate of change of volt- 
age 
20; 18 

4 relation between time rate of change of voltage 
and time rate of accumulation of charge for a 
capacitor (review) ; electrical continuity rela- 
tion; relation between currents and time rate 
of change of capacitor voltage, for a system,of 
four resistors connected to a capacitor; trans- 
formation of this relation to an equation in 
terms of voltages and dkldt (question) 
15; 27 

22 amdogy between equation for capacitor-four re- 
sistor system with finite-difference form of 
two-dimensional ground-water flow equation ; 
method of nonequilibrium modeling 
2; 14 

5 general discussion of the analog technique; 
heterogeneity; cross-sectional analogs; radial 
flow analogs 
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TECHNIQUES OF WATER-RESOURCES INVESTIGATIONS OF 
THE U.S. GEOLOGICAL SURVEY 

The U.S. Geological Survey publishes a series of manuals describing procedures for planning and conducting 
specialized work in water-resources investigations. The manuals published to date are listed below and may be 
ordered by mail from the U.S. Geological Survey, Books and Open-File Reports Section, Federal Center, Box 
25425, Denver, Colorado 80225 (an authorized agent of the Superintendent of Documents, Government 
Printing Office). 

Prepayment is required. Remittance should be sent by check or money order payable to U.S. Geological 
Survey. Prices are not included in the listing below as they are subject to change. Current prices can be obtained 
by writing to the USGS, Books and Open File Reports Section. Prices include cost of domestic surface 
transportation. For transmittal outside the U.S.A. (except to Canada and Mexico) a surcharge of 25 percent of 
the net bill should be included to cover surface transportation. When ordering any of these publications, please 
give the title, book number, chapter number, and “U.S. Geological Survey Techniques of Water-Resources 
Investigations.” 

TWI I-Dl. Water temperature-influential factors, field measurement, and data presentation, by H.H. Stevens, Jr., J.F. Ficke, and G.F. 
Smoot, 1975, 65 pages. 

TWI 1-D2. Guidelines for collection and field analysis of ground-water samples for selected unstable constituents, by W.W. Wood. 1976. 
24 pages. 

TWI 2-Dl. Application of surface geophysics to ground water investigations, by A.A.R. Zohdy, G.P. Eaton, and D.R. Mabey. 1974. 116 
pages. 

TWI 2-D2. Applicatton of seismic-refraction techniques to hydrologic studies. F.P. Haem. 1988. 86 pages. 
TWl 2-El. Application of borehole geophysics to water- resources mvesugattons, by W.S. Keys and L.M. MacCary. 1971. 126 pages. 
TWI 3-AI. General field and office procedures for indirect discharge measurements, by M.A. Benson and Tate Dalrymple. 1967. 

30 pages. 
TWI 3-A2. Measurement of peak discharge by the slope-area method, by Tate Dalrymple and M.A. Benson. 1967. 12 pages. 
TWI 3-A3. Measurement of peak discharge at culverts by indirect methods, by G.L. Bodhaine. 1968. 60 pages. 
TWI 3-A4. Measurement of peak discharge at wtdth contractions by mdirect methods, by H.F. Matthai. 1967. 44 pages. 
TWI 3.A5. Measurement of peak discharge at dams by indirect methods, by Harry Hulsing. 1967. 29 pages. 
TWI 3-A6. General procedure for gaging streams, by R.W. Carter and Jacob Davidian. 1968. 13 pages. 
TWI 3-A7. Stage measurements at gaging stations, by T.J. Buchanan and W.P. Somers. 1968. 28 pages. 
TWI 3-AS. Discharge measurements at gaging stations, by T.J. Buchanan and W.P. Somers. 1969. 65 pages. 
TWI 3-A9. Measurement of time of in streams by dye tracings, by F.A. Kilpatrick and J.F. Wilson, Jr. 1989. 27 pages. 
TWI 3-AIO. Discharge ratmgs at gaging stations, by E.J. Kennedy. 1984. 59 pages. 
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INTRODUCTION TO GROUND-WATER HYDRAULICS-A PROGRAMED 
TEXT FOR SELF-INSTRUCTION 

By Gordon D. Bennett 

Instructions to the Reader 

This programed text is designed to help 
you learn the theory of ground-water hy- 
draulics through self-study. Programed in- 
struction is an approach to a subject, a 
method of learning ; it does not eliminate 
mental effort from the learning process. 
Some sections of this program need only be 
read ; others must be worked through with 
pencil and paper. Some of the questions can 
be answered directly ; ‘others require some 
form of calculation. You may have frequent 
occasion, as you work through the text, to 
consult standard texts or references in 
mlathematics, fluid mechanics, and hydrology. 

In each of the eight parts of the text, begin 
the programed instruction by reading Section 
1. Choose an answer ,to the question at the 
end of the section, and turn to the new ~sec- 

tion indicated beside the answer you have 
chosen. If your answer was correct, you will 
turn to a section containing new material 
and another question, and you may proceed 
again as in Section 1. If your answer was not 
correct, you will turn to a section which con- 
tains some further explanation of the earlier 
material, and which directs you to go back 
for another try ,at the question. Usually, in 
this event, it will be worthwhile to reread the 
material of the earlier section. Continue in 
this way through the program until you 
reach a section indicating the end of the part. 
Note that although the sections are arranged 
in numerical order within each of the eight 
parts, you would not normally proceed in 
numerical ,sequence (Section 1 to Section 2 
and so on) through the instruction. 

1 
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Part I. Definitions and General Concepts 

Introduction 

In Part I, certain concepts which are fre- relating to these terms is not attempted. The 
quently used in ground-water hydraulics are material is intended only to introduce and 
introduced. Among these are porosity, spe- define these terms and to provide an indica- 
cific discharge, hydraulic head, and fluid tion of their physical significance. 
pressure. Rigorous development of theorems 

The porosity of a specimen of porous ma- Turn to Section: 

terial is defined as the ratio of the volume of 0.5 cubic feet 13 
open pore space in the specimen to the bulk 0.2 cubic feet 18 
volume of the specimen. 0.8 cubic feet 9 

QUESTION 

What volume of solid material is present 
in 1 cubic foot of sandstone, if the porosity 
of the sandstone is 0.20? 1 0 

Nowhere in Part I is there an instruction to the question, and turn to the section indi- 
to turn to Section 2. Perhaps you have just cated opposite the answer you select. 
read Section 1 and have turned to Section 2 
without considering the question in Section 
1. If so, return to Section 1, choose an answer 2 0 

Your answer in Section 6 is correct. Any a problem may arise if we attempt to define 
flow path between A and B will be longer average fluid velocity as a ratio of discharge 
than the linear distance AB; it is generally to cross-sectional area, as is customarily done 
impossible to know the actual distance that in open-flow hydraulics. 
a particle of fluid travels in moving through 
a section of porous material. 

In the same way, it is difficult to know the 
actual cross-sectional area of the flow, when 
dealing with flow in a porous medium. Any 
cross-sectional area selected will be occupied 
partly by grains of solid material and partly 
by pores containing the fluid. For this reason, Con.- 3. 

3 
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4 TECHNIQUES OF WATER-RESOURCES INVESTIGATIONS 

3. -con. 

QUESTION 

In the block of saturated porous material in 
the figure, a fluid di&arge, &, is crossing 
the area, A, at right angles. A represents the 
gross area of the block face, including both 
solid particles and fluid-filled pore sgace. The 
quotient Q/A would be: 

Turn to Section: 

less than 14 
equal to 28 
greater than 10 

the average velocity of the fluid particles 

Your answer in Section 6 is not correct. connected by a straight capillary tube, but 
The particle would move a distance equal to the probability of such a connection is essen- 
the linear interval AB if the two points were tially zero in a normal porous medium. In 

general, the possible paths of flow between 
any two points will be tortuous in character. 

4 Return to Section 6 and select another 
0 answer. 

Your answer in Section 22 is not correct. through the surrounding fluid, but x repre- 
Pressure doe5 represent potential energy per sents potential energy per unit weight due 
unit volume due to the forces transmitted to elevation. The question asked for total 

potential energy per unit volume. 

5 Return to Section 22 and select another 
0 answer. 

Your answer in Section 9 is correct. Thirty 
percent of the interconnected pore space in 
a porous medium whose effective porosity is 
0.20 is 6 percent of the bulk volume, or 0.06 
cubic feet. In the remainder of this program, 
fully saturated conditions will be assumed 
unless unsaturated flow is specifically men- 
tioned:* 

Variati0.n in the tlow velocity of an indi- 
vidual fluid particle is inherent in the nature 
of flow through porous media. Within an in- 
dividual pore, boundary resistance causes the 
velocity to decrease from a maximum along 

6. -Con. 

the centerline to essentially zero at the pore 
wall. Another form of velocity variation is 
imposed by the tortuous character of the 
flow-that is, the repeated branching and 
reconnecting of flow paths, as the particles 
of fluid make their way around the individual 
grains of solid. This anastomizing or braided 
pattern causes the velocity of a fluid particle 
to vary from point to point in both magnitude 
and direction, even if its motion occurs along 
the centerline of the pore space. However, if 
we view a small segment of the medium but 
one which is ,still large enough to contain a 
great number of pores, we find that the 
microscopic oomponents of motion cancel in 
all except one resultant direction of flow. 
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PART I. DEFINITIONS AND GENERAL CONCEPTS 6 

QUESTION 

In the porous block in the figure, a particle 
of fluid moving from point A to point B 
would travel a distance: 

Turn to Section: 
greater than the linear distance AB 3 
equal to the linear distance AB 4 
less than the linear distance AB 21 

Your ‘answer in Section 16 is not cor- 
rect. If we were considering the height of 
a static column of water above a point, 
which as we have seen is given by p/pg, 
we would be dealing with dimensions of 
potential energy per unit weight. The ques- 
tion in S,ection 16, however, relates to the 
units of pressure alone. These units are force 
per unit area-for example, pounds of force 
per square foot of area, which can be written 

in the form pounds/ft’. Now we may “multi- 
ply” these units by the term ft/ft to obtain 
an equivalent set of units applicable to pres- 
sure. 

Return to Section 16 and choose another 
answer. 

7 0 

Your answer, p +pgx, in Section 22 is cor- 
rect. We have seen th,at-pressure is equivalent 
to potential energy per unit volume attrib- 
utable to forces transmitted through the sur- 
rounding fluid. Potential energy per unit vol- 
ume due to elevation is obtained by multiply- 
ing the potential energy per unit weight due 
to elevation-that is, x-by the weight per 
unit volume, pg. The total potenti’al energy 
per unit volume is then the ‘sum of these two 
terms, that is, ~+~gx. 

No discussion of flow energy would be 
complete without mention of kinetic energy. 
In the mechanics of solid particles, the kinetic 
energy, KE, of a mass, m, moving with a 
velocity vu. is given by 

KE = mvp/2. 
Now suppose we are dealing with a fluid 

of mass density p. We wish to know the 
kinetic energy of a volu,me V of this fluid 
which is moving at a velocity v. The mass of 
the volume is pV, and the kinetic energy is 
thus 

pVvP/B. 
If we divide by the volume, V, we obtain 

0 pv”/2 

- 

as the kinetic energy per unit volume of fluid; 
and dividing this in turn by the weight per 
unit volume, pg, gives v2/2g as the kinetic 
energy per unit weight of fluid. Each of these 
kinetic energy expressions is proportional to 
the square of the velocity. The velocities of 
flow in ground-water movement are almost 
always extremely low, and therefore the 
kinetic energy terms are extremely small 
compared to the potential energy terms. Con- 
sequently, in dealing with ground-water 
problems we can generally neglect the kinetic 
energy altogether and take into account only 
the potential energy of the system and the 
losses in potential energy due to friction. This 
is an important respect in which ground- 
water hydraulics differs from the hydraulics 
of open flow. 

This discussion concludes Part I. In Part II 
we will consider Darcy’s law, which relates 
the specific discharge, Q, to the gradient of 
hydraulic head, in flow through porous media. 

8 0 
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6 TECHNIQUES OF WATER-RESOURCES INVESTIGATIONS 

Your answer in Section 1 is correct; if 0.20 
of the cube is occupied by pore space, 0.80 of 
its volume must be solid matter. In ground- 
water studfes we are normally interested in 
the interconnected, or effective, porosity, 
which is the ratio of the volume of intercon- 
nected pore space-excluding completely iso- 
lated pores--to the bulk volume. As used in 
this text the term “porosity” will always 
refer to the interconnected or effective poros- 
ity. Ground water is said to occur under sa;t- 
urated conditions when all interconnected 
pore space is completely filled with water, 

9 0 

and it occurs under unsaturated conditions 
when part of the pores contain water and 
part contain air. In problems of unsaturated 
flow, the degree of saturation is often ex- 
pressed as a percentage of the interconnected 
pore space. 

QUESTION 

What volume of water is contained in 1 
cubic foot of porous material, if the effective 
porosity is 0.20 and saturation expressed as 
a percentage of the interconnected pore space 
is 30 percent? 

0.30 cubic feet 
0.06 cubic feet 
0.20 cubic feet 

Turn to Section: 
12 

6 
29 

Your answer in Section 3 is not correct. 
The area rl represents the gross cross-sec- 
tional area of the porous block, normal to the 
direction of flow. A part of this area is occu- 
pied by grains of solid, and a part by open 
pore space. Let us s’ay that 20 percent of the 
area A represents pore space ; the actual 

10 0 

cross-sectional area available for the flow is 
thus 0.2 A. If we were willing to take the 
ratio of discharge to flow area as equal to the 
average velocity, without considering any 
other factor, we would have to use the ratio 
&/0.2A. The actual average particle velocity 
would presumably exceed even thi,s figure, 
because of the excess distance traveled in 
tortuous flow. 

Return to Section 3 and choose another 
answer. 

Your answer in Section 14 is not correct. 0 (h, is sometimes referred to as the pressure 
The column of water in the piezometer is head at point 0). We have defined head as tie 
static, but h, is the elevation of the top of elevation above datum of the top of a static 
this column above the point of measurement, column of water that can be supported at 

the point. 

11 Return to Section 14 and choose another 
0 answer. 

Your answer in Section 9 is not correct. 30 percent of the interconnected pore space 
Saturation is expressed here as a percentage is occupied by w,ater. Since the effective 
of the interconnected pore space, not as a porosity was given as 0.20, and the sample 
percentage of the sample volume ; that ia, volume as 1 cubic foot, the volume of inter- 

connected pore space is 0.20 cubic feet. 

12 Return to Section 9 and choose another 
l answer. 
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PART I. DEFINITIONS AND GENERAL CONCEPTS 7 

Your answer in Section 1 is not correct. question in Section 1 asked for the volume of 
Porosity is defined by the equation solid material, V,, in a specimen for which 

VP VP the gross volume, V,, is 1 cubic foot and the 
n--s- 

v, ve+vp 
porosity, n, is 0.20. 

Return to Section 1 and choose another 
where V, is the volume of pore space in the answer. 
specimen, V, is the gross volume of the speci- 
men, and V, is the volume of solid material 
in the specimen (note that V, = V, + V,) . The 13 0 

Your answer in Section 3 is correct. Q/A 
will be less than the average velocity of fluid 
motion since the gro.ss cross-sectional area, 
A, will be greater than the actual cross- 
sectional area of flow. In many porous media, 
the ratio of actual area of flow to gross cross- 
sectional area can be taken as equal to the 
interconnected porosity of the material. 

We have seen that it is generally difficult 
or impossible to know or measure the actual 
velocity of fluid motion or the actual cross- 
sectional area of flow in a porous medium. 
For this reason, we usually work in terms of 
discharge and gross cross-sectional area. 
That is, we use the quantity Q/A, where Q 
is the discharge through a segment of porous 
material, and A is the gross cross-sectional 
area of the segment. This quantity is referred 
to as the specific discharge, or specific flux, 
and is designated by the symbol q. 

Another quantity we will use frequently 
is the static head, or simply the head. In 
ground-water problems, the head at a point 
is taken as the elevation, above an arbitrary 
datum, of the top of a static column of water 
that can be supported above the point. In 
using this definition, we assume that the 
density of the water in the measuring column 
is equal to that of the ground water, and that 
the density of the ground water is uniform. 

Porhs ’ 
filter 

, , 

bed T 
9 

QUESTION 

The diagram represents an enclosed porous 
filter bed ; the plane AB is taken as the datum 
and a piezometer is inserted to the point 0. 
What is the head at point 0 ? 

Turn to Section: 

The distance h, 11 
The distance x 17 
The distance h,+ z 24 

14 0 
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8 TECHNIQUES OF WATER-RESOURCES INVESTIGATIONS 

Your answer in Section 16 is not correct. 
Pressure is usually expressed as force per 
unit area-for example, as pounds per square 
foot, which may be written pounds/ft*. A 
term having units of work or energy per unit 
area, such as ft-pounds/ft?, would represent 

15 l 

the product of pressure and a term having 
units of distance, feet. We are interested here 
in an equivalent set of units for pressure 
alone. Now note that if a pressure term were 
multiplied by a dimensionless factor having 
“units” of ft/ft, we would obtain a result still 
having the units of pressure. 

Return to Section 16 and select another 
answer. 

Your answer, p/pg, in Section 24 is correct. 
The column. of water inside the pipe is static 
and must obey the laws of hydrostatics. Thus 
the pressure at the bottom of the pipe is 
related to the height of the column of water 
in the pipe by Pascal’s law, which here takes 
the form 

or 
P = PiA, 

h, = p/w 
h, thus actually serves as a measure of the 
pressure at the point occupied by the end of 
the pipe and, for this reason, is termed the 
pressure head at that point. It is added to the 
elevation of the point to yield the head at 
the point. 

Head in ,ground water is actually a me&s- 
ure of the potential energy per unit weight 
of water. This is an important concept. 

The elevation term, x, in the diagram rep- 
resents the potentilal energy of a unit weight 
of water at point 0 that accrues from the 
position of the point above the datum. For 
example, if x is 10 feet, 10 pound5 of water 
in the vicinity of point 0 could accomplish 
100 foot-pounds of work in falling to the 
datum ; the potential energy per unit weight 
of water at point 0 due to the elevation of 
the point alone would thus be 10 feet. Sim- 
ilarly, the pressure term, h,, represents the 
potential energy of a unit weight of water at 
point 0 originating from the forces exerted 
on the point through the surrounding fluid. 
This concept is considered further in the 
following sections. 

16 0 

Piezometer 

-- 

-T h* 1 - 0 
I 2 

Water level 
in piezometer 

A Datum - 
(Point 0 represents a general point 

in a fluid system) 

QUESTION 

Pressure is normally thought of as force 
per unit area. Dimensionally this is equiva- 
lent to: 

Turn to Section: 
energy per unit weight 7 
energy per unit volume 26 
work per unit area 15 
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PART I. DEFINITIONS AND GENERAL CONCEPTS 9 

Your answer in Section 14 is not correct. when conditions in the porous medium are 
x is the elevation of the point above the at equilibrium. 
datum; we defined< head as the elevation, Return to section 14 and choose another 
above datum, of the top of a static column of answer. 
water that can be supported at the point. The 
column of water in the piezometer is static 17 0 

Your answer in Section 1 is not correct. Return to Section 1 and choose another 
If the porosity is 0.20, there will be 0.20 cubic answer. 
foot of pore space in a specimen of l-cubic- 
foot volume. The question asked for the vol- 
ume of solid material in the specimen. 18 0 

Your answer in Section 24 i,s not correct. 
The column of water inside the pipe is static 
and must obey the laws of hydrostatics. The 
pressure at a depth d beneath the water sur- 
face, in a b,ody of static water, is given by 
Pascal’s law as 

p=Pgd 
where again p is the mass density of the 
water, g is the acceleration due to gravity, 
and the pressure at the water surface is 
taken as zero. This relation may be applied 

to the water inside the pipe in the question 
of Section 24. If you are not familiar with 
Pascal’s law it would be useful to read 
through a di,scussion of hydrostatics, as given 
in any standard physics text, before pr+ 
ceeding further in the program. 

Return to Section 24 and choose another 
answer. 

19 0 

Your answer in Section 26 is not correct. tion is x, while that due to the forces exerted 
Potential energy is a scalar term ; when it on it through the swrrounding water is h,. 
consists of contributions from different Return to Section 26 and choose another 
sources, these are simply added to obtain the answer. 
total potential energy. The potential energy 
of the unit weight of water due to its eleva- 20 8 

Your answer in Section 6 is not correct. Return to Section 6 and select another 
The line AB is, of course, the shortest dis- answer. 
tance between the two points, and no flow 
path could be any sho’rter than this. 21 0 
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10 TECHNIQUES OF WATER-RESOURCES INVESTIGATIONS 

0 

Your answer in Section 26 is correct. The 
unit weight of water has hydraulic potential 
energy due to its elevation and due to the 
forces exerted on it by the surrounding fluid. 
The potential energy due to its elevation is 
x, and the potential energy due to the forces 
exerted on it through the surrounding fluid 
is p/Pg or h,. The sum of x and h, is of course 
the head, h, (as used in ground-water hy- 
draulics) at the point in question. The two 
terms making up the head at a point-the 
elevation of the point itself above datum and 
the elevation of the top of a static column of 
water that can be supported above the 
point-measure respectively the two forms 
of hydraulic potential energy per unit 
weight. Their sum indicates the total hy- 
draulic potential energy per unit weight of 
fluid at the point. 

Piezometer + 

A 

> - 

rJ 

I 

Water level 

1 

-. m piezometer 

PIN 

QUESTION 

Which of the following expressions would -l-----Datum- 
indicate total hydraulic potential energy of 
a unit volum.e of fluid in the vicinity of point 
A in the diagram? 

Turn to Section: 

P+Pm 8 

22 P+x 5 
0 P/PS + 2 27 

Your answer in Section 26 is not correct. weight of water in this vicinity will also 
x represents, the potential energy of a unit possess potential energy because of the forces 
weight of water in the vicinity of point 0, due exerted upon it through the surrounding 
to its elevation above the datum. A ‘unit water. The question asked for total hydraulic 

’ potential energy. 

23 Return to Section 26 and select another 
0 answer. 

Your answer in Section 14 is correct. Head water that can be supported above the point. 
consists of two terms in ground-water sys- In this case, the column of water in the 
tems: the elevation of the point itself above piezometer is the static column above the 
datum, and the height of a static column of point. 

The height of the column of water above 

24. -con. 
the point is a measure of the pressure ‘at the 
point and is sometimes termed the pressure 
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PART I. DEFINITIONS AND GENERAL CONCEPTS 11 

head. Readers familiar with open flow hy- 
draulics may recognize that the head we have 
defined here differs from the total head used 
in open flow hydraulics in that the velocity 
term, vz/2g, is missing. Velocities of flow are 
usually smtall in ground-water systems, and 
the term v2/2g is almost always negligible in 
comparison to the elevation and pressure 
terms. 

QUESTION 

Suppose a pipe, open only at the top and 
bottom, is driven into the ground. ‘The bottom 
of the pipe comes to rest at a point below the 
water table where the pressure is p. Water 
rises inside the pipe to a height h, above the 

lower end of the pipe. The pressure on the 
water surface within the pipe (which is 
actually the atmospheric pressure) is here 
taken as zero. The height of the column of 
water inside the pipe, above the bottom of the 
pipe, will be given by: 

Turn to Section: 
h, = pips 16 
h, = g/pp 25 
h, = ppg 19 
where p is the water density, or mass per unit 
volume, and g is the gravitational constant. 

Con.- 24. 

Your answer in Section 24 is not correct. 
Pressure within a body of static water varies 
in accordance with Pa’scal’s law, which may 
be stated 

p=pgd 
where p is the mass density of water, g is the 
acceleration due to gravity, and d is the depth 
below the surface at which the pressure is 
measured. The pressure on the upper surface 
of the water (sometimes denoted p, in text- 
books of hydraulics) is here considered to be 
zero. If you are not familiar with this rela- 
tion, it would be a good idea to read through 

a discussion of hydrostatics, as presented in 
any standard physics text, before proceeding 
further with the program. 

In the problem of Section 24, the column 
of water in the pipe is static, and Pascal’s 
law may be used to give the pressure at any 
point within this column-even at its base, 
where it joins the ground-water system. 

Return to Section 24 and choose another 
answer. 

25 0 

Your answer in Section 16 is correct. Pres- 
sure may in fact be thought of as potential 
energy per unit volume of liquid. Physically, b-d-4 
this concept is perhaps most easily appre- 
ciated using the example of a simple hy- 
draulic cylinder, or hydraulic press, shown 
schematically in the diagram. Liquid under 

~~~~~~~- 

a pressure p is fed in through the port at 0. 
As the liquid enters, the piston is displaced 

!qyjl--g 

to the right. Pressure is a measure of force 
per unit area, and it follows that the total 
force on the piston is given by the product 
of the pressure, p, and the face area of the Con.- 0 26 
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12 TECHNIQUES OF WATER-RESOURCES INVESTIGATIONS 

piston, which we designate A. Thus, F-p x A, the pressure, p, under which the fluid is ad- 
where F is the force on the piston. mitted to the cylinder. 

The work accomplished in moving the 
piston is given as the product of the force 
and the distance through which it acts. If the 
piston moves a distance d, the work done is 
given by 

W=Fxd=pxAxd 
where W is the work accomplished in moving 
the piston. The product A X d is the volume 
of fluid in the cylinder at the completion of 
the work; and we could say that this volume 
of liquid is capable of doing the work W, 
provided the liquid is at the pressure p. 

This concept of pressure as potential en- 
ergy per unit volume can be extended to gen- 
eral systems of flow, provided that we under- 
stand this potential energy to be only that 
due to forces exerted on a fluid element by the 
surrounding fluid. To obtain total potential 
energy, we would have to add the potential 
energy due to the force of gravity acting 
directly on the fluid element. 

Potential energy is often termed the ability 
to do work. That is, if a system is capable of 
doing 10 foot-pounds of work, we say that it 
possesses a potential energy of 10 foot- 
pounds. In the case of our cybnder, the poten- 
tial energy we assign depends upon how far 
we are willing to let the piston travel. If the 
piston is allowed to travel a distance d=5, 
the work that can be done is px5A; if the 
piston is allowed to travel a distance d=lO, 
the work that can be done is px 10A. Thus 
the assignment of a potential energy in this 
case is not altogether straightforward, since 
the distance which the piston will travel-r, 
equivalently, the volume of fluid which will 
be admitted to the cylinder under the pres- 
sure p-must be specified before the potential 
energy can be assigned. In this case, there- 
fore, it is more convenient to talk about a 
potential energy per unit volume of liquid. 
For example, if we are told that the potential 
energy is 10 foot-pounds per cubic foot of 
water in the cylinder, we can calculate the 
particular potential energy associated with 
the admission of any specified volume of fluid 
to the cylinder. The work which can be done 
if a volume AXd of liquid is admitted is 
p X A x d; dividing this by the volume A xd 
gives the work which can be done per unit 
volume of liquid-that is, the potential en- 
ergy per unit volume of liquid. This poten- 
tial energy per unit volume turns out to be 

If pressure, representing potential energy 
per unit volume, is in turn divided by pg, 
weight per unit volume, we obtain p/pg-or 
simply h,, the height of a static column of 
water above the point-as the potential en- 
ergy per unit weight that is due to the forces 
transmitted through the surrounding fluid. 

QUESTION 

Referring to ^ihe diagram, which of the 
following expreseions will give the total hy- 

Water level 

-T - in piezometer 

Piezometer j 

1 

h, 
1 - 0 

( Datum - 

draulic potential energy of a unit weight of 
water located in the vicinity of point O? 

26. -Con. 
z 

h,+x 

Turn to Sectction: 

23 
22 
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PART I. DEFINITIONS AND GENERAL CONCEPTS 13 

Your answer in Section 22 is not correct. Return to Section 22 and choose another 
We have already seen that p/Pg + x was equal answer. 
to the total potential energy per unit weight 
of water. To obtain potential energy per unit 
volume, we must multiply by weight per unit 
volume. 27 0 

Your answer in Section 3 is not correct. 
The quotient, &/A, would yield an average 
velocity if we were dealing with an open 
flow. Here, however, A is not the cross- 
sectional area of flow; it is, rather, the cross- 
sectional area of the porous block normal to 
the flow. Only that fraction of this area which 
consists of open pore space can be considered 
the cross-sectional area of flow. Suppose, for 

example, that this pore area. represents 20 
percent of the total face area, A. The flow 
area would then be 0.2 A. 

Return to Section 3 and choose another 
answer. 

28 0 

Your answer in Section 9 is not correct. Return to Section 9 and choose another 
The volume of interconnected pore space is answer. 
0.20 cubic feet, but since saturation is less 
than 100 percent, the volume of water in the 
specimen cannot equal the volume of inter- 
connected pore space. Keep in mind that we 
are expressing saturation as a percentage of 
the interconnected pore space. 29 0 
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Part II. Duty’s Law 

Introduction 

Part II gives a development of Darcy’s than a plausibility argument, and is pre- 
law. This law relates ‘specific discharge, or sented in order to give the reader some 
discharge per unit area, to the gradient of appreciation for the physical significance of 
hydraulic heAd. It is the fundamental relation the relation. 
governing steady-state flow in porous media. Following the program section of Part II 
The development given here should not be a short discussion on generalization of 
taken as a rigorous derivation ; it is no more Darcy’s law is given in text format. 

In mechanics, when considering the steady 
motion of a particle, it is customary to equate 
the forces producing the motion to the fric- 
tional forces opposing it. The same approach 
may be followed in considering the steady 
movement of fluid through a porous medium. 
In studying the motion of a solid particle 
through a fluid, we find that the force of 
friction opposing the motion is proportional 
to the velocity of the particle. Similarly, in 
flow through a porous medium, we will 
assume that the frictional forces opposing the 
flow are proportional to the fluid velocity. Our 
approach, then, will be to obtain expressions 
for the forces driving a flow and to equate 
these to the frictional force opposing the 
flow, which will be assumed proportional to 
the velocity. More exactly, we will take the 
vector sum of the forces driving ,and opposing 
the flow and set this equal to zero. What we 
are saying is that because the fluid motion is 
steady-that is, because no acceleration is 
observed-the forces on the fluid must be in 
balance, and thxerefore that their vector sum 
is zero, at all points. The equation that we 
obtain from this process of balancing forces 

will be a form of Darcy’s law. We begin by 
considering the forces which drive the flow. 

QUESTION 

Suppose we have a pipe packed with sand, 
as in the diagram. The porosity of the sand is 
n. Liquid of density p is circulated through 
the pipe by means of a pump. The dotted 
lines mark out a small cylindrical segment 
in the pipe, of length Al, and of cross-sec- 
tional area A, equal to that of the pipe. A 

14 
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PART II. DARCY’S LAW 15 

small volume, or element, of the moving stream face of the fluid element by the ad- 
fluid occupies this segment. The fluid pres- jacent fluid element? 
sure at point 1, at the upstream side of the Turn to Section: 

segment, is p,. PI A 25 
Which of the following expressions would p,nA 8 

best represent the force exerted on the up- PlPg 16 

Your answer in Section 19, which you have chosen is not incompatible 

- -$Q(Az-WA), 
with these assumptions, it does not fit them 
as well as one of the other answers. Your 

is not correct. Our assumptions were that the answer assumes the retarding force to be 

frictional retarding force wo,uld be propor- proportional more particularly to the full 

tional in some way to the dynamic viscosity discharge, Q, than to the specific discharge, 

(p), to the volume of fluid in the element Q’A’ 
(Al-n-A), and to the specific discharge, or Return to Section 19 and choose another 
flow per unit area (Q/A). While thme answer answer. 

Your answer in Section 26 is not correct. the density of the fluid, represents its mas8 
The term aZ*n*A gives the volume of fluid in per unit volume. 
the element; the question asked for the mass Return to Section 26 and choose another 
of fluid in the element. Keep in mind that p, answer. 

(4) 
Your answer in Section 35 is not correct. pression for the component of thixs total fosce 

The term d (Ax) 2 + (AZ) * is obviously equal in the direction of flow. We hlave seen that 
to Al, so that the answer you sehzcted is this component is given by the expression 
equivalent to the term p*n.A.g.hZ. But ‘ais we ! .n-A.g-Al.cos 7; the idea of the question 

saw in Section 15, this term gives the magni- 
1s to find a term equivalent to cos y and to 
substitute it into the above expression. 

tude of the total gravitational force on our Return to Section 35 and choose another 
fluid element; what we want here ia an ex- answer. 
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16 TECHNIQUES OF WATER-RESOURCES INVESTIGATIONS 

Your answer in Section 31, 

d*nA 
-ii’ 

is not correct. The expression obtained pre- 
viously for the net force was (p,-p,)nA, or 
- ApnA. You have substituted the pressure 
gradimt, 01” rate of pressure change per foot, 
for the small pressure change, -hp. To ob- 
tain a net change, or increment, from a gradi- 
ent, or rate of chlange per unit distance, we 
must multiply the rate per unit distance by 
the distance over which this change takes 
place. For example, dp/dZ in the figure repre- 
sents the slope of a graph of pressure, p, 
versus distance, 2. To obtain the pressure 
change, p, -p,, we must multipIy this slope 
by the length of the interval, AI; and since 
we actually require the quantity p, -p,, we 
must insert a negative sign. (In the situation 
shown at left, p, is greater Ihan p,-that is, 
pressure is decreasing in the direction of 
flow, 1. The derivative dp/dl is therefore an 

4 Distance, 2 -C 4 

-dp 
Pa - p, = Pressure change, &J = &IXA~ 

intrinsically negative quantity itself-the 
graph has a negative slope. By inserting an- 
other negative sign, we will obtain a positive 
result for the term p,-p,.) 

Return to Section 31 and choose another 
answer. 

Your answer in Section 33 is not correct. 
The term p.n*Al.A*g gives the magnitude of 
the total gravitational force vector, F,. How- 
ever, we require the component of this force 
vector in the direction 1 since only this com- 
ponent is effective in producing flow along 
the pipe. In the vector diagram, the length 
of the arrow representing the gravitational 
force, F,, is proportional to the magnitude of 
that force, and the length of the arrows rep- 
resenting the two components, f, and f,,, are 
proportional to the magnitudes of those com- 
ponents. Using a diagram to show the resolu- 
tion of a vector into its components makes it 
easy to visualize the following general rule: 
the magnitude of the component of a vector 
in a given direction is obtained by multiply- 
ing the magnitude of the vector by the cosine 
of the angle between the direction of the 
vector and the direction in which the com- Return to Section 33 and choose an&her 
ponent is taken. answer. 
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PART II. DARCY’S LAW 17 

f7\ 

Your answer in Section 28, 
Q dh -= 
A 

-K-, 
dl 

is correct. This relation between specific dis- 
charge and head gradient, or hydraulic gradi- 
ent, dh/dl, was obtained experimentally by 
Henri Darcy (1856) and is known as Darcy’s 
law for flow through porous media. Thse,con- 
stant K, in the current usage of the U.S. 
Geological Survey, is termed the hydraulic 
conductivity and has the dimensi’ons of a 
velocity. The constant k, again in the cur- 
rent usage of the Geological Survey, is 
termed the intrinsic permeability; it’s dimen- 
sions are (length) *, and its units depend 
upon the units of density and viscosity em- 
ployed. In the current usage of the Geologi- 
cal Survey; where p is measured in kg/m?, g 
in m/s*, and p in kg/ (m s) , k would have 
the units of m*. 

As noted in Section 28, hydraulic conduc- 
tivity, K, is related to intrinsic permeability, 
k, by the equation 

K&K 
P 

where p is the fluid density, p the dynamic 
viscosity of the fluid, ,and g the gravitational 
constant. Hydraulic conductivity thus in- 
corporates two properties of the fluid and 
cannot be considered ,a property of the porous 
medium alone. Intrinsic permeability, on the 
other hand, is normally considered to be only 
a property of the porous medium. In ground- 
water systems, variations in density aIre 
normally associated with variations in dis- 

solved-mineral content of the water, while 
variations in viscosity are usually due to 
temperature changes. Thus in problems in- 
volving significant variations in mineral con- 
tent or in water tem’perature, it is preferable 
to utilize intrinsic permeability. 

The entire theory of steady-state flow 
through porous media depends upon Darcy’s 
law. There are certain more general forms 
in which it may be expressed to deal with 
three-dimensional motion; some of these are 
considered in the text-format discussion at 
the end of this chapter. The development 
presented in this chapter involves numerous 
arbitrary assumptions, and thus should not 
be considered a theoretical derivation of 
Darcy’s law. It has been presented here to 
illustrate, in a general way, the physical 
significance of the terms appearing in the 
law. 

QUESTION 

Consider the following statements : 
(a) ground water flows from higher eleva- 

tions to lower elevations. 
(b) ground water flows in the direction of 

decreasing pressure. 
(c) ground water moves in the direction 

of decreasing head. 
Based on Darcy’s law as given in this chap- 

ter, which of these statements should always 
be considered true? 

Turn to Section: 
all three 29 
(b) and (c) but not (a) 13 
only Cc) 21 

(8) 
Your answer, p,nA, in Section 1 is cor- by the fluid area then gives the total force 

rect. The overall cross-sectiontal area of the on the fluid element th,rough the upstream 
upstream face of the segment is A. The face. Similarly, if p, is the fluid pressure 
area of fluid in the upstream face is nA, if at the downstream face, p,nA, gives the 
we assume the ratio between fluid ‘area and magnitude of the force exerted on the down- 

0 
overall area to be equal to the porosity. The stream face of the fluid element by the ad- 
pressure, or force per unit area, multiplied jacent downstream element. 
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18 TECHNIQUES OF WATER-RESOURCES INVESTIGATIONS 

(8) -Con. 

QUESTION 

Let us assume that the pressure p, is Turn to Section: 
greater than the pressure p,. Which of the p,nA + p,nA 23 
following expressions would best represent p,nA + pznA 
the net pressure-force on the element in 2 12 
the direction of flow? p,nA - p,nA 31 

(9) 
Your answer in Section 28 is not correct. dh d(p/pg) dz 

We saw in Part I that head, h, was given by -=-+-* 
dl dl dl 

h=L+z. Use this result in selecting a new answer 
v to the question of Section 28. 

It follows that 

Your answer in Section 11 is not correct. 
We have obtained expressions for two forces 
acting in the direction of flow-the net 
pressure force, which was calculated as the 
difference between forces exerted on the up 
stream and downstream faces of the element 
by adjacent elemenb of fluid (see Section 
26) ; and the component of the gravitational 
force in the direction of flow (see Section 
11). The question asks for the combined net 
force due to both pressure and gravity. 

Forces are combined by means of vector ad- 
dition. In this cause, however, the net pressure 
force and the component of gravity we are 
considering are oriented in the same direc- 
tion-in the direction of flow. Vector addi- 
tion in this instance therefore becomes a 
simple addition of the magnitudes of the two 
terms. 

Return to Section 11 and choose another 
answer. 

Your answer, 
AZ 

pen. Al.A.g-, 
Al 

in Section 35, is correct. Ax/Al is the equiva- 
lent of cos y ; it simply gives the chlange in 
elevation per unit distance along the path of 
flow. (It thus differs from slope which by 
definition is the change in elevation per unit 
horizontal distance.) In the notation of cal- 
CUIUS, AZ/A~ would be represented by the 
derivative, dx/dZ, implying the limiting value 

of the ratio AZ/AZ as smaller and smaller 
values of Al are liken. The force component 
along the pipe must be positive, or oriented 
in the direction of flow, if x decreases in the 
direction of flow-that is, if dz/dZ is negac 
tive. It must be negative, or oriented against 
the flow, if x increases in the direction of 
flow-that is if dx/dl is positive. We there- 
fore introduce a negative sign, so that we 
have finally 

f,= -p.n.A.al*g*dz/dl 
where 4 is the component of the gravitational 
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PART II. DARCY’S LAW 19 

(11)~con. 
force parallel to the pipe, as in Section 33. Turn to Section: 

The total force driving the flow is the sum 
of this gravity component and the pressure 
force. 

( -;-pg!f)nl.n.A 19 

dp dz 
QUESTION 24 

Which of the following expressions would 
---$os 7 +p.n.Al+A.g.- 

dl 
give the net force on the fluid in the direction dz dp 
of flow, due to pressure and gravity together? 

-p.~~.~l.A-g.--- 10 
dl dl 

(12) 

Your answer in Section 8 is not correct. 
The expression (p,nA -+p2nA) /2 would be 
approximately equal to the force in the di- 
rection of flow against a cross-sectional area 
taken at the midpoint of our fluid element; 
it does not give the net force on the element 
itself in the direction of flow. 

The fluid element extends along the pipe 
a short distance. Over this distance, pressure 
decreases from p, at the upstream face to p, 
at the downstream face. The force on the 
element at the upstream face is the force 
acting in the direction of flow; the force on 

the element at the downstream face is a 
force acting agaisnf the direction of flow. 
That is, it is a “back push” from the adjacent 
fluid element, against the element we are 
considering. Its magnitude is again given as 
a product of pressure, porosity, and face 
area, p,nA, but we now insert a negative sign 
to describe the fact that it acts in opposition 
to the force previously considered. The net 
force in the direction of flow is obtained by 
algebraic addition of the two force terms. 

Return to Section 8 and choose another 
answer. 

Your answer in Section 7 is not correct. that Darcy’s law relates flow per unit area to 
Ground water frequently percolates down- the gradient of head, not to the gradient of 
ward from the water table ; the pressure is pressure. 
greater at depth than at the water table, so Return to section 7 and choose another 
in these cases water is moving in the direc- answer. 
tion of increasing pressure. Keep in mind 

Your answer in Section 31 is not correct. pressure change term, --hp. To obtain an 
We have seen that the net pressure force was expression for a change, or an increment, 
equal to --hpnA. It cannot be equal to this from a derivative, it is necessary to multiply 
and to Ap(dp/dl)nA (unless dp/dl happens the derivative--that is, the rate of change 
to equal -1, in a particular case). per unit distance--by the distance over 

We wish to substitute an expression in- which the increment or change occurs. For 
volving the derivative, dp/dZ, in place of the example, the diagram shows a graph of pres- 
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- (Id)-Con. 

PI --.-_ 

I 

Slope 
dp of -5 

R Jdl graph . 
2 
2 
; P2 --.- -__----_-- _______ 
PC 

Al 

4 Distance, I - 12 

sure versus distance. The slope of this graph 
is the derivative, dp/dl. If we wish to ob- 
tain the change in pressure, p,--p, occurring 
over the interval A& we must multiply the 
rate of change per unit distance, dp/dl, by 
the distance Al. Since we actually require the 
negative of this quantity, pl--p2, we must 
insert a negative sign. (As shown on the 
graph, p, exceeds p 2-pressure is decreasing 
in the direction of flow, 1. The derivative of 
pressure with respect to distance, dp/dl, is 
therefore a negative quantity itself-that is, 
the graph has a negative slope. By inserting 
another negative sign, we will obtain a posi- 

P2 - p, = Pressure change, Ap = $XAl tive result for the term pl-p2.) 
Return to Section 31 and choose another 

answer. 

(15) 
Your answer, m=p-Al-n.A, in Section 26 

is correct; mass density, p, times volume of 
fluid, n.Al*A, where n is porsity, gives the 
mass of fluid. The magnitude of the total 
force of gravity on our fluid element will, 
therefore, be p .Al.n*A.g. This gravitational 
force acts vertically downward. As a force, 
however, it is a vector quantity; and like any 
other vector quantity it can be resolved into 
components acting in other directions. 

QUESTION 

The diagram again shows the flow system 
we have postulated. Which of the following 
statements is correct? 

d----J, 
The entire gravitational force is effect- 

tive in causing flow along the pipe. 22 
Only the component of the gravitational 

force parallel to the axis of the pipe 
contributes to flow along the pipe. 33 

Only the horizontal component of the 
gravitational force contributes to flow _ . along the pipe. 18 

0 
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PART II. DARCY’S LAW 21 

(16) 
Your answer in Section 1 is not correct. 

The force on the element will be given by 
plied by the area of fluid against which the 
pressure acts. 

the pressure, or force per unit area, multi- Return to Section 1 and choose another 
answer. 

(17) 
Your answer in Section 26 is not correct. aleA is occupied by fluid ; the balance is oc- 

The term p.Al.A would give the mass of a cupied by solid sand grains, so that the actual 
fluid element having a volume h1.A. In our volume of fluid is less than AZ-A. 
problem, however, only a part of the volume Return to Section 26 and choose another 

answer. 

Your answer in Section 15 is not correct. 
Gravity, as we are considering it, has no 
horizontal component. No vector can have a 
component perpendicular to its own direc- 
tion. For our purposes we consider the gravi- 
tational force vector, F, to be always di- 
rected vertically downward ; there can be 
no horizontal component of this force. 

The diagram shows the gravitational force 
vector resolved into two components---one 
parallel to the direction of flow, fi, and one 
perpendicular to the direction of flow, f,,. 
Fluid velocity itself may be considered a vec- 
tor, in the direction 1. As such, it has no com- 
ponent in the direction of f,, normal to the 
pipe-and a force component normal to the 

pipe could not contribute in any way to the 
fluid velocity, 

Return to Section 15 and choose another 
answer. 

Your answer in Section 11, 

is correct. The net force per unit volume of 
fluid due to pressure and gravity would thus 
be 

/ dp dz\ - 
t -+pps- , 

dl dl I 
since AZ.n.A gives the voiume of the fluid 
element. 

Our approach in this development is to 
equate the net force driving the flow to the 
frictional force opposing it; ‘more exactly, we 
will obtain the vector sum of these opposing 
forces ,and :set the result equal to zero. The 
resulting equation will ,be a &atement of 
Darcy’s law. We have obtained an expression 
for the net force driving the flow. We now 
consider the force opposing the motion. This 
force is due primarily to friction between the 
moving fluid land tie porous medium. In some 
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(19) -Con. 

other systems of mechanics-for ,example in 
the case of a particle moving through a vis- 
cous fluid at moderate speed-the frictional 
retarding force is olbserved to be proportional 
to the velocity of movement. By anlalogy we 
assume a similar relation to hold for our 
element ‘of fluid. However, Ia,s indicated in 
Part I, [the actual (pore) velocity varies from 
point to point and is difficult or impossible to 
determine. For practical purpos’es therefore, 
we consider the frictional force on our fluid 
element to be proportional to the s)pecific dis- 
charge, or flow per unit clross-sectional ‘area, 
through the porous material. (See Section 
14, Part I.) The specific discharge, which has 
the dimensions of ‘a velocity (land is in fact a 
sort of ,a,pplarent velocity), lis determined by 
the statistical distribation of pore vel,ocities 
within the fluid element; and we axe, in ef- 
fect, assnming that (the ,total frictional re- 
tarding force on the element is likewise de- 
termined by this statistical dietribution of 
pore velocities. In addition, we assume the 
totial frictional retarding force on the fluid 
element to <be. proportional ;to the volume of 
fluid in the ~elem~ent, ‘on the ;tiheory that the 
total ‘area of fluid-solid contact within the 
element, and therefore the total frictioaal 
drag on the element, increases in proportion 
to the volume of the element. Finslly, we as- 
sume thlat (the retarding force is proportional 
to the dynamic viscosity of the flaid, since 
we would expect a fluid of low viscosity to 
move throjugh a porous medium more readily 
th’an ia highly viscous liquid. 

Porosity = n 
2 

QUEStl0t.l 

Following the various assumptions out- 
lined above, which of the following expres- 
eiolns would you choose as best representing 
the frictional retarding force on the fluid ele- 
ment of ,Section 1. (Shown again in the di:a- 
gram. ) 

Turn to Section: 

k A1.n.A 

20 

where l/k indioates a constant of propor- 
tionality, p is the dynamic viscosity of the 
fluid, and Q is the flulid discharge through the 
,pipe. 

Your #answjer in ,Section 19, changing with time, or in other words, that 
Q 

-+p(~le~eA)7 
there is no fluid acceleration. In this condi- 
tion, 6he forces producing the motion must 
be in balance with the frictional retarding 

is correct. The negative sign is employed to force. The vector sum of these forces must 
indicate *that ,&he frictional retarding force therefore be zero; and ,beoause the force 
will be opposite in di~rection to the fluid move- components contribuGng to ‘the ,motion are 
ment. We assume that our fluid motion is all dire&ed along ,tie pipe, this v&or sum 
steady-that is, &hat the fluid velocity i,s not is simply an algebraic sum. 
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(20)-con* 
QUESTION 

We have seen that the net driving force on 
the fluid element-that is, the net force in 
the direction of flow due to pressure and 
gravity together-is given by 

/dr, dx\ - 

Suppose we take the algebraic sum of this 
force and our retarding force, and set the 
result equal to zero. Which the following 

equations may then be derived from 
sult? 

Turn 
dp dz P Q --$pg-+-.-=Al~n~A 

dl k A 
k dp dz Q 

-- 
( ) 

-+pgji =A 
P dl 

PQ Al.n.A=-- 
kA 

the re- 

to Section: 

36 

28 

27 

Your !answer in Section 7 is correct. 
Darcy’s law, as fan equation containing a 
derivative, is actually a differential equation. 
It relates flow per unit (area, or flux, to the 
energy consumed per unit distance by fric- 
tion. Analogies can readily be recognized 
between Darcy’s law and the differential 
equations governing the steady flow of heat 
or electricity. The hydraulic c’onductivity, 
X, is analogous to thermal or electrical con- 
ductivity; while hydraulic head, h, is a po- 

tential an’alogous to temperature or voltage. 
(To be more correct, the term Kh constitutes 
a ground-water velocity potential-that is, a 
function whose derivative yields the flow 
velocity-provided both the fluid and the 
porous medium are homogeneous and the 
medium is isotropic.) 

This concludes the programed instruction 
of Part II. A discussion in text format deal- 
ing with generalizations of Darcy’s law be- 
gins on the page following Section 37. 

Your answer in Section 15 is not correct. 
The diagram shows the gravitational force 
vector, F,, resolved into two components, one 
parallel to the direction of flow, fi, and one 
perpendicular to it, f,. If the flow were ver- 
tically downward,-that is, colinear with F, 
-the entire gravitational force would be ef- 
fective in producing flow. In the situation 
shown, however, one component of the gravi- 
tational forceL--fn, or that perpendicular to 
the flow-is balanced by static forces ex- has no component in the direction of f,. The 
erted by the walls of the pipe. To view this force component f, can therefore contribute 
in another way, we may note that the fluid nothing to the fluid velocity. 
velocity itself is a vector, in the direction 2. 
No vector can have ‘a component perpendicu- Return to Section 15 and choose another 
lar to its own direction ; so the velocity vector answer. 
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Your answer in Section 8 is not correct. 
The pressure at a ,point in a fluid is a scalar 
quantity; it is not directional in character, 
and we say that it “acts in all directions.” 
However, if we choose any small crossasec- 
tional area within the fluid, we can measure 
a force against this area attributable to the 
pressure, regardless of the orientation of the 
area. This force is a vector, or directed quan- 
tity; it acts in a direction normal to the small 
area and has a magnitude equal to the prod- 
uct of the pressure and the area. In the ex- 
ample of Sections 1 land 8, we consider the 
pressure at two points, tie upstream and 
downstream faces of our fluid element. At 
the upstream face we write an expression 

pInA for the magnitude of the force in the 
direction of the flow. At the downstream face 
we are interested ia a force oppoeing the 
flow-that is, acting in a direction opposite 
to the flow. The magnitude of this force is 
again given as a product of pressure, poros- 
i’ty, and face area, p,nA; but because we are 
interested in the force acting against the 
flow, or in a direction opposite to that .orig- 
inally taken, we now introduce a negative 
sign. The net force on the fluid element along 
the axis of the pipe can now be obtained by 
algebraic addition of the two force expres- 
sions. 

Return to Section 8 and choose another 
answer. 

Your answer in Section 11 i,s not correct. 
The idea here is s,imply to combine the ex- 
pressions obtained for the net pressure force 
(see Section 26) and for the component of 
the gravitation’al force parallel to the pipe 
(see Section 11). Forces are alwam combined 
by means of vector addition. In this case, 
however, the two vectors we are considering 
are oriented in the same direction. That is, 

both the net pressure force and our com- 
ponent of the gravitational force are oriented 
in the direction of the flow. In this case, 
therefore, vector addition amounts to no 
more &an the simple scalar addition of the 
magnitudes of the two components. 

Return to Section 11 and choose another 
answer. 

Your answer in Section 1 is not correct. If face of the fluid element. For our purposee 
we were dealing with open flow in the pipe, here, we may assume that the ratio of fluid 
the force on the fluid element would indeed area ,to total <area is equal to the porosity, n. 
be given by the term pIA. Here, however, a 
part of the area A is occupied by solid sand Return to Section 1 and choose another 
grains and the remainder by the upstream answer. 
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Your answer in Section 31, 
dp 

- -AlnA, 
dl 

is correct. The gradient or derivative of pres- 
sure, dp/dl, multiplied by the length inter- 
val, Al, gives the change in pressure, p,-p,, 
occurring in that interval. Since we require 
the term p, -p,, we use a negative sign. 
Multiplication by the fluid area, nA, then 
gives the net pressure force on the element. 

Our purpose in this chapter is to develop 
Darcy’s law by equating the fo,rces driving 
a flow to the frictional force retarding it. 
We have considered the pressure force, which 
is one of the forces driving the flow. In addi- 
tion to this pressure force, the element of 
fluid is acted upon directly by the force of 
gravity. The total gravitational force on the 
element is given by the acceleration due to 
gravity, g, multiplied by the mass, m, of fluid 
in the element. 

I I Porosity = n 

i 

QUESTION 

Which of the following equations for the 
mass of fluid in our element, which is shown 
again in the diagram, is correct? 

Turn to Section: 

m=Al+n.A 3 
m=p-Al-A 17 
m=P.Al.n.A 15 

Your answer, representing the volume of fluid in the ele- 
PQ ment. When these force terms are added and 

&-n-A=--- 
kA 

their sum set equal to zero, the term AIsn-A 
may be divided out of the equation. 

in Section 20 is not correct. Each of the force 
terms-the net driving force and the retard- Return to Section 20 and choose another 
ing force--contains the expression AZ.n.A answer. 

Your answer in Section 20, bg 
K=-. 

is correct. For the case of a fluid of’ uniform 
Using this new constant we may rewrite 

our equation in the form 
density and viscosity, the terms p and P are 
constants and may be com,bined with the 
other constants in the problem to form a new 
constant, K, defined as 

-Kc!- ?+“) Q =-* 
pg dl iii A 

(continued on next page) 
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(28)~con* 
0 

QUESTION 

Keeping in mind that the term l/pg is a 
constant, so that 

d2 
0 1 dp pg --= 

pg dl dl ’ 

which of the equations given below consti- 
tutes a valid expression of the equation we 
have just obtained? 

Q Kdh 
-=- - 

A dl 

Turn to Section: 

7 

that is, 

h=p+z. 
Pg 

Your answer in Section 7 is not correct. 
Ground water frequently discharges upward 
into stream valleys ; and in the figure, upward 
flow occurs in the shorter arm of the U-tube. 
Thus statement (a) of Section 7 cannot 
always be true. 

Return to Section 7 and choose another 
answer. 

(30) 
Your answer in Section 28 is not correct. 

We saw in Part I that hydraulic head, h, was 
given by 

h=p+z. 

The derivative of h w?gth respect to distance, Using this relation, return to Section 28 
I, is therefore given by and choose another answer. 

0 
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0 
27 

Your answer in Section 8 is correct. The 
net force in the direction of flow is given by 
the difference between the two opposing 
forces exerted upon the oppoeite faces of the 
element by the adjacent elements of fluid. 
We may now factor out the common term 
nA and obtain as our expression for net pres- 
sure force (p, -p2) nA, or - ApnA, where 
Ap indicates the small pressure difference, 
p, -pl, between the downstream face of the 
fluid element and the upstream face. 

Since pressure is varying from point to 
point within our system, we may speak of a 
pressure gradi’ent; that is, a rate 09 change 
of pressure with distance, I, along the flow 
path. This gradient might be expressed, for 
example, in pounds per square inch (of pres- 
sure) per foot (of distance) ; it is represented 
by the symbol dp/dl, and is referred to as the 
derivative of pressure with respect to dis- 
tance in the direction 1. If we were to plot a 
graph of pressure versus distance, dp/dl 
would represent the slope of the graph. 

QUESTION 

Which of the following expressions is ap- 
proximately equivalent to the net pressure 

Pipe packed 
with sand 

i I 
I Porosity = n 

+ I 
Pressure=p, 

B 
Pressure=p* 

Pz - PI = AP 

force, - ApnA, on our element of fluid 
(‘shown again in the diagram) ? 

Turn to Section: 

dp --ah4 
dl 
dp 
-nA 
dl 

dP 
Ap-nA 

dl 
14 

Your answer, p.n*Al*A*g~sin y, in Section angle 7. It is true, however, that the idea of 
35 is not co,rrect. We have already seen that this question Ps ,to find an equivalent term for 
the magnitude of our force component is cos y Iand subfstitute it in our previous expreis- 
given by p.n.Al.A-g.cos y. In the answer sion for the force component. 
you have chosen, sin y has been substituted 
for cos y in our original expression-and this Return to Section 35 and choose another 
can be true only for ,a particular value of the answer. 
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0 

Your answer in Section 15 is correct; we 
may resolve the gravitational force, F, into 
two orthogonal components, 4 and f,, parallel 
to and perpendicular to the axis of the pipe 
as shown in the figure. There is no movement 
perpendicular to the pipe; the component of 
the gravitational force in this direction is 

balanced by static forces exerted against the 
fluid element by the wall of the pipe. The 
component parallel to the pipe does contribute 
to ,the motion and must be taken into account 
in equations describing the flow. 

QUESTION 

The magnitude of the total gravitational 
force upon the element is given by the mass 
of the element multiplied by the acceleration 
due to gravity ; that is, F, =mg, where m is 
the mass of the fluid element. Referring to 
the diagram shown, which of the following 
expressions gives the magnitude of the com- 
ponent of the gravitational force parallel to 
the axis of the pipe? 

Turn to Section: 

f,=, .n.Al.A.g 6 
fl=P *n-Al -A-g-cay 
fl==n*AZ.A*g*tany 

Your answer in Section 19, 
1 Q2P 

-~al.n.A 
is not correct. Our assumptions were that the 
retarding force would be proportional in 
some way Ito the dynamic viscosity (p) , to the 
volume of fluid in the element (AZVZ~A) , and 
to the specific discharge, or flow per unit area 
(Q/A), Your answer represents the retard- 

ing force as proportional to the square of 
fluid discharge, which might be compatible 
with *the assumptions, but ae inversely pro- 
portional to the volume of fluid in the ele- 
ment, which is not compatible with the 
assumptions. 

Return to Section 19 and choose an&her 
answer. 
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0 

29 

Your answer, p*n.Al*A.g*cos 7, in Section 
33 is correct. The mass of the fluid element, 
as we have seen, is pen. AI-A; multiplication 
by the acceleration, g, gives the total gravi- 
tational fo,rce on the element. The component 
of this force parallel to the pipe, as indicated 
by the vector diagram, will be found by multi- 
plying the total force by the cosine of 7. 

QUESTION 

Suppose we now draw a small right tri- 
angle, taking the hypotenuse as AI, the length 
of our fluid element, and constructing the 
two sides Ax and Ax as in the diagram. Which 
of the following expressions may then be 
used for the magnitude (without regard to 
sign) of the component of gravitational force 
parallel to the flow? 

Turn to Section: 

P en. Al * A + g + sin y 32 
p - n . A . g . am+ (Ax)~ 4 

AX 
p * n * Al * A . g . - 11 

Al 

(36) 
Your answer in Section 20 is not correct. 

If the sum of the two force expressions is set 
We may divide through by the term Al.n.A, 
representing the volume of fluid in the ele- 

equal to zero, we have ment, and rearrange the resulting equation 
to obtain the required result. 

-.$(Al. n. A)?=& 
Return to Section 20 and choose another 

answer. 
A 
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0 

Your ansrver in Section 33 is not correct. 
The total gravitational force on Ithe element 
is gtien by mg, where m is the masIs of fluid 
in the element and g is the acceleration due 
to gravity. ‘The mass of fluid in the element 
is in turn given by the volume of fluid in the 

elemem multiplied by the mass per unit vol- 
ume, or mass density, of the fluid, which we 
have designated P. The volume of fluid in the 
element, as we hlave seen is n.Al*A, where 
n is the porosity. The mass is therefore 
,,.n*al.A; and the total fo’rce of gravity on 
the fluid element is given by 

We require the component of thi:s gravita- 
tional foroe parallel to the axis of the pipe. 
The sketch #shows a vector diagram in which 
the length of each arrow is proportional to 
the fo;rce or component lit [represents. The 
gravi’tational force is represented hy the 
arrow F, land the components are represented 
by the ,arrows fi and f,. The rule for the res- 
olution of a vector ~i,nto components can be 
visualized from geometric considerations. 
The miagnitude of Ithe component of a vector 
in a given direction is the product of the mag- 
nitude of the vector land the cosine of the 
angle between the direction of the vector and 
the given direction. 

Return to Section 33 and choose another 
answer. 
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Generalizations of Darcy’s LOW 

The form of Darcy’s law considered in the 
preceding program is useful only for one- 
dimensional flow. The discussion in this sec- 
tion indicates, in general outline, the manner 
in which Darcy?s law is extended to cover 
more complex situations. Vector nobation is 
used for economy of presentation, and this 
discussion is intended primarily fo,r readers 
familiar with this notation. Those concepts 
which are essential to mat&al covered later 
in the program ,are treated again as they are 
required in the development-without the use 
of vector notation. The material presented 
here is not difficult, and readers not familiar 
with vector notation may find it possible to 
follow the mathematics by reference to a 
standard text on vector analysis. However, 
those who prefer may simply read through 
this section for familiarity with quaNative 
aspects of the material and may then proceed 
directly to Part III. 

For three-dimensional flow, we may con- 
sider the specific discharge, q or Q/A, to be 
a vector quantity, with components iq,, jqy, 
and kq, in the three coordinate directions. 
i, j, and k represent the standard unit 
vectors of the Cartesian system. We consider 
a small area, A,, oriented at right angles to 
the 2 axi’s at a point 0, and observe the fluid 
discharge through this area to be Q,; the 
limiting value of the ratio &,/A,, as A, is 
made to shrink toward the point 0, gives the 
value of q. applicable at point 0. qV and qs 
are similarly defined for the 2/ and z direc- 
tions. The specific discharge at point 0 is 
given by the vector sum 

Q 
q=T=iqn+ jqv+kq,. 

q is thus a vector point function; its magni- 

tude and direction may vary with location in 
steady flow and with location and time in 
unsteady flow. 

If the porous ,medium is homogeneous and 
isotropic ‘and if the fluid is of unifo’rm density 
and viscosity, the components ,of the specific- 
discharge vector are each given by a form of 
Darcy’s law, utilizing the partial derivative 
of head with respect to di:stance in the direc- 
tion in question. That is, the components are 
given by 

qa= -KCh 
ax 
ah 

qV= -K- 
ay 

qz= -Kch 
ax 

where K is the hydraulic conductivity. 
It follows th,at the specific-discha.rge vector 

in this case will be given by 

q= -K i-+ j-+k- I 
ah ah ah 

1 
t ax av ax’ 

q=-Kvh 
or 

where v h denotes the head-gradient vector. 
Thus, if the medium is isotropic and homo- 

geneous, - Kh confstitutes a velocity poten- 
tial; and the various methods of potential 
theory, as applied in studying heat flow and 
electricity, may be utilized in studying the 
ground-water motion. Since the specific- 
discharge vector is colinear with v h, it will 
be oriented at right angles to the surfaces of 
equal head, and flownet analysis immediately 
suggests itself as a useful method of solving 
field problems. 
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In praotice, one does not usually find homo- 
geneous and isotropic aquifers with which to 
work ; frequently, however, simply for lack 
of more detailed data, aquifers ‘are assumed 
to be homogeneous and isotropic in obtaining 
initial or approximate ‘solutions to ground- 
water problems. 

The situation in many aquifers can be rep- 
resented more successfully by a sllightly more 
general form of Darcy’s law, in which a dif- 
ferent hydraulic conductivity is assigned to 
each of the coordinate dir&ions. Darcy’s law 
then takes the form 

ah 
qa= -KS- 

ZW 

qv= -K: 
aY 

qs= -Kz 
ax 

where K,, K,, and K, represent the hydraulic 
conduotivities in the X, y, and x directions, 
respectively, and again 

This form of Darcy’s law can be applied 
only to those anisotropic aquifers which are 
characterized by three principal axes of hy- 
draulic conductivity (or permeability) which 
are mutually orthogonal, so that the direction 
of maximum hydraulic conductivity is at 
right angles to the direction of minimum hy- 
draulic conductivity. These axes must corres- 
pond with the X, y, and x axes used in the 
analysis. The implication is that one of the 
principal axes of conductivity must be ver- 
tical; for unless the x axis is taken in the 
vertical direction, the term ah/ax cannot be 
used to represent the sum of the vertical 
pressure gradient and Itbe gravitational fowe 
term. 

It is easily demonstrated that the specific- 
discharge vector and the lines of flow are no 
longer orthogonal to the surfaces of equal 
head in this anistropic case, and that the 
conditions for the existence. of a velocity 
potential are no longer satisfied. Formal 
mathematical ,solutions to field problems are 
essentially as easy to obtain ais in the iso- 
tropic ease, however, since a relatively simple 

transformation of scales can be introduced 
which converts the anisotropic system to an 
equivalent isotropic system (Muskat, 1937). 
The problem may then be solved in the 
equivalent isotropic system, and the solution 
retransformed to the original anisotropic 
system. 

Probably the most common form of aniso- 
tropy encountered in the field is fiat exhib- 
ited by stratified sedimentary material, in 
which the permeability or hydraulic conduc- 
tivity aormal to the bedding is less than that 
parallel to the bedding. If the bedding is hori- 
zontal, the form of Darcy’s law given above 
may be applied, using K, = KY. The anisotropy 
in this case is two-dimensional, with the axis 
of minimum permeability normal to the bed- 
ding, and the axis of maximum permeability 
parallel to it. In many cases, aquifers are 
assumed to exhibit simple two-dimensional 
anisotropy of this sort when in fact they are 
characterized by heterogeneous stratification 
and discrete alternations of permeability. 
This type of simplifying assumption fre- 
quently enables one to obtain an approximate 
solution, where otherwise no solution at all 
would be possible. 

For many problems, however, this gen- 
eralized farm of Darcy’s law is itself inade- 
qu,ate. A,s fan example, one may consider a 
stratified aquifer, exhibiting simple two- 
dimensional ~anisotropy, which is not hori- 
zontal, but ,rather is dipping at an appreciable 
angle. The direction of minimum permeabil- 
ity, normal to the bedding, does not in this 
case coincide with the vertical. One may 
choose new coordinate axes to conform to the 
new principal directions of conductivity. If 
this is done, tbe component of the specific dis- 
charge in each-of these new coordinate direc- 
tions ~must be expressed in terms of the pres- 
sure gradient in the direction concerned, and 
the component of the gravitational force in 
that direction. Reduction of the equations to 
the simple form already given, using the prin- 
cipal directional derivatives of h, is not pas- 
sible. Alternatively, one may retain the hori- 
zontal-vertical coordinate system, in which 
case the principal ax- of conductivity do not 
coincide with ,the coordinate axes. In this 
case, hydraulic conductivity ,must be ex- 
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pressed as a tensor; the component of the 
specific discharge in one coordinate direction 
will not depend solely on the head gradient in 
that direction, but upon the head gradients in 
the other coordinate directions as well. 

In addition to these considerations regard- 
ing aquifer anisotropy, practical problems 
require that attention be paid to heterogen- 
eity, both of the aquifer and of the fluid. If 
the aquifer is heterogeneous, hydraulic con- 
ductivity must be treated as a function of the 
space coordinates ; in this case, hydraulic 
conductivity (or in some cases intrinsic 
permeability) is usually defined ‘as a tensor 
which varies with position in the aquifer. 

the fluid varies in both density and viscosity. 
Darcy’s law fo’r this case may be written 

kz aP 
CL= - -- 

PX>zl,2 ax 
~~, aP 

q,,= -- - 

If the fluid is heterogeneou,s, its viscosity 
and density cannot be treated as constants, 
as was done in the program section of Part 
II. Equations cannot be reduced to terms of 
the hydraulic c’onductivity and head gradi- 
ents, but must rather be retained in terms of 
specific permeability, vi,scosity, pressure 
gradients, and components of the gravib- 
tional force (which depend upon fluid den- 
sity, and will vary with position, ,and possibly 
with time, as fluid density varies). A special 
case of some importance is that in which the 
aquifer is horizontal, with principal axes of 
permeability in the X, y, and x directions, but 

Qz= -~$ps,/$g) 

and again 

In these equations, k,, k, and k, are the 
intrinsic permeabilities in the x, y, and x 
directions ; P,,~,~ is the dynamic viscosity func- 
tion ; P~,~,~ is the density function; and the 
other terms are as previously defined. Since 
gravity is a’ssumed to have no components in 
the horizontal plane, density does not enter 
into the expressions for q3: and ql/. In natural 
aquifers, variations in density mare related 
primarily to variations in dissolved-solid con- 
tent of the water, while variations in vis- 
cosity are relsated primarily to variations of 
ground-water temperature. The equations 
given above thus have utility in situations 
where water quality and water temperature 
are known to vary in an aquifer. 
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Part I II. Application of Darcy’s Law to Field Problems 

Darcy’s I,aw, as mentioned in the discussion of Part II, however, Darcy’s law has direct 
at the close of Part II, may be generalized applioation to many field problems. In Part 
to deal with three-dimensional flows ; and it III we shall consider a few examples of such 
may be combined with other laws or concepts direct application. Later, in Part V and VI, 
to develop equations for relatively complex we will consider th:e combination of Darcy’s 
problems of ground-water hydraulics. Even law with other concepts to yield equations 
in the simple form develo,ped in the program for more complex problems. 

1 u- 

In Part II we pointed out that Darcy’s law 
is a differential equation-that is, an equa- 
tion containing a derivative. It gives us some 
information about the rate at which head 
changes with distance, under given condi- 
tions of flow. In general, in dealing with 
ground-water problems, we will require ex- 
pressions that relate values of head, rather 
than thse ra:te of change of head, to flow con- 
ditions. To proceed from a differential equa- 
tion, describing the rate of change of head, 
to an algebraic equation giving values of 
head, is to obtain a solution to the differential 
equation. There are various techniques for 
doing this. We need not go into these tech- 
niques of solution here. For our purposes, it 
will be sufllcient if we can recognize Ia solu- 
tion when we are given one--that is, if we 
can test an algebraic equation to determine 
whether it is a solution to a given differential 
equation. This is just a matter of differentia- 
tion. When we w&h to know whether an 
algebraic equation is a solution to a differ- 

ential equation, we may simply differentiate 
the algebraic equation. If we obtain a result 
which is equivalent to the given differential 
equation, then the algebraic equation is a 
solution to the differential equation. Should 
we fail to obtain an equivalent result, the 
algebraic equation is not a solution. Thus, for 
our present purposes at least, we may con- 
sider a ,solution to a differential equation to 
be an algebraic equation which, when differ- 
entiated, will yield the given differential 
equation. 

QUESTION 

Which of the following algebraic equations 
is a solutioa to the differential equation 

dx 

2/=Kx2 

x=2y+K 
y=Kx+5 

Turn to Section: 

15 
23 
7 
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02 
Your answer in Section 35, QUESTION 

dh Q 
-=-9 

2 (In r) 2nKb 

is correct. This equation is equivalent to the 
original differential ,equation for the problem 
and states that the rate of change of hy- 
draulic head, with respect to change in the 
natural logarithm o,f radial distance, is con- 
stant and equal to 

Suppose we were to plot a graph of hy- 
draulic head versus the natural log of radial 
distance from the well, in our discharging 
well problem. Which of the following state- 
ments would apply to this graph? 

Turn to Section: 

Q 
2nKb * 

(a) The plot would become progres- 
sively steeper with decreasing 
values of In r-that is, as the 
well is approached. 

(b) Equal changes in head would be 
observed over intervals repre- 
senting equal changes in r. 

(c) The plot would be a straight line. 

18 

31 
38 

Your answer in Section 19 is correct. If 
the head in the well (and throughout the 
aquifer) prior to pumping is ‘equal to h,, the 
term h,- h, is actually the drawdown in the 
pumping well (assuming that there are no 
additional losses in head ‘associated with flow 
through the well screen, or within the well 
itself). Thus the equation in your answer 
allows us to predict the drawdown associated 
with any discharge, Q. Alternatively, the 
equation can be viewed as a method of cal- 
culating the hydraulic conductivity, K, of the 
aquifer on the basis of field measurements of 
Q and h, - h,, or on the basis of head meas- 
urements at any arbitrary radii, r1 ,and rz, 
using observation wells. The theory of steady- 
state flow to a well as developed here is often 
referred to as the Thiem theory, after G. 
Thiem, who contributed to its development 
(Thiem, 1906). 

While it would not be common, in practice, 
to find a well conveniently located at the cen- 
ter of a circular island, the example is a 
very useful one. The hydraulic operation of 
any well is similar, in many important re- 
spects, to that of the well on the island. In 

particular, the decrease in cross-sectional 
area of flow as the well is approached, lead- 
ing to the logarithmic “coae of depression” 
in thle potentiometric surface, is a feature of 
every discharging well problem. It is in fact 
the dominant feature of such problems, since 
the head losses close to the well, within this 
“cone of depression” are normally the largest 
head losses associated with the operation of 
a well. The radial symmetry assumed in the 
Thiem analysis usually prevails, at least in 
the area close to the well, in most discharging 
well problems. 

Readers familiar with differential equa- 
tions will note that the equations of radial 
flow developed here can be obtained more 
directly by separating variables in the differ- 
ential equation 

Q dh 
--Km-, 
2abr dr 

and integrating between the limits rl and r2, 
or r, and re. That is, these radial-flow equa- 
tions, which state that head will vary with 
the logarithm of radial distance, are ac- 
tually solutions to this differential equa- 
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3 Cl -Con. 

tion; if they are differentiated with respect ciated with potential-flow problems involving 
to r, the differential equation is obtained. cylindrical symmetry in other branches of 
Again readers familiar with the general con- physics. 
cepts of potential theory will recognize the 
pattern of head loss around the well as an You have completed Part III. You may go 
example of the “logarithmic potential” asso- on to Part IV. 

40 
Your answer in Section 9, 

h~h,,-2&~ 

veloped for the problem. Keep in mind that in 
order to find a solution to the differential 
eauation 

KW 

is not correct. If we differentiate this equa- 
tion, treating h, as a constant, we obtain the 

d(h*) 2Q -= -- 
ax Kw 

result we must find an expression which will yield 
dh 2Q this equation upon differentiation. -= -- 
dx Kw Return to Section 9 and choose another 

which is not the differential equation we de- answer. 

5 u- 
Your answer in Section 8 is not correct. The 

differential equation tells us that any solution 
we obtain, giving h as a function o,f x, must 
be such that the derivative of h with respect 
to x, dh/dr is a constant, - (Q/KA) . Thus 
we know that (1) since the derivative is a 
constant (does not <involve x) , the plot of 
h versus x for any solution must h,ave a con- 
stant slo,pe-that is, the plot must be a 
straight line; and (2) since the constant has 

the same value for any solution, the graphs 
of different or distinct solutions must all have 
the same slop+that is, these plots must be 
parallel straight lines. A family of curves all 
intersecting rthe x axis at a common point, as 
in the answer which you chose, could not 
have these characteristics. 

Return to Section 8 and choose another 
answer. 

6 u- 
Your answer in Section 41 is not correct. axis. At a radial distance r from the well, the 

The directioln of flow in this problem is cross-sectional area of flow will be the area 
radial, toward the well as an axis. The cross- o-f a cylindrical surface of radius T and of 
sectional area of flow must be taken at right height equal to the thickness of the aquifer. 
angles to this radial flow direction ; that is, it 
must be ‘a cylindrical surface within the aqui- Return to Section 41 and select another 
fer having the centerline of the well as its answer. 

0 - 

0 
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07 
Your answer, y = Kx + 5, in Section 1 is cor- 

rect; of the three expreesions given, it is the 
only one which yields dy/dx= K upon differ- 
entiation. However, 9 = Kx + 6 is obviously 
not the only equation which will give this 
result upon differentiation. For example, dif- 
ferentiation of the equations y= Kx+7, 
y = Kx - 3, or y = Kx will also yield dy/dx = K. 
The constant term which is added or sub- 
tracted on the right does not affect the differ- 
entiation; regardless of the value of the con- 
stant, the derivative of y with respect to x 
always turns out to be K. Since we have an 
infinite choice of constants to add or sub- 
tract, there :re an infinite number of alge- 
braic equations which qualify as solutions to 
our differential equation. This is a general 
characteristic of differential equations-the 
solutions to ,a differential equation are always 
infinite in number. 

QUESTION 

Given the following three algebraic equa- 
tions relating head, h, to distance, x. 

Q (a) h=--x 
KA 

Q (b) h=ho--x 
KA 
Q 

(c) h=h,--x2+7 
KA 

where ho, &, K, and A are cmstants ; which 
of the equations are solutions to the differ- 
ential equation 

!i-Kth? 
A dx 

Turn to Section: 
all three 29 
only (a) 14 
(a) and (b) but not (c) 8 

08 
h 

Your answer in Section 7 is correct. Either 
(a) or (b), when differentiated and re- 
arranged, will yield the equation 

Q dh -= -K-. 
A dx 

Differentiation of (c) leads to an entirely 
different equation. 

In the preceding example, the algebraic 
equations deal with values of hydraulic head, 
h, at various distances from some reference 
point; while the differential equation deals 
with the rate of change of head with di&ance. 
The differential equation is, of course, 
Darcy’s law and states that if head is plotted 
versus distance, the slope of the plot will be 
constant-that is, the graph will be a straight 

Slope = - - 
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8 •I -Con. 

line. The graphs of equations (a) and (b) of 
Section ‘7 are shown in the diagram. Each is 
a straight line having a slope equal to 

Q . 
-a 

the intercept of equation (a) on the h axis 
is h= 0, while the intercept of equation (b) 
on the h axis is h= h,. These intercepts give 
the values ‘of h at x = 0 ; they provide the 
reference points from which changes in h 
are measured. 

QUESTION 

If we were to graph all possible solutions 
to the differential equation 

dh Q -= --, 
dx KA 

the result would be: 

Turn to Section: 

A family of curves, infinite in number, 
each intersecting the x axis at 

Q xc -- 5 
KA 

An infinite number of parallel straight 
lines, all having a slope 

Q 
-KA 

and distinguished by different inter- 
cepts on the x=0 axis. 

A finite number of parallel straight 
lines, all having a slope 

Q 
-KA 

10 

which intersect the x=0 axis at 
various positive values of h. 20 

9 cl 

Your answer in Section 25, 

Q = - Kwhe, 
dx- 

is correct. From the rules of differentiation, 
the derivative of h2 with respect to x is 
given by 

-457 d (h2) 
dx dx 

Therefore, substituting 
1 d(he) 
-- 
2 dx 

for h (dh/dx) in the equation 
dh 

Q= -Kwh- 
dx 

and rearranging, we have 
d(ha) -2Q 
-=-* 

dx Kw 

In this rearranged form, the differential 
equation states that the derivative of h2 with 
respect to x must equal the constant term 

-29 
Kw 

QUESTION 

Which of the following expressions, when 
differentiated, yields the above form of the 
differential equation-that is, which of the 
following ‘expressions constitutes a solution 
to the differential equation ? (h, is a constant, 
representing the value of h at x=0.) 

Turn to Section: 

2Q 
h2 = h,2 --x2 

Kw 
2Q 

h2=ho2--x 
Kw 
2Q 

h=ho--x 
Kw 

16 

41 

4 
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010 

Your answer in Section 8 is 
straight line having the slope 

Q 

-xi 

correct. Any 

will be the graph of a solution to the differ- 
ential equation 

There are an infinite number of lines which 
may have this slope, corresponding to the 
infinite number of solutions to the differential 
equation. 

The figure shows a confined aquifer of 
thickness b. The aquifer is completely cut by 
a stream, and seepage occurs from the stream 
into the aquifer. The stream level stands at 
an elevation ho above the head datum, which 
is an arbitrarily chosen level surface. The 
direction at right angles to the Istram is de- 
noted the x direction, and we take x as 0 at 
the edge ,of the ‘stream. We assume tlmt the 
system is in steady ‘state, so that no changes 
occur with time. Along #a reach of the stream 
having length w, the total rate of seepage 
loss from the stream (in, say, cubic feet per 
second) ils denoted 2Q. We assume that half 
of this seepage occurs through the right bank 
of the stream, and thus enters the part of the 
aquifer shown in our sketch. This seepage 
then moves away from the stream in a steady 
flow along the x direction. The resulting dis- 
tribution of hydraulic head within the 
aquifer is ‘indicated by the dashed line 
marked “potentiometric surface” in the 
sketch. This surface, sometimes referred to 
as the “piezometric surface,” actually traces 
the static water levels in wells or pipes tap- 
ping the aquifer at various points. The dif- 
erenti’al equation applicable to this problem 
is obtained by applying Darcy’s law to the 

flow, Q, across the cross-sectional area, bw, 
and may be written 

dh -Q -= --9 
dx Kbw 

where K is the hydraulic conductivity of the 
aquifer. The head distribution-that is, the 
potentiometric surface-is described by one 
of the solutions to this differenti’al equation. 
In addition to satisfying the differential equa- 
tion, the required solution must yield the 
correct value of h at the edge of the stream- 
that is, at x=0. 

QUESTION 

Which of the following expressions gives 
the particular solution (to the above differ- 
ential equation) which ‘applies to the prob- 
lem described in this section? 

Turn to Section: 

Q 
h= --z 22 

Kbw 
Q 

h=2Q--x 
Kbw 

Q 
h=ho--x 

Kwb 

36 
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11 cl - 
Your answer in Section 27 is not correct. characteristic of the problem we are con- 

The decrease in radius does not compensate sidering. It has a major-in fact, dominant- 
for the decrease in cross-sectional area; it is, effect upon the ,solution to the problem. 
rather, the cause of this decrease in cross- Return to Section 27 apd choose another 
sectional area. The decreasing crosjs-sectional answer. 
area, along the path of flow, is a fundamental 

Your answer in Section 41 is not correct. as its axis. The area of flow at a radial dis- 
The flow of water is directed radially inward lance r from the well wo’uld thus be the area 
toward the well. Any cross-sectional area of of a cylindrical surface of radius r, having a 
flow, taken normal to this radial direction of height equal to the thickness of the aquifer. 
movement, would be a cylindrical surface in Return to Section 41 and choo’se another 
the aquifer,, having the centerline of the well answer. 

Your answer in Section 35, 
dh Q 

(In r)-=-, 
dr 2,rKb 

is not correct. The differential equation as 
given in Section 35 was 

dh Q T-C-. 
dr 2&b 

In your answer, In r sba.s simply been sub- 

stituted for r. This is obviously not what we 
want; In r is not equal to r. The relations 
given in Section 35 can be used to obtain an 
expression which is equivalent to dh/dr. This 
expression can then be substituted for dh/dr 
in the above differential equation to obtain 
the required result. 

Return to Section 35 and choose another 
answer. 

14 cl 
Your answer in Section 7 is not correct. 

It is true that expression (a), 
Q 

h= --x, 
KA 

yields the result 
dh Q 
z= -xi- 

upon differentiation and is thus a solution to 
the given equation. However, it is not the 
only one of the given expressions which 
yields the required result upon differentia- 
tion. 

Return to Section 7 and test the remaining 
expressions, by differentiation, in order to 
find the correct answer. 
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Your answer, ~J=E?, in Section 1 is not dy 
correct. If we differentiate the equation -K -- 
y=Kxz, we obtain dx 

$2KX, 
which is not the differenti,al equation with 
which we started. Our differential equation 
Wi3S 

and we are looking for ,a solution to this 
differential equation-that is, we are looking 
for an algebraic expression which, when dif- 
ferentiated, will produce the differential 
equation (dy/dx) = K. 

Return to Section 1 and test the remaining 
choices, by differentiating them, to see which 
will yield the given differential equation. 

016 
Your answer in Section 9, 

2Q 
jp=@--x2, 

Kw 
is not correct. If we differentiate this an- 
swer, treating h,’ as a constant, we obtain 

d(W 2Q .2x 
-=-- , 

dx Kw 
since the derivative of x2 with respect to x 

is 2x. This result is not the differential equa- 
tion with which we started, so the equation 
of your answer is not the solution we require. 

Return to Section 9 and choose another 
answer. Keep in mind that the equation you 
select must yield the result 

d(P) 2Q 
-= -- 

dx Kw 
when it is differentiated. 

Your answer in Section 40, 
Q -KW2) 

-- -9 
2crb dr 

states that flow, divided by cross-sectional 
area, is proportional to the gradient of the 
square of head. Thus it cannot be a valid 

is not correct. Darcy’s law states that flow, 
application of Darcy’s law to the problem. 

Return to Section 40 and choose another 
divided by cross-sectional area, must be pro- answer. 
portional to the head gradient. Your answer 

018 
Your answer in Section 2 is not correct. slope, as in the answer you chose, the deriva- 

The equation in Se&ion 2 states that the de- tive cannot be constant. 
rivative of head with respect to In r is a con- Return to Section 2 and choose another 
stant. This derivative is simply the slope of answer. 
a plot of 12 versus In T. If such a plot changes 
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790- l 
Your answer in Section 38 is correct ; inas- 

much as log r changes by the same amount 
between 10 and 1 as it does between 1,000 
and 100, th.e head changes by the same 
amount in these two intervals. If we were to 
replot head ldirectly versus radius, r, rather 
than versus log r, we would no longer have a 
straight line, but rather a “logarithmic” 
curve, as shown in the sketch. The gradient 
becomes progressively steeper as we ap- 
proach the .well, to compensate for the de- 
creasing cross-sectional area of flow. This 
logarithmic pattern of head decline is some- 
times referred to as the “cone of depression” 
in the potentiometric surface around the well. 

QUESTION 

The equation obtained in Section 38 can be 
applied between the radius of the island, ret 
and the radius of the well, r,, to obtain an 
expression for the head difference between 
the well and edge of the island. If h, repre- 
sents the head at the edge of the ieland (that 
is, the level of the open water surrounding 
the island) and h, represents the head in the 

h 

I I I 
0 100 1,000 r 

Arithmetic scale 

well which of the following expressions 
would result from this procedure? 

Turn to Section: 

&5Bogr” 
he-h,=- - 

2srKb re 
2.3Qlogc 

he-h,,,=- - 
2rKb rw 

28 

3 

2.3Q 
h,-h,=- (log r,-log r,) 30 

2nKb 

Your answer in Section 8 is not correct. If 
we were to write the solution to the equation 

Q dh 
-= -K- 
A dx 

in the most, general form, we would write 
Q h=- -x+c 

KA 
where c could represent any constant term 
we wish. No matter what value we assign c, 
so long ,as it is constant (not dependent on 
x) its d,erivative with respect lo x will be 
zero. Thus regardless of the value of c, differ- 
entiation will yield the result 

dh Q -= 
dx -iGi 

which is equivalent to our given differential 
equation. Clearly we can assign an infinite 
number of values to the term c, and obtain 
an infinite number of distinct equations 
(solution,s) which we can differentiate to 
obtain our differential equation. Each of 
these solutions is the equation of a straight 
line; that is, each has a slope, dh/dx, equal 
to - (Q/KA) , ,and ,each has a distinct inter- 
cept on the h axi,s, where x= 0. This inter- 
cept is simply the value of the constant c, 
since if we set x = 0 in the solution we obtain 
h=c. 

Return to Section 8 and choose another 
answer. 
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021 
Your answer in Section 24 is not correct. 

According to Darcy’s law, the specific dis- 
charge, &/A, is given by 

Q -= -K!? 
A di 

If the specifics discharge increases ‘M the 
stream is approached, the head gradient 
dhldx must Lalso increashthat is, become 

steeper-as the stream is approached. A plot 
of h versus distance would thus be some sort 
of curve. In the statement of the problem in 
Section 24, however, head was described as 
increasing linearly with distance away from 
the stream. Since head increases in a linear 
fashion, dh/dx is constant. 

Return to Section 24 and choose another 
answer. 

022 
Your answer in Section 10, 

Q h= -- 
KbwXY 

is not correct. It is true that d.Xerentiation 
of this equation yields the result 

dh Q -= 
dx -Kbw 

which is our given differential ‘equation; but 
this in itself is not enough to make it the 
answer to our problem. If we set x equal to 
zero in the expression 

Q 
h= --x, 

Kwb 
we obtain the result h = 0. That is, this equa- 
tion says that where x is zero, at the edge of 
the stream, hydraulic head is also zero. Ac- 

cording to the statement of our problem, 
however, head i,s equal to h,, the elevation of 
the stream surface above d,atum, at x = 0. The 
solution which we require must not only have 
the property of yielding the given differen- 
tial equation 

dh Q -= 
dx -- Kbw 

when it is differentiated ; it must also have 
the property that when x is set equal to zero 
in the solution, hydraulic head will be h,. 
This is an example of what is meant by a 
boundary condition; the solution must sati’sfy 
a certain condition (h = ho) along a certain 
boundary (x =0) of the problem. 

Return to Section 10 .and choose another 
answer. 

a23 
Your answer, x = 2y + K, in Section 1 is not 

txwrect. We can rearrange the equ’ation you 
selected as follows 

y= 1-x-5 
2 

Now if we differentiate this equation, we 
obtain 

dy -= $5, 
dx 

which is not the differential equ,ation with 

which we ,started. We were asked to find a 
solution to the differenti’al equation 

dy -K; 
dx- 

that is, we were asked to find an algebraic 
equation which, when differentiated, would 
yield the result dy/dx = K. 

Return to Section 1 and test the remaining 
answers by differentiation, to see which one 
satisfies this condition. 
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2409 
Your answer in Section 10, 

Q 
h=h,--x 

Kbw 
is correct. The differential equation tells us 
that a plot ‘of h versus x will be a straight 
line with slope 

Q --; 
Kbw 

while from the other information given, we 
know that at x=0, h is equal to ho. Thus, to 
describe h as a function of x we require the 
equation of a straight line, with h, as the 
intercept and - (Q/Kbw) ,as the slope. We 
can make two tests to verify that we have 
obtained the correct soIution; first, we may 
differentiate the solution with respect to x, 
to see whether we obtain the differential 
equation ; scscond, we may let x equal 0 in the 
solution to see whether the condition that h 
is h, at x=0 is satisfied. Only if our equation 
meets both of these tests i’s it ‘the solution we 
require. The conditioa that h must be h, at 
x=0 is an example of what is commonly 
termed a boundary condition; it is a condi- 
tion which states that h must have a certain 
value along one or another of the bound,aries 
of our problem. The differential equation, 

dh Q -= --? 
dx Kbw 

is in itself insufficient to define head as a 
function of x. It establishes that the graph of 
h versus x will be a straight line with slope 

Q 
--9 

Kbw 

25 cl 
Your answer in Section 24 is correct. This Suppose we now consider an aquifer in 

serves to ,illustrate the dual utility of flow which the flow is unconfined, so that the 
equations i.n ground-water hydraulics-they upper limit of the flow system at any point 
enable us to predict the head distributions is the water surface, or water table, itself. 
associated with various conditions of flow Again we consider uniform flow away from 
and they enable us to draw conclusions re- a stream, as shown in the diagram. It is con- 
garding. ground-water. flow on the basis of venient in this case to take the base of the 
head distrj.butions observed in the field. unconfined aquifer as our head datum. We 

but there are an infinite number of such 
straight lines which we might draw. The 
additional information given by the boundary 
condition-that h must be ho at x =O-per- 
mits us to pick out the particular straight 
line we require, by giving us its intercept. A 
boundary condition is thus a bit of informa- 
tion on the value of head at a known point: 
it provides a reference from which the 
changes in head indicated by a differentia1 
equation may be measured. The processes of 
(1) differentiation to establish that a given 
equation is a solution to a differential equa- 
tion and (2) application of boundary condi- 
tions to establish that it is the particular 
solution that we require may be ,applied to 
problems much more complex than the one 
we have considered here. 

QUESTION 

Suppose that, in measuring observation 
wells tapping ‘a confined aquifer, we observe 
a linear increase in head with distance away 
from a stream or channel which cuts com- 
pletely through the aquifer; and suppose 
this pattern remains unchanged through a 
considerable period of time. Which of the 
following conclusions could we logically draw 
on the basis of this evidence? 

Turn to Section: 

There is no flow within the aquifer. 
There is a steady flow through the 

aquifer into the stream. 
A flow which increases in specific dis- 

charge as one approaches the 
stream occurs in the aquifer. 

42 

25 

21 
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Con.- q 25 

assume that vertical components of flow are 
negligible. Thi,s assulmptioa is never wholly 
satisfied, as movement cannot be ‘entirely 
lateral in and near the free surface, owing to 
the slope of the surface itself. Frequently, 
however, the vertical velocity component is 
slight compared to the lateral and therefore 
can be neglected, as we are doing here. An 
important difference between this problem 
and the confined-flow problem is that here the 
cross-sectional area of flow diminishes along 
the path of flow, as h decreases, whereas in 
the confined problem it remains constant. 

Along a reach of the stream having a length 
W, seepage into the aquifer occurs at a rate 
2Q ; and we assume that half of this seepage 
moves to the right, into the part of the 
aquifer shown in the sketch. 

QUESTION 

According to the assumptions outlined 
above, which of the following relations is 
obtained by ‘applying Darcy’s law to this 
problem ? 

Turn to Section: 

dh 
Q= -Kxw- 

dx 
Q -= -J&F 

bw dx 
dh 

Q= -Kwh- 
dx 

26 

43 

9 

026 
Your answer in Section 25, the diagram of Section 25, the cross-sectional 

dh area of the flow-that is, the cross-sectional 
Q = - Kxw--, 

dx 
area taken at right angles to the direction of 
movementnan be seen to be equal to wh. 

is not correct. Darcy’s law states that the In the answer which you chose, the term xw 
flow i,s the product of the hydra.ulic conduc- appears as the ,area of flow. 
tivity, the cross-sectional ‘area of flow, and Return to Section 25 and choose another 
the (negative) head gradient. Referring to answer. 

027 

I ! 
rl 

Your answer, 2tib, in Section 41 is correct. 

0 
The flow is radially inward in the (negative) 
r direction-that is, parallel to the r axis of 

polar coordinates. The cross-sectional area of 
flow is a surface which is everywhere normal 
to this direction of flow; hence it is a cylin- 
drical surface, and its area is given by the 
expression for the area of a cylinder. 

As we proceed inward along the path of 
flow ,in this problem, the cylindrical area of 
flow becomes smaller and smaller, as illus- 
trated in the sketch. This is also evident from 
our expression for the cross-sectional area, 
which tells uIs that as r decreases, the area 
must decrease. 
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27 Cl -Con. 

QUESTION 

Which of the following statements is cor- 
rect? 

Turn to Section: 

(a) Although cross-sectional area is 
decreasing, radius is Ialso de 
creasing. These factors com- 
bine in such a way that the 
hydraulic gradient remains 
constant. 11 

(b) Cross-sectional area decreases 
along the path of flow, while 
discharge remains constant ; 
therefore, the hydr,aulic gradi- 
ent must increase along the 
path of flow. 

(c) Cross-sectional area of flow de- 
creases Ialong ;the path of flow, 
but this is offset by conver- 
gence of the flowlines toward 
the well, and no increase in the 
hydraulic gradient occurs. 

40 

32 

280 
Your answer in Section 19, 2.39 

2.3Q 
log?, 

hz-h1=- log5 
ho-h,,,=- 27rKb r2 

2xKb re Comparison with the equations in Section 38 
is not correct. If we let h, <and r, be repre- will show thhat this is not the form which we 
sented by II, and rz, and if we let h, and r, require. 
be represented by h1 and rl, your answer can Return to Se&cm 19 and choose another 
be restated in the form answer. 

29 0 

Your answer in Section 7 is not correct. 
The given differential equation 

Q 3 -=-A- 

A dx 
can be rearranged to 

dh Q -= 
dx xi’ 

In order for all three of the given expres- 
sions to be solutions to this equation, all 
three would have to yield - (Q/KA) as the 
derivative of h with respect to x. But if we 
differentiate expmssion (c), for example, 
which was 

h=h,-:xP+‘7, 
KA 

we obtain 

dh -2Q -z-x, 
dx KA 

which is not the’given differential equation. 
Thus we can see that at least expression (c) 
does not satisfy the given equation. 

Return to Section ‘7 and test the remaining 
expressions, by differentiation, in order to 
find the correct answer. 
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030 
Your answer in Section 19, right in your answer will be negative, imply- 

ing that h, is greater than h,. Thi,s does not 
he-h,,= Z(log r,-log r,), make sense; the head in a discharging well 

ii- cannot be greater than the head ,at the radius 
is not correct. The term log re will obviously of influence of the well. 
be greater than log r,, since rs is much Return to Section 19 and choose ,another 
greater than rW. Thus the expression on the answer. 

031 
Your answer in Section 2 is not correct. 

If equal changes in head were observed over 
intervals representing equal changes in r, 
we could write 

ah 
- = constant 
AT 

where Ah is the change in head which is 
always observed over any interval of radial 
width hr. In derivative form this would be 

dh 
-= constant, 
dr 

and this is not the condition which has been 
shown to apply to this problem. The condition 
our plot must satisfy, rather, is 

dh 
- = constant. 
d(ln r) 

Return to Section 2 and choose another 
answer. 

032 
Your answer in Section 27 is not correct. teristic of the discharging well problem; in 

The convergence of flowlines toward the well effect the decreasing flow area has a dominant 
does not compen,sate for the decrease in flow influence on the form of the head distribution 
area; it is, rather, caused by this decrease in around the well. 
flow area. The decrease in flow area as the Return to Section 27 and select another 
well is approached is a fundamental charac- answer. 

033 
Your answer in Section 40, 

Q -K!! -- 
A d3G) 

set up an x axis along which head could vary. 
The answer which you (selected involves a 
derivative of head with respect to x and thus 
cannot apply to our problem. 

is not correct. The x coordinate ww not used Return to Section 40 and choose another 
in our analysis of this problem : we did not answer. 
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Your answer in Section 38 is not correct. is the same for two different intervals, then 
The equation the head drops across those intervals must be 

2.39 
- log? 

equal. For the two intervals mentioned in the 
h,-h,=- answer which you chose, these ratios are 

2xKb rl 10/l and lOOO/lOO. 
indicates that if the ratio r,/r,-that is, the Return to Section 38 and choose another 
ratio of the outer radius to the inner radius- answer. 

35 cl 
Your answer in Section 40 is correct. The 

hydraulic gradient here is dh/dr, since flow 
is in. the r direction. We assume radial sym- 
metry around the well, so that the angular 
polar coordinate, 8, need not appear at all. 
We now rewrite the equation which you se- 
lected in th.e form: 

dh Q T-E-, 
dr 2irKb 

and we focus our attention for a moment on 
the left-hand member. According to the rules 
of differentiation we may write: 

dh dh d (In r) -= 
dr d (in r) dr 

where In r denotes the natural logarithm of 
r; and we may recall from in,troductory cal- 
culus that the derivative of In T with respect 
to r is given by 

d(In T) 1 

dr r 

QUESTION 

Using these expressions, which of the fol- 
lowing may be obtained as a correct restate- 
ment of the differential equation for the 
problem? 

Turn to Section: 

dh Q(ln r) 
-= 39 
dr 2rrKb 

dh Q -=- 2 
d (In r) 2~Kb 

dh Q 
(In r)-=- 13 

dr 2sKb 

36 0 
Your answer in Section 10, 

Q 
h=2Q--2, 

Kwb 
is not correct. This answer is indeed a solu- 
tion to our differenti,aI equation, for when we 
differentiate it we obtain the differential 
equation 

dh Q - --* 
ii- Kbw 

However, if we set 2 equal to zero in the 
answer which you chose, we find &at hy- 
draulic head, h, is equal to 2Q at the point 
where x is zero-that is, at the edge of the 

stream. In the discussion of Section 10, how- 
ever, it was stated that hydraulic head was 
equal to ho at the edge of the stream-h,, 
being the elevation of the stream surface 
above datum. This problem illustrates wh,at 
is meant by <tithe berm boundary condition; 
the solution must satisfy a condition along 
one boundary (h = ho at z = 0) in addition to 
satisfying the given djfferentiai equation. 
There are an infinite number of possible solu- 
tions to the above differential equation, but 
only one which satisfies this required bound- 
ary condition. 

Return to Section 10 and choose another 
answer. 
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037 
Your answer in Section 38 is not correct. 2.39 

If the equation hmo-h1o= =- . 1. 

2.3Q 

0 

2rKb 
h,-h,=- log ?- Return to Section 38 and choose another 

2nKb rl answer. 
is applied to the two intervals in question, 
we have 

h,,-h,= 
2.3Q -log 1 
2nKb 

and 

038 
h 

Your answer in Section 2 is correct. The 
equation states that the derivative of h with 
respect to In r is a constant. Thus a graph of 
h versus In r will be a straight line, which 
will have a slope equal to 

Q 
BrrKb- 

The sketch shows such a graph. As In r 
changes from In rz to In rl, head decreases 
from h, to h,; and as with any straight line 
function, the change in head can be obtained 
by multiplying the change in the independent 
variable by the slope of the line; that is, 

Q 
hz-hl= -((In r,-ln r,). 

2rKb 

I I ’ ,ln+ 
In r1 In 7, 

I I I I 
1 10 100 1,000 ?- 

Logarithmic scale 

This can be written in the equivalent form 
Q 

h,-h,=- InrL 
2,rKb r, 

inasmuch as the difference between In r2 and 
In r1 is simply the log of the quotient 
In (rJr,). At this point it is convenient to 
change from natural logs to common logs. 
This involves only multiplication by a con- 
stant-that is In r=2.3 log r, where log r 
denotes the common logarithm, or log to the 
base 10. Making this change, our equation 
takes the form 

or 

hz-ht= 
2.39 

-(log ?-*-log r1). 
2rKb 

Again a graph can be plotted of h versus 
log r-or, to do the same thing mode con- 
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38 0 -Con. 

veniently, a. graph ca.n be plotted of h versus 
r on semilog paper, as shown in the sketch. 
Since we have only multiplied by a constant, 
the graph remains a straight line. 

QUESTION 

On the basis of the graph shown in the 
figure and the equations given above, which 
of the following statements is correct? 

Turn to Section: 

(a) The head drop between r = 10 and 
r=l is equal to that between 
r = 1,000 ‘and r = 100. 19 

(b) The head drop between r= 10 and 
r= 1 is less than that between 
r= 1,000 and r= 100. 34 

(c) The head drop between r = 10 and 
r= 1 is much greater than that 
between r=lOO and r=lO. 37 

390 
Your answer in Section 35, 

dh Q(lnr) 
-=-? 
dr 2rKb 

is not correct. The following relations were 
given in Section 35: 

dh dh d (In r) -=-.- 
dr d(ln r) dr 

and 
d(lnr) 1 -=-* 

dr r 
Combining these, 

dh 1 dh 
_=- . -. 
dr r d (In r) 

In the question of Section 35, the idea is 
to substitute the term 

1 dh 
--- 
r d(lnr) 

for the term 
dh 

z 
in the differential equation for our problem. 

Return to Section 35 and choose another 
answer. 

40 Cl 

Your answer in Section 27 is correct. The 
decrease in cross-sectional ‘area must, accord- 
ing to Darcy’s law, be accompanied by a 
steepening of the hydraulic gradient. When 
we apply Darcy’s law to this problem, weiill 
omit the customary negative sign. This is 
done because Q, the well discharge, must 
itself carry ‘a negative sign in this problem, 
since it is oriented toward the well, in the 
direction of decreasing values of r. The nega- 
tive sign ,on Q combines with the negative 
sign used by convention in Darcy’s law to 
yield an equation in positive terms. 

QUESTION 

Which of the following expressions is a 
valid application of Darcy’s law Q this prob- 
lem, and hence a valid differential equation 
for the problem ? 

Q dh 
-K- -- 

Turn to Section: 

A dx 

-=K!! Q 
2crb dr 
Q -K d(W -- - 

2,rrb dr 

33 

36 

17 
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041 
Your answer in Section 9, 

jp=@-2&_, 
Kw 

is correct. The solution indicates ‘that h will 
have the form of a parabola wh,en plotted 
versus x in this cas’e. The para,bolic steepen- 
ing of the hydraulic gradient compensates 
for the progressive decrease in flow area, in 
such ‘a way that Da.rcy’s law is always sa.ti,s- 
fied. This approximate theory of unconfined 
flow was introduced by Dupuit (1863) and 
the assumptions involved in it a)re frequently 
referred to as the Dupuit assumptions. If 
the method is used in cases where these 
assumptions do not apply, serious errors can 
be introduced. 

We next consider another problem in 
which the cross-sectional area of flow dimin- 
ishes along the path of flow, leading to a 
progressive steepening of the hydraulic 
gradient. In this case, however, the decrease 
in area is generated by cylindrical geometry 
rather than by the slope of a free surface. 

The figure shows a well located at the cen- 
ter of a circular island. The well taps a con- 
fined aquifer which is rech’arged by the open 
water around the perimeter of the isltand. 
During pumping, water flows radially inward 
toward the well. We assume that the open 
water around the island maintains the head 
at a co&ant level along the periphery o,f the 
aquifer ‘and that the recharge along this 
periphery equals the well discharge. Since 
the well is at the center of the island and the 
island is circular, we can assume that cylin- 
drical symmetry will prevail; we can there- 
fore introduce polar coordinates to simplify 
the problem. 

QUESTION 

If b represents the thickness of the aquifer, 
which of the following expressions repre- 
sents the cross-sectional area of flow at a 
radial distance r from the axis of the well? 

Turn to Section: 

2xrb 27 
rr’b 12 
274 6 

042 
Your answer in Section 24 is not correct. 

The ,statement that there is ,a linear increase 
in head with distance away from the stream 
implies that there is a non-zero slope, dh/dx, 
in the potentiometric surface, and this in 
turn implies that flow exists in ,the aquifer. 
Darcy’s law states that 

Q= -K/l!!. 
dx 

Hydraulic conductivity, K, may be very low, 

but cannot be considered equal to zero as long 
as we ‘are dealing with an aquifer in the 
normal sense of the word. Thu,s in order for 
Q to be zero, through a given area A, the head 
gradient dh/dx ‘normal to A must be zero. In 
this case we have observed a head gradient 
which is not zero in the aquifer, so we know 
that flow of some magnitude must exist in 
the aquifer. 

Return to Section 24 and choose another 
answer. 
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43 Cl e 
Your answer in Section 25, 

Q dh -= -K-, 
bW dx 

is not correct. You have taken the cross- 
sectional area of flow to be bw-that is, the 
product of aquifer thickness and width of 
section. An examination of the figure in Sec- 

tion 25 will show tiat thi,s does not represent 
the actual area of flow. The aquifer is not 
saturated through its full thickness, but 
rather to a distance h above the base of the 
aquifer. Thus, the cross-sectional area of flow 
is wh, rather than bw. 

Return to Section 25 and choose another 
answer. 
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Port IV. Ground-Water Storage 

Introduction 

In Parts II and III we dealt with aquifers the differential equations for a simple case 
and porous media only as conduiOs-that is, of nonequilibrium flow by combining the 
we discussed only their properties rel,ating storage equation with D,arcy?s law, by means 
to the transmission of water in steady flow. of the equation of continuity, which is simply 
Aquifers have another very important hy- a statement of the principle of conservation 
draulic property-that of water storage. In of mass. In Part VI, we will repeat this 
Part IV we will examine this property of process fos the case of nonequiliblrium radial 
ground-water storage and develop an equa- flow to a well and will obtain an important 
tion to describe it. In Part V we will develop solution to the resulting differential equation. 

0 1 

The picture shows an open tank, having a 
square base of area A. If a volume of water, 
AV, is poured into this tank, the water level 
will rise by an increment, Ah, such that 

aV=A.Ah. The total volume, V, of water in 
storage in the tank at any time can be deter- 
mined by measuring the depth, h, of water 
in the tank and multiplying this depth by A. 

QUESTION 

Suppose the total volume of water in stor- 
age is plotted as a function of the level of 
water in the tank, so that the volume asso- 
ciated with any water level can be read 
directly from the plot. The graph will be : 

Turn to Section: 

(a) a parabola with slope $ 

AV 

10 

(b) a straight line with slope z=A 11 

(c) a logarithmic curve 9 
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Your answer in Section 26 is not correct. 
The volume of water present in the sand 
initially was hAn. A certain fraction, /3, of 
this fluid volume wus drained off by gravity, 
leaving the fraction 1 -p istill occupied by 
fluid. p thus represents the fraction of the 
total pore ‘space, below the level h, which does 
does not al,ready contain water, and which 

must be refilled in order to resaturate the 
sand to the level h. That is, in order to re- 
saturate the sand to the level h, a volume of 
water equal to this unoccupied pore volume 
must be pumped into the tank. 

Return to Section 26 and choose another 
answer. 

3 

Your answer in Section 21 is not correct. depends upon the size of the prism consid- 
In the imaginary experiment described in ered, as well as upon the type of aquifer 
Section 21, it was stated that doubling the material ; it cannot be considered a constant 
base area of the prism had the effect of representative of the aquifer material 
doubling the slope of the V,h plot-that is, Return to Section 21 and choose another, 0 
of doubling the term dV/dh. Thus, dV/dh answer. 

4 

Your answer in Section 16, 
AV dv 

-=-=np, 
Ah dh 

is not correct. It neglects the effect of the 
base area, A, of the tank. 

We have seen that when the tank is drained 
by gravity and then resaturated to the level 
h, the relation between V and h is 

V= hAnp 
where n is the porosity of the sand and p the 
fraction of the water in the sand that can be 
drained out by gravity. Now if, instead of 

draining the sand to the bottom of the tank, 
we simply remove a small volume of water, 
AV, so that the water level in the tank falls 
by a small amount Ah, we should expect AV 
and Ah to be related in the same way as V 
and h in our previous experiment. If we are 
resaturating the sand by increments, when 
it has previously been saturated and then 
drained by gravity, the same relation should 
hold. 

Return to Section 16 and choose another 
answer. 
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5 
Your answer in Section 20 is not correct. Keep in mind that the storage coefficient of 

If each well penetrated both aquifers, there the artesian zone will probably be smaller 
would be no reason for the responses of the than the specific yield of the water-table 
two wells to differ. The. form of the response aquifer by at least two orders of magnitude. 
might be difficult to predict, but at least it Return to Section 20 and choose another 
should be roughly the same for each well. answer. 

6 
Your answer in Section 32 is correct. Spe- 

cific yield figures for normal aquifer ma- 
terials may range from 0.01 to 0.35. It is 
common to speak of the specific yield of an 
unconfined aquifer as a whole ; but it should 
be noted that the process of release from un- 
confined storage really occurs at the water 
table. If the water table falls or rises within 
an aquifer, into layers or strata having dif- 
ferent hydraulic properties, specific yield 
must change. In ,addition, of course, ‘specific 
yield can vary with map location, in response 
to local geologic conditions. 

II 

4 

Piezometer 

: 

d-i Water level 

Sides of prism 
hydraulically seated 

0 

I Datum 

Confining 
material 

Unconfined storage is probably the most 
important mechanism of ground-water stor- 
age from an economic point of view, but it 
is not the only ‘sucth mechanism. Storage 
effects have also been observed in confined 
or artesian ‘aquifers. The mechanism of con- 
fined storage depends, at least in part, upon 
compression and expansion of the water it- 
self and of the porous framework of the 
aquifer; for this reason confined storage is 
sometimes referred to as compressive stor- 
age. In this outline we will not attempt an 
analysis of the mechanism of confined stor- 
age, but will concentrate instead on develop- 
ing a mathematical description of its effects, 
suitable for hydrologic calculations. A dis- 
cussion of the mechanism of confined storage 
is given by Jacob (1950, p. 328-334), and by 
Cooper (1966). 

The diagram shows a vertical prism ex- 
tending through a uniform confined aquifer. 
The base area of the prism is A. Although the 
prism remains structurally a part of the con- 
fined aquifer, we suppose it to be isolated 
hydraulically from the rest of the aquifer by 
imaginary hydraulic barriers, so that water 
added to the prism remains within it. We 
further imagine that we have some method 
of pumping water into the prism in measured 
increments, and that we have a piezometer, 
as shown in the diagram, through which we 
can measure the head within the prism. 

(continued on next page) 
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6-con. 
QUESTION 

Suppose that head is initially aat the level 
h,, which is above the top of the aquifer, in- 
dicating that the prism is not only saturated, 
but under confined hydrostatic prossure. We 

1 
Hydraulic head, h 

designate the volume of water in storage in 
this initial condition as VI. Now suppose 
more water is pumped into the prism by 
increments ; and that the head is measured 
after each addition, ,and a graph of the vol- 
ume of water in storage versus the hydraulic 
head in the prism is plotted. If the resulting 
plot had the form shown in the figure, which 
of the following statements would you accept 
as valid? 

Turn to Section: 

(a) The rate of change of volume of 
water in confined storage, with 
respect to hydraulic head, h, is 

dV 
constant; that is -= constant 21 

dh 
(b) The rate of change of hydraulic 

head with respect to volume in 
storage, depends upon the vol- 
ume in storage. 23 

(c) The rate of change of volume in 
storage, with respect to the base 
area of the prism, is equal to Ah. 30 

7 
Your answer in Section 32 is not correct. very large quantity. As we wish specific 

One important concept wh,ich is missing from yield to represent a property of the aquifer 
the definition you selected is that specific material, we define it in terms of the volume 
yield refers to a unit base area of the aqui- that can be drained per unit map area of 
for. The definition you selected talks about aquifer. 
the volume of water which can be drained Return to Section 32 and choose another 
from the aquifer-this would vary with ex- answer. 
tent of the aquifer and would normally be a 

8 

Your answer in Section 25 is not correct. 
The relation given in Section 25 for the rate 
of release of water from storage was 

!!L&dh 
dt dt 

where S is the storage coefficient, A bhe area 
of aquifer under study, and dh/dt the rate 

of change of head with time within that area 
of aquifer. In tie question of Se&ion 25, the 
the specific yield of the water-table aquifer 
was given ELLS 0.20, and the rate of decline of 
water level in the shallow well was given as. 
0.5 foot per day. The surface area of a section 
of the aquifer within a 10 foot radius of the 
well would #be T x 102, or 314 square feet. The 
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&-con. 
rate of release from storage in this section Return to Section 25 and choose another 
would therefore be answer. 

~=SA~=O.2~314xO.5 
dt dt 

= 31.4 cubic feet per day. 

9 
Your answer in Section 1 is not correct. 

Whenever we add a fixed volume of water- 
say 10 cubic feet-to the tank, the water level 
must rise by a corresponding fixed amount. 
If the base area of the tank is 5 square feet, 
the addition of 10 cubic feet of water must 
always produce an increase of 2 feet in h; 
the addition of 15 cubic feet of water must 
produce an iacrease of 3 feet in h; and so on. 
The ratio AV/Ah in this case must always 

be 5. In other words, the ratio AV/Ah is con- 
stant and is equal to the base area, A, of the 
tank. 

Now if we plot V versus h, the slope of 
this plot will be AV/Ah, by definition. This 
slope, as we have seen a,bove, must be a con- 
stant. A logarithmic curve does not exhibit 
a constant slolpe. 

Return to Section 1 and choose another 
answer. 

10 
Your answer in Section 1 is not correct. 

The increment in the volume of water within 
the tank, resulting from an increase in water 
level of Ah, is given by AV=AAh. Thus, 

AV 
-A -- 

ah 
where A, the base area of the tank, is a con- 
stant. If we construct a plot of V, the vol- 

ume of water in the tank, versus h, the level 
in the t,ank, the slope of the plot will by defi- 
nition be AV/Ah; but since AV/Ah is a con- 
stant, the plot cannot be a parabola. The 
slope of a parabola changes continuously 
along the graph. 

Return to Section 1 and choose another 
answer. 

11 
Your answer in Section 1 is correct. The 

slope of the graph, AV/Ah or dV/dh, is con- 
stant and equal to A. Thus the volume of 
water in storage per foot of head (water 
level) in the tank is A. 

Now consider the tank shown in the 
sketch. It is similar to the one we just dealt 
with, except that it is packed with dry sand 
having an interconnected (effective) poros- 
ity denoted by n. The tank is open at the top 
and has a base of area A. Water can be 
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ll-con. 
pumped int.o the tank through a pipe con- which water rises in the piezometer. Neglect- 
netted at its base, and the water level within ing all capillary eff&s, which of the follow- 
the tank-that is, the level of saturation in ing expressixons wo,uld constitute a valid re- 
the sand--c:an be measured by means of a lation between the volume of water pumped 
piezometer, also connected at the base of the into the tank and the rise in water level above 
tank. the base of the tank? 

Turn to Section: 
QUESTION V=Ah 31 

Suppose we pump a small volume of water, h=VAn 12 
V, into the tank and observe the level, h, to V=hAn 14 

12 
Your answer in Section 11 is not correct. urated pore space. A review of the definition 

If the water rises to a level h above the base of porosity as given in Part I may help to 
of the tank, the bulk volume of saturated clarify this. 
sand (neglecting capillary effects) will be Return to Section 11 and choose another 
hA. This bulk volume must be multiplied by answer. 
the porosity to obtain the total volume of sat- 

13 
Your answer in Section 25 is correct. The 

release from storage in a given area in the 
water-table aquifer is given by 

dV 
-=S,A~=0.2xAx0.5=0.1A. 
dt dt 

The release. from storage in an equal area in 
the artesian aquifer would be 

~=S.~d~=2x10-“xAx5=0.001A. 
dt dt 

Thus the water-table contribution exceeds 
the artesian release by a factor of 100. 

This completes our introductory discussion 
of aquifer storage. You may go on to Part V, 
in which we will combine the concept of 
aquifer storage with Darcy’s law, using the 
equation of continuity, to develop the differ- 
ential equation for a simple problem in non- 
equilibrium ground-water flow. 

14 
Your answer, V= hAn, in Section 11 is cor- Turn to Section: 

rect. Now suppose water is ‘added to the tank AV 1 

in increments, and h is measured after the (a) a straight line with slope k=~ 17 
addition of each increment; and suppo,se a 
graph of V versus ‘h is plotted, where V is the AV 

(b) a straight line with slope -= An 26 
total or cumulative volume which has been Ah 
added, and h is the water level in the tank. (c) a logarithmic curve with slope 

QUESTION depending on h 22 
Again neglecting all capillary effects, the 

resulting graph would be: 
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15 
Your answer in Section 20 is not correct. 

The specific yield of the water-table aquifer 
would normally be greater than the storage 
coefficient of the artesian zone by at least two 
orders of magnitude. A seasonal fluctuation 
in pumpage would usually involve a brief 
withdrawal from storage, or a brief period of 
accumulation in storage. The two aquifers 
are pumped at about the same rate, so pre- 
sumably seasonal adjustments in the pump- 
age will be of the same order of magnitude 

for each. However, the response of the two 
aquifers to withdrawal (or accumulation) of 
a similar volume of water wbuld be com- 
pletely different, and wonld be governed by 
their storage coefficients. The aquifer with 
the higher s,torage coefficient could sustain 
the withdrawal with lees drawdown of water 
level than co,uld the aquifer with the lower 
storage coefficient. 

Return to Section 20 and choose another 
answer, 

16 
Your answer, V= hAnp, in Section 26 is 

correct. This expression gives the volume of 
water withdrawn in draining the tank by 
gravity, and the volume which must be added 
to resaturate the ‘sand to the original level, 
under our assumption that the fraction held 
by capillary forces is constant. 

QUESTION 

Suppose, subject to the same assumption, 
that the tank is drained by removing incre- 
ments of water (or resaturated by adding 
increments of water) and a graph of the vol- 
ume of water in storage, V, versus the level 

of saturation, h, is plotted from the results 
of the experiment. Which of the following 
expressions would describe the slope of the 
resulting graph ? 

AV dv 
-=.,=np 
ah dh 

Turn to Section: 

4 

AV dV -=-=Anfl 
ah dh ’ 
AV dV 
h=dh=hAnp 29 

17 
Your answer in Section 14 is not correct. already saturated to some level, and an addi- 

We have seen that if a volume of water, V, tional volume of water, Av, is pumped in, 
is pumped into the tank when it is initially the water level will rise by an increment Ah, 
dry, the equation such that 

V=h-A-n Av=Ah * A - n. 
describes the relation between V and h, the Return to Section 14 and use this reltion 
level of water in the sand. If the sand is in choosing another answer. 
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Your answer in Section 26 is not correct. 
h*A .n would represent the volume of water 
required to raise the water level to a distance 
h above the base of the tank, if the sand were 
initially dry. In this case, however, the sand 
is not initially dry. Some of the pore space is 
already occupied by wa,ter at the beginning 
of the experiment, since after drainage by 
gravity, capillary effects cause some water 
to be held in permanent retention. The vol- 
ume of water which must be added to resat- 
urate the sand to the level h is equal to the 
volume of pore space below the level h which 

does not already contain water. The total 
volume of pore space below the level h is 
h*A an; when the sand was initially sat- 
urated, this entire volume contained water. 
When the sand was drained, a certain frac- 
tion of this water, which we designate p, 
was removed. The remaining fraction, 1 -p, 
was held by capillary retention in the sand. 
Thus p represents the fraction of the pore 
space which is empty when we begin to refill 
the tank. 

Return to Section 26 and choose another 
answer. 

19 
Your answer in Section 33 is not correct. 

Because the aquifer material is identical to 
the sand of our tank experiments and because 
the base area of our prism of aquifer is equal 
to the base <area. of our tank, we should expect 
the relation between volume released from 
storage and decline in water level within the 
prism to be identical to that obtained for the 
tank. In the answer which you selected, how- 

ever, there is no description of the effect of 
capillary retention. Remember that the fac- 
tor p, which was used in the tank experiment 
to describe the fraction of the water which 
could be drained by gravity, as opposed to 
that held in capillary retention, must appear 
in your answer. 

Return to Section 33 and choose another 
answer. 

20 
Your answer in Section 21 is correct. The 

results of the imaginary experiment suggest 
that the term 

1 dV -- 
A dh 

is a constant for the aquifer material. 
In practice, in dealing with the confined or 

compressive storage of ‘an aquifer, it is usually 
assumed that the quantity (l/A) (dV/dh) 
is a constant for the aquifer, or is at least a 
constant for any given looation in the aquifer. 
This quantity, (l/A) (dV/dh), is denoted S 
and is called the confined or compressive stor- 
age coefficient, or simply the storage coeffi- 
cient, of the aquifer. 

It would of course be difficult or impossible 
to perform the experiment described in Sec- 
tion 6. However, if storage coefficient is de- 
fined by the equation 

1 dV S=--, 
A dh 

a nonequilibrium theory can be developed 
from this definition which explains many of 
the observed phenomena of confined flow. 

The following points should be noted re- 
garding confined storage coefficient : 
(1) The storage coefficient is the volume of 

water released from storage in a 
prism of unit area, extending through 
the full thickness of the aquifer, in 
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0 20-con. 

response to a unit decline in head. 
This statement can be appreciated by 
a review of the hypothetical experi- 
ment described earlier, or by letting 
A = 1 in the finite-difference form of 
the definition, S= (l/A) (hV/hh) . 

(2) The definition of storage coefficient is 
simila#r to that of specific yield, in the 
sense that each is defined as the term 
(l/A) (dV/dh), for a prism extend- 
ing through an aquifer. Thus in many 
applications, the two terms occupy the 
the same position in the theory. In the 
case of an unconfined aquifer the spe- 
cific yield is often referred to as the 
storage coefficient. 

(3) It shonld be noted, however, that the 
processes involved in the two types of 
storage are completely different. With- 
drawal from or addition to unconfined 
storage takes place at the water table ; 
it is spoken of as occurring in a prism 
of aquifer because it is usually the 
only significant form of storage within 
such a prism in most water-table situ- 
ations. Confined storage effects, on the 
other hand, are distributed through- 
out the vertical thickness of an 
aquifer. 

(4) Confined storage coefficient values are 
generally several orders of magnitude 
less than specific yield values. Specific 
yields range typically from 0.01 to 
0.35, whereas confined storage values 
usually range from 1O-6 tc 1O-5. 

The definition of confined ,&rage in terms 
of a prism extending through the aquifer i,s 
adequate where ,tbe flow is entirely horizon- 
tal-that is, where no differences in head or 
in lithology occur along a vertical within the 

aquifer. Where vertical differences do occur, 
-one must allow fo,r the possibility 09 different 
patterns of storage release at different points 
along the vertical, and a storage definition 
b’ased on a prism is no longer adequate. Use 
is therefore made of the specific storage, S,, 
which is dedned las the volume of water re- 
leased from confined storage in ,a unit vol- 
ume of aquifer, per unit decline in head. In 
a holmogeneous aquifer, S, would be equal to 
5’ divided by the thickness of the aquifer. 

QUESTION 

Consider a small ground-water basin that 
has both an artesian aquifer and a water- 
table aquifer. Regional withdrawal from the 
artesian aquifer is about equal to that from 
the water-table aquifer, and seasonal fluc- 
tuations in pumpage are similar. Records are 
kept on two olb,servation wells, neither of 
which is in the immediate vicinity,of a dis- 
charging well. One well sho,ws very little 
fluctuation in water level in response to sea- 
sonal variations in pumpage, while the other 
shows great fluctu’ation. Which of the follow- 
ing statementc would more probably be true? 

Turn to Section: 

(a) The well showing little fluctuation. 
taps the water-table aquifer, 
while that showing great fluc- 
tuation taps the artesian zone. 25 

(b) Each well penetrates both aquifers. 5 
(c) The well showing great fluctuation 

taps the water-table aquifer, 
while that showing little fluc- 
tuation taps the artesian zone. ,lS 
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21 0 

Your answer in Section 6 is correct. The 
plot is a straight line, so the slope, dV/dh, 
is a constant. Now suppose the prism is ex- 
panded to twice its original base area, and 
our imaginary experiment is repeated ; and 
suppose we observe that, as 8 result of the 
increase in base area, the slope of our V, h 
plot is twice its original value. 

QUESTION 

Let A now represent the base area of any 
general (vertical) prism through the aqui- 
fer ; or in general, let A represent the surface 
area of the section of the aquifer we are iso- 
lating for discussion. On the basis of the evi- 
edence described, which of the following 
statements would you be inclined to accept? 

Turn to Section: 

(a) 
dV 

dh 
is a constant for the aquifer 
material 

(b) The term 
1 dV -- 
A dh 

is a constant for the aquifer 
material 

(c) The term 

Adv 
dh 

is a constant for the aquifer 
material 

3 

20 

34 

22 
Your answer in Section 14 is not correct. as well if the water is added to the tank in 

We have seen that, neglecting capillary increments. Each incremental volume of 
effects, there is a linear relationship between water, AV, pumped into the tank produces an 
the volume of water, V, pumped into the tank increment in head, Ah, such that 
when it is initially dry, and the level of 
water, h, above the base of the tank. That is, AV=Ah-A-n. 

a constant coefficient, An, relates these two Return to Section 14 and choose another 
quantities : V= h-A en. This linearity holds answer. 

23 
Your answer in Section 6 is not correct. at different values of V. The plot, in other 

The ratio oaf the change of volume of water words, would be some sort of curve. The plot 
in storage, to the change in hydraulic head shown in Section 6, however, is a straight 
is by definition the slope, AV/Ah or dV/dh, linhit has a constant slope, the same for 
of a plot of V versus h. If this rate of change any value of V. 
of V with h were to depend upon V, the plot Return to Section 6 and choose another 
of V versus h would show a different slope answer. 
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24 
Your answer in Section 25 is not correct. 

The relation given in Section 25 for the rate 
of release of water from storage was 

d”+dh 
dt dt 

where S is the storage coefficient, A the area 
of aquifer under study, and dh/dt the rate 
of change of head with time within that area 
of aquifer. In the question of Section 25, S 
was given as 2X lo-” for the artesian aqui- 
fer, ‘and dh/dt, as measured in the deep well, 

was 5 feet per day. A section of the aquifer 
within a 10 foot radius of the observation 
well would have a surface area of ?r x 102, or 
314 square feet. The rate of release of water 
from storage in this section would therefore 
be 

~=SA~=2xlO-‘x314x5 
dt dt 

= 0.314 cubic feet per day. 
Return to Section 25 and choose another 

answer. 

25 
Your answer in Section 20 is correct. Be- 

cause of the higher storage coefficient of the 
water-table aquifer, release or accumulation 
of a comparable volume of water will cause 
a much smaller fluctuation of water level in 
the water-table aquifer than in the artesian 
aquifer. In effect, we have introduced time 
variation into the problem here, since we are 
discussing changes in head with time. To 
bring time into the equati’ons, we may pro- 
ceed as follows. 

Let S represent either specific yield or 
storage coefficient. Then according to our 
definitions we may write, using the finite- 
difference form, 

1 AV 
s=--* 

A ah 
The relation b’etween the volume of water 
taken into or released from aquifer storage 
in a pris,m of base area A and the accom- 
panying change in head, is therefore: 

Av=SAAh. 

Now let us divide both sides of this equa- 
tion by At, the time interval over which the 
decline in head was observed. We then have : 

bV=SAk 
At At 

or, if we are talking about a vanishingly 
small time interval, 

!!LgLldh 
dt dt 

Here dV/dt is th’e time rate of accumula- 
tion of water in storage, expressed, for ex- 
ample, in cubic feet per day ; and dh/dt is 
the rate of increase in head, expressed, for 
example, in feet per day. If we are dealing 
with release from storage, head will decline, 
and both dV/dt and dh/dt will be negative. 
The partial derivative notation, ah/at, is 
usually used instead of dh/dt, because head 
may vary with distance in the aquifer as well 
as with time. This equation is frequently re- 
ferred to as the storage equation. 

The equation can also be obtained using 
the rules of differentiation. For the case we 
are considering we have 

dV dV dh 
-=---9 
dt dh dt 

but from the definition of storage coefficient, 
dV/dh = SA, so that by ‘substitution 

;+A?. 
dt 

(continued on next page) 
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25-con. 
e 

QUESTION 

Suppose we record the water levels in a 
deep observation well, penetrating a confined 
aquifer which h,as a storage coefficient of 
2 x 10-4, and a shallow observation well, tap- 
ping ,a water-table aquifer which has a spe- 
cific yield of 0.20. The water level in the deep 
well falls at a rate of 6 feet per day, while 
that in the shallow well falls at a rate of 0.5 
foot per day. Considering the release of 
water from storage in each aquifer within 
a radius of IO feet of the observation well, 
which of the following statements would be 
most accurate? 

.“I.. I” ““-..-... 

(a) within a radius of 10 feet of the 
shallow well, water is being re- 
leased from storage in the 
water-table aquifer at a rate of 
5 cubic feet per day. 8 

(b) the rate of release of water from 
storage in the water-table aqui- 
fer, within 10 feet of the shallow 
well, is 100 times as great as 
that in the artesian aquifer, 
within 10 feet of the deep well. 13 

(c) within a radius of 10 feet of the 
deep well, water is being re- 
leased from storage in the arte- 
sian aquifer at a rate of 1 cubic 
foot per day. 24 

26 
Your answer in Section 14 is correct. If 

there were no capillary effects, the result of 
filling the tank with sand would simply be to 
take up some of the volume available for 
storage of water. Thus the slope of the plot 
of V versus k for the sand-filled tank would 
differ from that for the open tank (Section 
1) only by the factor n, which i,s the ratio 
of the storage volume available in the sand- 
filled tank to that available in the open tank. 

In practice, of coume, capillary effects 
cannot be neglected. In this development we 
will take a simplified view of these effects, 
as a detailed examination of capillary phe- 
nomena is baeyoad the scope of our discussion. 
Let us assume that due to capillary forces, a 
certain constant fraction of the water in the 
sand is permanently retained. That is, we 
assume that following the initial saturation 
of the sand, we can never drain off by gravity 
the full volume of water which was added 
during the initial saturation. A part of this 
initially added water remains permanently 
held in the pore spaces by capillary attrac- 

tion; thus the amount of water which can be 
alternately stored and recovered is reduced. 

QUESTION 

Suppose the tank is initially saturated to 
a level h and is then drained by gravity. Sup- 
pose further that the ratio of ‘the volume of 
water drained to that initially added is ob- 
served to be p ; that is, the fraction of the 
added water which can be drained is ,f3, while 
the fraction retained in the sand by capillary 
forces is (1 -p) . Subject to our assumption 
that the fraction retained is a constant, 
which of the following expressions gives the 
volume of water which would have to be 
restored 6, the tank, after draining, in order 
to resaturate. the sand to the same level, h, 
as before? 

V=hAn 

V= hA14- 
P 

V=hAnp 

Turn lo Section: 
18 

2 

16 
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27 
Your answer in Section 32 is not correct. A verbal definition of specific yield must 

Your answer defines specific yield as the therefore include this latter concept in some 
quantity (presumably th.e total quantity) of manner-that is, it must indicate that we 
water which can be drained by gravity from are referring to the quantity released from 
a unit area of the aquifer. In the preceding storage per unit decline in head. 
analysis, we developed the concept of specific Return to Section 32 and choose another 
yield in terms of the quantity of water which answer. 
can be drained per unit decline in water level. 

28 
Your answer in Section 33 is not correct. 

The aquifer material was given as identical 
to the sand of the tank experiments described 
previously, and the base area of the prism 
was taken as equal to the base area of the 
tank. We are considering only storage within 
the prism itself, in relation to water level in 
the prism, and are nolt concerned with what 
goes on in the aquifer beyond the boundaries 

of the prism. At this rate, we should expect 
the relation between the volume of water 
drained from storage and the accompanying 
decline in water level to be the same for our 
prism of aquifer as for the tank of the earlier 
experiments. 

Return to Section 33 and choose another 
answer. 

29 
Your answer in Section 16, 

AV dV 
z=z=hAnp 

is not correct. This answer would indicate 
that the relation between V and h-that is, 
the slope of a plot of V versus h-is a func- 
tion of h. However, we have already seen 
that if we refill the tank after it has been 
drained by gravity, we will find V and h to 
be related by a constant Anp. That is, we 

will find that V= hAnp or that the ratio of V 
to h is the constant Anp. If the tank is 
drained by increments, or refilled by incre- 
ments after draining, we would expect the 
same relationship to hold between the incre- 
ments of fluid volume, AV, and the incre- 
ments of head, Ah, as was observed between 
V and h in the ini’tial problem. That is, we 
would expect to find that hV= Ah. Anp. 

Return to Section 16 and choose another 
answer. 

30 
Your answer in Section 6 is not correct. we are considering the relation between the 

Ah represents a simple change in the hy- volume of water in storage and the hydraulic 
draulic head, h. It does not represent any head. We have not yet taken into considera- 
form of rate of change; when we describe a tion the effect of varying the base area of 
rate of change, we always require two vari- our prism of aquifer. 
ables, since we always consider the ratio of Return to Section 6 and choose another 
change of one variable to that of another. answer. 

0 ” At this point of our discussion, moreover, 
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31 0 

Your answer in Section 11 is not correct. 
The sand-filled tank of Section 11 differs 
from the open tank of Section 1, in that any 
quantity of water pumped into the sand- 
filled tank can utilize only the interconnected 
pore volume as its storage space ; in the open 
tank of Section 1 the full capacity of the tank 
was available. If the sand-filled tank is initi- 
ally empty and a volume of water, V, is 
pumped in, this water will occupy the total 
volume of interconnected space between the 
base of the tank and the height to which the 
sand is saturated (neglecting capillary 

effects). If the water level in the sand is a 
distance h above the base of the tank, the 
bulk volume of the saturated part of the sand 
will be h-A, where A is the base area of the 
tank. However, the volume of injected water 
will not equal this bulk saturated volume, 
but rather the interconnected pore volume 
within the saturated region. A review of the 
definition of porosity as given in Part I may 
help to clarify this. 

Return to Section 11 and choose another 
answer. 

32 

Your answer in Section 33, 

fl=An/i?, 
dh 

is correct. The aquifer material is assumed 
to be identic’al to the sand in the tank experi- 
ments ; if the area of the prism is equal to 
that of the tank, the two plots of storage 
versus water level should be identical. Note, 
however, that area is a factor in the expres- 
sion for dv/dh; if we were to choose a pris- 
matic section of larger area, it would pro- 
vide more storage, per foot of head change, 
than one of smaller area, just as a tank of 
larger base area would provide more stor- 
age, per foot of water-level change, than a 
tank of smaller area. If the base of our prism 
of aquifer ‘were unity, the expression for 
dV/dh would be simply np; and in general, 
an expression could be written for the change 
in storage volume per unit head change, per 
unit area of aquifer, as 

1 dV _. -=np. 
A dh 

The term np is referred to as the specific 
yield of an aquifer, and is usually designated 
&,. Because we have assumed (1 -p) , the 
fraction of water retained by capillary forces, 
to be constant, we obtain the result that S, 
is a constant; and for many engineering 
applications, this is a satisfactory approxi- 
mation. It should be noted, however, that it 
is only an ,approximation; the fraction of 
water held in capillary retention may change 
with time, for various reasons, leading to 
apparent variations in S, with time. 

Specific yield describes the properties of an 
aquifer to store and release water (through 
unconfined storage) just as permeability de- 
scribes its properties of transmitting water. 
Mathematically, specific yield is equivalent to 
the term (l/A) (dV/dh) for an unconfined 
aquifer. 

(continued on next page) 
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3%con. 
QUESTION 

On the basis of the above discussion, which 
of the following statements would you select 
as the best verbal definition of specific yield? 

Turn to Section: 

(a) The specific yield of an unconfined 
aquifer is the volume of water 
which can be drained by gravity 
from the aquifer in response to 
a unit decline in head. 7 

(b) The specific yield of a horizontal 
unconfined aquifer is the volume 
of water which is drained by 
gravity from a vertical prism of 
unit base area extending 
through the aquifer, in re- 
sponse to a unit lowering of the 
saturated level. 6 

(c) The specific yield of an unconfined 
aquifer is the quantity of water 
which can be drained from a 
unit area of the aquifer. 27 

-33 
Your answer in Section 16, 

AV dV -=-=Anp, 
ah dh 

is correct. The slope of the graph of volume 
of water in sto’rage versus water level-or 
in other words, the derivative of V with re- 
spect to h-would be constant and equal to 
Anp. 

Now suppose that we are dealing with a 
prismatic section taken vertically through a 

uniform unconfined aquifer as shown in the 
figure. The base area of the prism is again 
denoted A. Suppose the aquifer material is 
identical in its hydraulic properties to the 
sand of our tank experiments. We wish to 
construct a graph of the water in recoverable 
storage within the prism versus the level of 
saturation, or water-table level, in the aqui- 
fer in the vicinity of the prism. We are inter- 
ested only in water which can be drained by 
gravity ; water in permanent capillary reten- 
tion will not be considered part of the stor- 
age. 

QUESTION 

Which of the following expressions would 
describe the slope of this graph? 

Turn to Section: 

28 

dv= An 
dh 

19 

g=Anp 32 
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34 
Your answer in Section 21 is not correct. A (dV/dh) would depend upon the size of the 

In the imaginary experiment described in prism considered, as well as upon the type of 
Section 21, it was stated that doubling the aquifer material, and could not be considered 
base area, A, of the prism had the effeot of a constant representative of the aquifer ma- 
doubling the slope, dV/dh, of the V, h plot. terial. 
Thus the term A(dV/dh) would be four Return to Section 21 and choose another 
times as great for the prism of doubled area, answer. 
as for the original prism. That is, the term 
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Part’ V. Unidirectional Nonequilibrium Flow 

Introduction 

In Part V, our purpose is to develop the 
differential equation for a problem of non- 
equilibrium flow. To do this, we utilize the 
storage equation, 

$=&, 
dt 

developed in Part IV, and we utilize Darcy’s 
law. These two relations are linked by means 
of a relation called the equation of continuity, 
which is a statement of the principle of con- 
servation of mass. 

In Part VI we will develop the same type 
of equation in polar coordinates land will dis- 
cuss a solution to this equation for a particu- 
lar flow problem. In the course of working 
through Parts V and VI, the reader may 
realize that the relations describing the stor- 
age and transmission of ground water can 
be combined to develop the differential equa- 

tions for many other types of flow; and that 
solutions to these equations can be developed 
for a variety of field problems. 

Before the start of the program of Part V, 
there is a brief discussion, in text form, of 
the significance of partial derivatives, their 
use in ground-water equations, and in par- 
ticular their use in a more general form of 
Darcy’s law. This form of Darcy’s law was 
introduced in the text-format discussion at 
the end of Part II. The discussion here is in- 
tended primarily for readers who may not be 
accustomed to using partial derivatives and 
vector notation. It may be omitted by readers 
conversant with these topics. This discussion 
is not intended ‘as a rigo8rous treatment of 
partial differentiation. Readers who are not 
familiar with the subject may wish to review 
such a treatment in any standard text of 
calculus. 

Partial derivatives in ground-water flow analysis 

When a dependent variable varies with 
more than on’e independent variable, the 
partial derivative notation is used. A topo- 
graphic map, for example, may be considered 
a representation of a dependent variable 
(elevation) which is a function of two in- 
dependent variables-the two map direc- 
tions, which we will call X and y, as shown in 
figure i. If elevation is denoted E, each 
contour on the map represents a curve in the 
X-y plane along which E has ‘some constant 
value, In general, if we move in the X direc- 
tion, we will cross elevation oontours-that 
is, E will change. Let us say that if we move 
a distance Ax parallel to the x axis, E is ob- 
served to change by an amount AE,. We may 

form a ratio, AEJAX, of this change in eleva- 
tion to the length of the x interval in which 
it occurs. If the interval AX becomes vanish- 
ingly small, this ratio is designlated @/ax 
and is termed the partial derivative of E with 
respect ‘to X. aE/ax is adually the slope of 
a plot of E versus x, at the point under con- 
sideration, or the ,slope of a tangent to this 
plot, as shown in figure i. Note that in obtain- 
ing aE/ax we move parallel to the x axis- 
that is, we hold y constant, considering only 
the variation in E due to the change in x. 

Similarly, if we move a small distance, Ay. 
parallel to the y axis, E will again change by 
some small amount, AE,. We (again form a 
ratio, AE,/Ay; if the distance taken along 

69 

SE ROA 38452

JA_9734



70 TECHNIQUES OF WATER-RESOURCES INVESTIGATIONS 

the y axis is vanishingly small, this ratio is 
designated &!C/ay and is termed the partial 
derivative of E with respect to y. Note that 
this time we have moved parallel to the y 
axis; in effect we have held x constant and 
isolated the variation in E due to the change 
in y alone. 

If it happened that land surface varied so 
regularly over the map area that we could 
actually write a mathematical expression 
giving elevation, E, as a function of x and y, 
then we could compute aE/ax simply by dif- 
ferentiating this expression with respect to 
x, treating y as a constant. Similarly, we 
could compute @/ay by differentiating the 
expression with respect to y, treating x as a 
constant. For ,exa.mple, suppose that after 
studying the contour map, we decide that ele- 
vation can be expressed approximately as a 
function of :C and y by the equation 

E=5x2+10y+20. 

Differentiating this equation with respect 
to x, treating y as a constant, gives 

?f= 10x. 
W 

We could, therefore, compute aE/ax at any 
point by substituting the x-coordinate of that 
point into the above equation. Differentiating 
the equation with respect to y, treating x as 
a constant, gives 

aE 
-=lO, 
aY 

indicating that aE/ay has the same value, 
10, at all points of the m,ap. In this example, 
aE/ax turned out to be independent of y 
and aE/ay turned out to be independent of 
both x and y. In gen’eral, however, aE/ax 
may depend on both x and y, and aE/ay may 
also depend on both x and y. For example, if 
E were described by the equation 

E=5x2+5y2+8xy+20, 

differentiation with respect to x: would give 

aE 
-=lOx+8y 
ax 

while differentiation with respect to y would 
give 

aE 
-= 1oy + 8x. 
ay 

In the topographic-map example, aE/ax 
and aE/ay are space derivatives-that is, 
each describes the variation of E in a par- 
ticular dire&ion in space. In the discussion 
given in, this chapter we will use the space 
deriva4iPe of head, ah/ax, giving the change 
in hydraulic head with respect to distance in 
the x direction. In addition, however, we will 
use the time derivative of head, ah/at, giv- 
ing the change in head with respect to time, 
if position is held fixed. ah/at is a partial 
derivative, just as is ah/ax, and it is com- 
puted according to the same rules, by con- 
sidering all independent variables except t 
to be constant. We could in fact make a 
“map” of the variation of head with respect 
to distance and time by laying out coordinate 
axes marked x and t, and drawing contours 
of equal h in this x, t plane. The discussion 
given for directional derivatives in the topo- 
graph,ic-map example could then be applied 
to ah/at in this example. 

The partial derivative of head with respect 
to distance, ah/ax, gives the slope of the 
potentiometric surface in the x direction at 
a given point, x, and time, t. This is illus- 
trated in figure ii. If x or t are varied, then 
in general ah/ax will vary, since the slope of 
the potentiometric surface changes, in gen- 
eral, both with position and with time. 

The partial derivative of head with respect 
to time, ah/at, gives the time rate at which 
water level is rising or falling-that is, the 
slope of a hydrograph-at a given point, x, 
and time, t. This is shown in figure iii. Again, 
if x or t are varied, then in general ah/at 
will vary. In other words, ah/ax is a func- 
tion of both x and t, and ah/at is also a func- 
tion of both x and t, in the general case. 

Physically, ah/ax may be thought of as 
the slope of the potentiometric surface which 
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Contour map in 5, y plane, showing 
lines along which E is constant 

Plot of E versus x i 
for y=y, ;Slope of 
tangent is aE at 

z- 
the point x,, y, 

fig. i 

, Plot of E versus y 
for z = zz;Slope of 

aE at 
tangent is av 
the point z2, y, 

will be observed if time is suddenly frozen at 
some value. If an expression is given for h, 
as a function of x and t, ah/ax can be ca.l- 
culated by differentiating this expression 
with respect to x, treating t as a constant. In 
the same way, ah/at may be visualized as the 
slope of a hydrograph recorded at a particu- 

Potentiometric 
surface 

Obserytiyn wells 
/ 

Slope of tangent 

254 

~1; 

3X 
the point x = x1 

I 
I 
21 Distance, z 

h 
Hydrograph of 

observation well 

at the time t = t, 

Time, t 

71 

fig. iii 

lar location (x value). If h is given as a func- 
tion of x and t, an expression for ah/at may 
be obtained by differentiating with respect 
to t, treating x as if it were a constant. 

In the discussion in Part V the problem is 
restricted to only one space derivative, 
ah/ax, and the time derivative. In the gen- 
eral case, we would have to consider all 
three space derivatives-ah/ax, ah/al/, and 

fig. ii 
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9@- Qa -- 
A 
Q Qu=Y 
A 
Q Qc =B 
A 

fig. iv 
ah/ax-in a,ddition to the time derivative. In 
such a me, as noted in the discussion at the 
close of Pant II, we would u’tilize Darcy’s law 
in a somewhat more general form. When 
flow may occur in more than one dire&ion, 
we consider the specific discharge, q= Q/A 
to be a vector, having the three co;mponents 
ql, qil, and qr:. If the medium is isotropic, each 
of these components is given by a form of 

Darcy’s law, in which the partial derivative 
of head in the direction concerned is em- 
ployed. The expressions for the apparent 
velocity components are 

Qs= -Kz!L 
ax 
ah 

qv= -K- 
3Y 
ah 

,qQz= -K- 
a2 

where K is the hydraulic conductivity. 
qn actually represents the fluid discharge 

per unit area in the x direction-that is, the 
discharge crossing a unit area oriented at 
right angles to the x axis. Similarly, qv and 
qz represent the discharges crossing unit 
areas normal to the y and x axes, respec- 
tively. The three components are calculated 
individually and added vectorially to obtain 
the resultant apparent velocity of the flow. 
(See figure iv.) 

We now proceed to the programed material 
of Part V. 

1 If 

\ \Q, 

The picture shows an open tank with an 
inflow at the top and an outlet pipe at the 
base. Water is flowing in at the top at a rate 
Q1 and is flowing out at the base at a rate Q2. 

QUESTION 

Suppose we observe that the volume of 
water in the tank is increasing at a rate of 5 
cubic feet per minute. Which of the following 
equations could we consider correct? 

Turn to Section: 
Q1 = 5 cubic feet per minute 29 

-=2.5 cubic feet per minute 
2 

17 

Q,-Q,=5 cubic feet per minute 21 
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0 

Your answer in Section 32, 

Q,-&,=KZ, 
3% 

II 2 
is not correct. The inflow through face 1 of 
the prism is given, according to Darcy’s law, 
as a product of the hydraulic conductivity, 
the head gradient at face 1, and the cross- 
sectional area, bay, of face 1; that is, 

Q K; 1=- 

( ) 

bay. 
1 

Similarly, the outflow through face 2 is given 
as a product of hydraulic conductivity, head 
gradient at face 2, and the cross-sectional 
area of face 2, which is again bay; that is 

bay. 

Inflow minus outflow is thus given by 

Qr-Qs=Kbay( (;)z- ($), ). 

In the preceeding sections, we have seen that 
the term 

can be written in an equivalent 
the second derivative. 

form using 

Return to Section 32 and use this second 
derivative form in the above equation to 
obtain the correct answer. 

Your answer in Section 30, 
-K ah 

&I= - 
-0 bAy ax 1’ ent. Your answer gives the flow as the prod- 

is not correct. Darcy’s law states that the uct of hydraulic conductivity and head gradi- 
flow through a given plane-in this case, face ent, divided by area. 
1 of the prism-is given as the product of Return to Section 30 and choose another 
hydraulic conductivity, area, and head gradi- answer. 

Your answer in Section 7, 
a2h ah -*-9 
ax2 ax 

is not correct. We wish to find the change in of the interval. Here, the variable is ah/ax 
the quantity ah/ax over a smlall interval, AX, 

and the interval is AX; thus we require the 
of the x-axis. We have seen in the preceding derivative of ah/ax with respect to x and 
sections of Part V thlat the change in a vari- must multiply this by the interval Ax. 

able over such an interval is given by the Return to Section 7 and choose another 
derivative of the variable times the length answer. 
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5 
II 

Your answer in Section 21 is not correct. 
A falling water level in the piezometer would 
indicate that water was being released from 
storage in the prism of aquifer. The slope of 
a plot of piezo,meter level versus time would 
in this case be negative ; ,that is, ah/at would 
be negative, since h would decrease as t in- 
creased. According to the storage equation, 

!!I=& 
dt at 

6 II 

and therefore the rate of accumulation in 
storage, dV/dt, would also have to be neg- 
ative. That is, we would have depletion from 
storage, rather than accumulation in stor- 
age. The question in Section 22, however, 
states that inflow to the prism exceeds out- 
flow; thus, according to the equation of con- 
tinuity, accumulation in storage should be 
occurring. 

Return to Section 21 and choose another 
answer. 

Your answer in Section 21 is not correct. 
If the water level in the piezometer were 
constant with time, a plot of the piezometer 
readings vwsus time would simply be a hori- 
zontal line. The slope of such a plot, ah/at, 
would be zero. From the storage equation, 
then, the rate of accumulation of water in 
storage in the prism would have to be zero, 
for we would have 

“v=SA ?!!+A. o=(-). 
dt at 

The question states, however, that inflow to 
the prism exceeds outflow; according to the 
equation of continuity, then, the rate of 
accumulation of water in storage cannot be 
zero. Rather, it must equal the difference 
between inflow and outflow. 

Return to Section 21 and choose another 
answer. 

7 If 

Your answer in Section 16, 

(Z),- (Z),; (+)) (x2-x1), 
I-2 

is correct. In this case, the derivative itself is 
the variable whose change is required, and 
for this we must use the derivative of the 
derivative, 

dx ’ 

evaluated at an appropriate point within the 
interval. This term is called the second de- 
rivative of y with respect to x, and the nota- 
tion d*y/dx” is used for it. That is, 

d% 
dx” dx 

dy 
= slope of a plot of - versus x. 

dx 
The terms and notations used in the case 

of partial derivatives are entirely parallel. 
The notation a”h/ax* is used to represent the 
second partial derivative of h with respect 
to x, which in turn is simply the partial de- 
rivative of ah/ax with respect to x. That is, 
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ah 
a- 

( ) a2h ax -= 
ax2 ax 

ah 

Con.- ’ 7 
=slope of a plot of - versus x. 

ax 
Again, the partial derivative notation in- 

dicates that we can expect ah/ax to vmy 
with t (or some other variable) as well as 
with x; a2h/ax2 measures only its change 
due to a change in x, all other independent 
variables being held constant. 

represented the change in the hydraulic 
gradient occurring across the prism. If the 
width of the prism in the x direction (that 
is, parallel to the xdaxis) is Ax, which of the 
following expressions could most reasonably 
be substituted for 

QUESTION 

In Section 9, we saw that inflow minus 
outflow for our prism of aquifer could be 

a2h ah -.- 
expressed in the form ax2 ax 

&I - Q2 = KbAy 
K),- es, 1 

and that the term 

Turn to Section: 

4 

ax 
a2h 
- * Ax 
ax2 

23 

32 

Your answer in Section 30, 

&I= -KbAxAy 
( ) 

2 
ax I) 

is ndt correct. According to Darcy’s law, the ent at face 1. The cross-sectional area of face 
flow through face 1 should equal the product 1 is simply bay. 
of the hydraulic conductivity, the crossc Return to Section 30 and choose another 
sectional area of the face, and the head gradi- answer. 

Your answer in Section 33, 

91-&z= -Kbay( ($)/ (;)2}, 

is correct. We may change the term in braces 
to (ah/ax),- (ah/ax) 1 and drop the nega- 
tive sign to obtain the form 

II 9 
The term (ah/ax) 2 - (ah/ax) 1 represents 

the change in hydraulic gradient from one 
side of the prism of aquifer to the other. We 
wish now ,to express this change in hydraulic 
gradient in a slightly different form. 

(continued on next page) 
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9 ’ --Con. 

Y I 

QUESTION 

In the figure, a variable y is plotted as a 
function of an independent variable, x. As cz 
changes from x1 to x2, y changes from y1 to 
y,; (dy/dx) 1--2 represents the slope of the 
plot at a point between z1 and x2. If the 
change in x is small, which of the following 
expressions would you use to obtain an 
approximate value for the change in y? 

Turn to Section: 

16 

+ (x,-x,) 25 

yz-y1=m(x2-xi.) +z 20 
Ax 

10 II 

Your answer in Section 34, 
dV ah 

-iii-= SAxAy- at 
is correct. (We should note that for a finite 
prism, ah/at may vary from point to point 
between the two faces ; and we require an 
average value, which will yield the correct 
value of dV/dt for the prism. In fact there is 
always-at least one point within the prism at 
which the value of ah/at is such an average, 
and we assume that we can measure and use 
ah/at at such a point. If we allow the prism 
to become infinitesimal in size, only one value 
of ah/at can be specified within it, and this 

value will yield an exact result for dV/dt.) 
Using the equation of continuity we may 

now set this expression which we have ob- 
tained for rate of accumulation equal to our 
expression for inflow minus outflow. 

QUESTION 

Which of the following equations is ob- 
tained by equating the above expression for 
dV/dt to that obtained in Section 34 for 
&l-&z? 

Turn to Section: 

a’h S ah 
-=-- 19 
ax2 T at 
a2h ah 

T-AXAY = S- 11 
ax2 at 

ah ah 
TAYAX-=SAXAY- 24 

ax at 
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0 
Your answer in Section 10 is not correct. 

We used Darcy’s law to obtain expressions 
for inflow and outflow from the prism of 
aquifer, and we used the s’econd derivative 
notation to express the difference between 
inflow and outflow. This led, in Section 34, 
to the equation 

II 11 

Q1-Q2=TAXAY~ 
W 

for inflow minus outflow. According to the 
equation of continuity, inflow minus outflow 
must equal rate of accumulation in storage; 
that is 

QrQz=$ 

We obtained an expression for dV/dt 
through the storage equation, which states 
that rate of accumulation in storage must 
equal the product of storage coefficient, sur- 
face (or base) area, and time rate of change 
of head; that is 

dV ah 

dt=SAxAy--’ at 
Substitution of the first and third equa- 

tions into the second will yield the correct 
result. 

Return to Section 10 and choose another 
answer. 

Your answer in Section 34, 

dV S ah 
-=--9 
dt K at 

is not correct. The storage equation tells us 
that the rate of accumullation of water in 
storage within the prism of aquifer must 
equal the product of Istorage coefficient, rate 
of ch’ange of head with time, and base area 
of the prism. Hydraulic conductivity, K, is 

II 12 
not involved in the storage equation. In the 
answer which you selected, there is no term 
describing the base area of the prism, and 
hydraulic conductivity appears on the right 
side of the equation. 

Return to Section 34 and choose another 
answer. 

Your answer in Section 16, 

(s)2 - ($), = ($)~~~x2-xd, 

is not correct. In this case, the dependent 
variable, plotted on the vertical axis, is 
dy/dx. As we have seen in preceding sections, 
the change in tie d,ependent variable is given 
by the slope of the graph, or derivative of 
the dependent variable with respect to z, 

II 13 
multiplied by the change in x. Thus we re- 
quire the derivative of dy/dx with respect 
to 2 in our answer. In the answer shown 
above, however, we have only the square of 
the derivative of y with respect to x. 

Return to Section 16 and choose another 
answer. 
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14 If the water level in the prism of aquifer must 
change with time. However, it need not rise; 
if inflow is less than outflow, it will fall. 

Your answer in Section 22 is not correct. Return to Section 22 and choose another 
It is true th.at if inflow differs from outflow answer. 

15 If 

to indicate that it is incqrrect. In the storage 
equation, S is associated with the time deriva- 
tive of head, @/at. Again, the answer 

Your answer in Section 33, chosen involves only the head gradient at the 
s ah 

( ) 

outflow face. Since we are seeking an expres- 
Q,--Q2=- - sion for inflow minus outflow, we would ex- 

K ax 2 pect head gradients at both faces to be in- 
is not correct. This answer associates storage volved in the answer. 
coefficient, S, with a space derivative of head, Return to Section 33 and choose another 
(ah/ax) 2; this in itself should be sufficient answer. 

16 If 

Your answer in Section 9, 

dy 
y2-y1= dx ( ) 

(x2--x*), 
I-2 

is correct. The change in the dependent vari- 
able, y, is found by multiplying the change in 
the independent variable, x, by the slope of 
the plot, dy,/dx. Note that dy/dx must be the 
slope in the vicinity of the interval %I to x2 ; 

dtt 

frequently, it is considered to be the slope at 
the midpoint of this interval. The approxi- 
mation beco.mes more and more accurate as 
the size of the interval, x2-x1, decreases. The 
above equation is often written in the form 

&/ 
Ay=--AX. 

dx 
(In a more formal sense, it can be demon- 

strated that if y is a continuous function of 
x and if dy/dx exists throughout the interval 
from x1 to xZ, then there is at least one point 
somewhere in this interval at which the de- 
rivative, dy/dx, has a value such that 

or 

dy ~z- YI -=- 
dx x2-2, 

y*-yl=~(x2-xl). 
dx 

This is known as the law of the mean of 
differential calculus. It guarantees that the 
approximation can always be used, provided 
we are careful about the point within the 
interval at which we take dy/dx. Further, 
since this l,aw must hold no mater how small 

(continued on next page) 

dx 
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the interval (x,-x,) is taken, the approxi- 
mation must become exact as the interval is 
allowed to become infinitesimal.) 

QUESTION Turn to Section: 

Now suppose we measure the slope of our 
curve, c&/&r, at vario~es points, and construct (z)2 - (gl = (x2-x1pJm2 31 
a plot of dv/dx versus x, as shown in the 
figure. Again, suppose we wish to know the 
change in C&/&C which occurs as x changes 

(Z),- (!E)l= (!E)~~*(x2-xl~ 13 

from x1 to x2. The subscript l-2 is again 
used to denote evaluation at a point between 
x1 and x2. Which of the following expressions 
would give an approximate value for this 

($),- (;)l= ( dc3)l~2~x2-xl~ 
dx 

change ? 7 

FLOW 79 

Con.- ’ 16 

N 17 
Your answer in Section 1 is not correct. I_ 

The rate of accumulation in the tank does cumulation of water in the tank, or by a com- 
depend upon both Q1 and Q,, but not in the bination of these factors. 
way that your answer implies. The inflow to Return to Section 1 and choose another 
the tank must be balanced by outflow, by ac- answer. 

Your answer in Section 33, 

Q,-B,=K($)l-K($)2 

II 18 
problem, that each should be a product of 

is not correct. The answer treats both inflow hydraulic conductivity, head gradient, and 
and outflow as products of hydraulic con- flow area. 
ductivity and head gradient; but we have Return to Section 33 and choose another 
seen, in our application of Darcy’s law to the answer. 

Your answer in Section 10, 
a”h S ah 
-Z-m, 
ax2 T at 

is correct. Thlis equation describes ground- 
water movement under the simple conditions 
which we have assumed-that is, where the 
aquifer is confined, horizontal, homogeneous, 
and isotropic, land the movement is in one 
direction (taken here as the x direction) .I If 
horizomal components of motion normal to 

‘A rigorous and more general development of the ground 
water equation ia given by Cooper (1966). 

II 
19 

the x-axis were present, we would have to 
consider inflow and outflow through the other 
two faces of the prism ; that is, the two faces 
normal to the y-axis. We would find this in- 
flow minus outflow to be 

a2h 
Qvl-QyZ=Kbh~hy-. 

ay2 
The total inflow minus outflow for the 

prism would then be (QI1 - &,I + (Q,, - QvJ9 
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19 N f--Con. 

where Qn, -Qn2 represents the term we ob- 
tained previously, K~AXAY (a2h/ax2). Final- 
ly, equating this total inflow minus outflow to 
the rate of accumulation, we would have 

a*h a”h ah 
K~AxA~-+K~A~A~-=SAXAY- 

ax2 3Y2 at 
or, using the notation T=Kb, and dividing 
through by TAXAY, 

a*h a*h S ah 
-+-=--. 
ax* ay* T at 

These equations are partial differential 
equations; that is, they are equations contain- 
ing partial derivatives. The relation given 
above for two-dimensional flow is a partial 
differential equation in three independent 
variables x, y, ‘and t. For simplicity, we con- 
tinue the discussion in terms of the equation 
for unidirectional flow, 

a2h S ah 
-=--* 
ax* T at 

This is a partial differential equation in two 
independent variables, x and t. It relates the 
rate of change of head with time, to the rate 
at which the slope of the potentiometric sur- 
face, ah/ax, changes with distance. When 
we say that we require c solution to this 
partial differentisl equation, we mean that 
we are looking for an expression giving head, 

h, as a function of position, x, and time, t, 
such that when this expression is differen- 
tiated twice with respect to x (to obtain 
a*h/ax*) and once with respect to t (to ob- 
tain ah/at), the resulDs will satisfy the con- 
dition 

a*h S ah 
-=--* 
ax* T at 

As with ordinary differential equations, 
there will always be an infinite number of 
expressions which will satisfy a partial dif- 
ferential equation ; the particular solution re- 
quired for a given problem must satisfy, in 
addition, certain conditions peculiar to that 
problem. As in ordinary differential equa- 
tions, these ,additional conditions, termed 
boundary conditions, establish the starting 
points from which the changes in h described 
by the differential equation are measured. 

This concludes Part V. In Part VI, we will 
make a development similar to the one 
made in Part V, but using polar coordi- 
nates, and dealing with the problem of non- 
equilibrium flow to a well. Our approach will 
be the same: we will express inflow and out- 
flow in terms of Darcy’s law and rate of 
accumulation in terms of the storage equa- 
tion; we will then rela,te these flow and stor- 
age terms through the equation of continuity. 
We will go on to discuss a particular ,solution 
of the resulting partial differential equation 
and will show how this solution can be used 
to build up other solutions, including the 
well-known Theis equation. 

20 II x, the change in y corresponding to a small 
change in x is given by the relation 
Change in y = (Slope of curve) 

. (Change in x) , 
where the slope of the curve is measured in 

Your answer in Section 9, the vicinity in which the change is sought. 

y*-yl=m(x,-2J +b”d, 
This follows directly from the definition of, 
the slope of the curve. 

AX Return to Section 9 and choose another 
is not correct. If y is plotted as a function of answer. 
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0 

Your answer in Section 1 is correct. If 
water is accumulating in the tank at a rate 
of 5 cubic feet per minute, inflow must exceed 
outflow by this amount. This is essentially a 
statement of the principle of conservation of 
mass. Since matter cannot be destroyed (ex- 
cept by conversion into energy, which we 
need not consider here), trhe difference be 
tween the rate ,at which mass enters the tank 
and that at which it leaves the tank must 
equal the rate at which it accumulati in the 
tank. Further, because compression of the 
water is not significant here, we may use vol- 
ume in plsce of mass. In general terms, the 
relation with which we are dealing may be 
stated as : 

I, 21 

Inflow - Outflow = Rate of accumulation. 
This relation is often termed the equation of 
continuilty. 

Note that if outflow exceeds inflow, the 

r ieznmeter 

rate of accumulation will be negative-that 
is, we will have depletion rather than accu- 
mulation. An important special case of this 
equation is that in which inflow and outflow 
are in balance, so that the rate of accumula- 
tion is zero. As an example, consider a tank 
in which the inflow is just equal to the out- 
flow. R,ate of accumulation in the tank is zero, 
and the water level does not change with 
time. The flow is said to be in equilibrium, 
or in the steady state. The problems which 
we considered in Part III were of this sort; 
no changes of head with time were postu- 
lated, so the assumption that inflow and out- 
flow were in balance was implicit. The flow 
pattern could be expected to remain the same 
from one moment to the next. 

Forms of the equation of continuity occur 
in all branches of physics. In electricity, for 
example, if the flow of charge toward a ca- 
pacitor exceeds that away from it, charge 
must accumulate on the capacitor plate, and 
voltage must increase. In heat conduction, 
if the flow of heat into a region exceeds that 
leaving it, heat must accumulate within the 
region, and the temperature within the re- 
gion must rise. 

QUESTION 

The sketch shows a prismatic section 
through a confined aquifer. Water is flowing 
in the x direction, that is, into the prism 
through face 1 and ‘out of the prism through 
face 2. A piezometer or observation well 
measures the hydraulic head within the 
prism. Let us suppose that the volumetric 
rate at which water is entering through face 
1 exceeds that at which it is leaving through 
face 2. The water level in the piezometer will 
then : 

remain constant with time 
fall steadily 
rise 

Turn to Section: 

6 
6 

30 
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0 

22 II 

r iezometer 

Your answer in Section 30, 

Q1=-Kbag F 
( ) ax 1’ 

is correct. (@/ax), is the hydraulic gradi- 
ent at the particular point and time in which 
we are interested. We ,simply insert it in 
Darcy’s law to obtain the required flow rate. 

We are dealing with nonequilibrium flow 
here ; that is, in general, inflow and outflow 
will not be equal. Flow occurs only in the x 
direction ; thus the outflow from our prism 
of aquifer must take place entirely through 
face 2, as shown in the sketch. 

QUESTION 

Assuming that outflow differs from inflow 
and that the hydraulic conductivity and 
thickness of the aquifer are constant, which 
of the following statements is correct? 

Turn to Section: 
The water level in the prism must rise 14 
The hydraulic gradient at face 2 of 

the prism must differ from that at 
face 1 of the prism 33 

The rate of withdrawal from storage 
must be given by Darcy’s law. 26 

23 II 

Your answer in Section 7, 

ask 
( ) ax 

ax ’ 

dependent variable, over a small interval of 
the x-axis, AX, is given by the derivative of 
the variable times the length of the interval. 
Here, the variable is ah/ax and the term 
3 (ah/ax) /ax of your answer is certainly its 
derivative. However, this derivative is not 
multiplied by the interval along the x-axis; 
thus the answer gives only the rate of change 
of ah/ax with distance--not its actual 
change across the interval Ax. 

is not correct. As we have seen in earlier Return to Section 7 and choose another 
sections of this chapter, the change in a answer. 

24 II ah 
SAXAY-, 

at 
Your answ0r in Section 10 is not correct. as in the answer which you chose. However, 

The rate of 8accumulation in storage is given the expression for inflow minus outflow re- 
by quires a second derivative, as it deals with 0 
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the difference between two flow terms, each 
of which incorporates a first derivative. In 

Con.- ” 24 
the answer which you chose, inflow minus Review Sections 9, 32, and 34 and then 
outflow is expressed in terms of a first de- return to Section 10 and choose another 
rivative. answer. 

Your answer in’Section 9, 
dy 

( ) 
212-1/t= - + (x*-x1), 

dx 1-2 

tt 25 
is not correct. From the definition of slope, swer which you chose, the slope of the curve 
the change in y can be found by multiplying is added to the change in x. 
the change in x by the slope of *he curve, Return to Section 9 and choose another 
measured in the interval x1 to x2. In the an- answer. 

Your answer in Section 22 is not correct. II 
Darcy’s law describes the transmission of 26 ground water, not its withdrawal from stor- 
age. The storage equation, developed in Part 
IV, deal,s with changes in the quantity of Return to Section 22 and choose another 
water in storage. answer. 

Your answer in Section 32, 

Q1 - Q2 = K-AX, 
ax2 

is not correct. Your answer includes the 
hydraulic conductivity, K, and the term 

a*h 
-AX, 
ax2 

which, as we have seen, is equal to 

Thus if we were to expand your answer, 
expressing it in the original head gradient 
terms, we would have 

II 27 
Q,-Qz=K((~)2- (;). )-K(G), 

This states that inflow is a product of hy- 
draulic conductivity and head gradient, and 
that outflow is similarly a product of hy- 
draulic conductivity and head gradient. We 
know from Darcy’s law, however, that both 
inflow and outflow must be given as prod&s 
of hydraulic conductivity, head gradient, and 
flow area. Your answer thus fails to incor- 
porate flow area into the expression for in- 
flow minus outflow. 

Return to Section 32 and choose another 
answer. 
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28 N storage in the prism of aquifer is equal to 
the product of storage coefficient, rate of 
change of head with time, and base area of 
the prism. In your answer the rate of ac- 

Your answer in Section 34, cumulation is equated to the product of the 
dV ah storage coefficient, the rate of change of head 
-= .%A+-, with time, and the area, bhx, of one of the 
dt at vertical faces of the prism. 

is not correct. The storage equation states Return to Section 34 and choose another 
that the rate of accumulation of water in answer. 

29 II swer to be correct, the outflow, Q2, would 
have to be zero. Only in that case would the 
rate of accumulation in the tank equal the 

Your answer in Section 1 is not correct. inflow. 
Some of the inflow to the tank is balanced Return to Section 1 and choose another 
by outflow at the base. In order for your an- answer. 

30 II 
Your answer in Section 21 is correct. Ac- 

cording to the equation of continuity, if in- 
flow to the prism of aquifer exceeds outflow, 
water must be accumulating in storage with- 
in the prism. According to the storage equa- 
tion, if water is accumulating in storage 
within the prism, hydraulic head in the 
prism must, be increasing with time. Speci- 
fically, we have 

Inflow - Outflow = Rate of accumulation,’ 
dV/dt 

and 

;=&L 
at 

where A is the base area of the prism. There- 
fore, 

1Here again we me volume in place of mass in the equation 
of continuity, even though slight compression and expansion of 
the water fan be a factor contributing to confined storage. The 
changes in fluid density from point to point in a normal ground- 
water situation are sufficiently small to permit this approxi- 
mation. In fact, if this were not the case. it would not be 
possible to use the simple formulation of storage coefllcient. de- 
fined in terms of fluid volume. which we have adopted. 

ah 
Inflow - Outflow = SA-. 

at 
If the term (Inflow-Outflow) is positive 

-that is, if inflow exceeds outflow-then 
ah/at must be positive, and water levels 
must be increasing with time. In the above 
equations, we have used the partial deriva- 
tive of head with respect to time, ah/at; and 
in the equations that follow, we will use the 
partial derivative of head with respect to 
distance, ah/ax. These notations are used 
because, in this problem, head will vary both 
with time and with distance. 

QUESTION 

The sketch again shows the prism of Sec- 
tion 21. We assume this prism to be taken 
in a homogeneous and isotropic aquifer 
which is horizontal and of uniform ;thick- 
ness. Suppose we let (ah/ax) 1 represent the 
hydraulic gradient (in the x direction, which 
is the direction of the flow) at face 1 of the 
prism. We wish to write an expression for 
the inflow through face 1 of the prism. Let 
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Piezometer II Con.- ’ 30 
us denote this inflow Q1, and let us further 
denote the height of the prism (thickness of 
the aquifer) by b. The width of the prism 
normal to the x axis is denoted Ay, the length 
of the prism along the x axis is denoted Ax, 
and the hydraulic conductivity of the aquifer 
is denoted K. Which of the foilowing equa- 
tions gives the required expression for the 
inflow at face 1 ? 

Turn to Section: 

22 

Your answer in Section 16, 

(Z)*- ($)l= (x2-x1($),_,, 

is not correct. In the preceding sections we 
sa+w that the change in the dependent vari- 
able is given by the change, x2 -x1, in the 
independent variable, times the derivative of 
the dependent variable with respect to x. 
Here the dependent variable is dy/dx ; but 

N 31 
in your answer we do not have the derivative 
of this dependent variable with respect to x 
-we have, rather, only the derivative of y 
with respect to 2. 

Return to Section 16 and choose another 
answer. 

Your answer in Section 7, 
a2h 
- * Ax, 

is correct. This term is equivalent to the term 

provided that we choose a suita.ble point 
within the interval x2 -x1 at which to evalu- 

If 32 
ate @z/ax*. The product (a2h/ax2) AX rep- 
resents the slope of a plot of ah/ax versus 
x, multiplied by the interval along the x 
-axis, AX, and thus gives the change in ah/ax 
over this interval. 

(continued on next page) 
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N 32 - 
Con . 

QUESTION 

Using this expression for 

(($),- (3 I 
which of the following forms is the correct 
expression for inflow minus outflow, Q1 -Q2, 
for our prism of aquifer, which is shown 
again in th.e diagram? 

?urn to Section: 

3% 

Q1 - Q2 = K-AX 
ax2 

a”h 

27 

Q1 - Q, = K~A~Ax- 34 
ax2 

8,-Qz=K- 2 
W 

Piezometer It 

Yaur answer in Section 22 is correct. If we 
apply Darcy’s law at face 2, we have 

where at face 1 we had 

Q1=-Kbay 2 . ( \ \%/I 
K, b, and Ay do not change. Thus if the aut- 
flow, Q2, is to differ from the inflaw, Q1, the 
hydraulic gradients at the inflow and outflow 

faces must differ-that is, (ah/ax), must 
differ from (ah/ax) 1. 

QUESTION 

Using the expressions we have developed 
for inflow and outflow, which of the follow- 
ing terms would describe inflow minus out- 
flow for the prism? 

Turn to Section: 

QcQ,=K($)~ -K(g), 18 

15 

9x-&z= -y{(f). - ($), } 9 
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0 

Your answer in Section 32, 
a2h 

Ql - Qz = KbayAx-, 
ax2 

is correct. The term Kb, representing the 
hydraulic conductivity of the aquifer times 
its thickness, is called the transmissivity or 
transmissibility of the aquifer, and is desig- 
nated by the letter T. Using this notation, 
the expression for inflow minus outflow be- 
comes 

a*h 
Q, - QZ = TAYAX-. 

3” 
Now according to the equation of continu- 

ity, this inflow minus outflow must equal the 
rate of accumulation of water in storage 
within the prism of aquifer, which is shown 
in the figure. 

QUESTION 

We represent the average time rate of 
change of head in the prism of aquifer by 
ah/at and note that the base area of the 
prism is A=AXAY. Using the storage equa- 
tion, which of the following expressions 
gives’ the rate of accumulation in storage 
within the prism? 

Turn to Section: 

C-W ah 
-= Sbhx- 
d-t .- at 

dV S ah 
-=-- 
dt K at 
dV ah 
-=sAxAyz dt 

28 

12 

10 

II 34 

Water level changing 

material 
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Part VI. Nonequilibrium Flow to a Well 

Introduction 

In Part V we developed the equation 
a2h S ah 
-=-- 
ax2 T at 

for one-dimensional nonequilibrium flow in 
a homogeneous and isotropic conlined 
aquifer. We indicated, in addition, that ex- 
tension to two-dimensional flow would yield 
the equation 

a’h a2h S ah 
-z-m* 

gs+ayz T at 

In Part VI we consider a problem involv- 
ing flow aw$ay from (or toward) a well in 
such an aquifer. As in the steady&ate prob- 
lem of flow to a well, which we considered in 
Part III, we will find it convenient here to 
use polar coordinates. The two-dimensional 
differential equation 

a2h ph S ah 
-+-=-- 
ax= aY2 T at 

can be transformed readily into polar coordi- 
nates by using standard methods. However, 
it is both easy and instructive to derive the 

equation again from hydraulic principles in 
the form in which we are going to use it. 
After we have developed the differential 
equation in this way, we will consider one of 
its solutions, corresponding to an instantane- 
ous disturbance to the aquifer. In the ter- 
minology of systems analysis, this solution 
will give the “impulse response” of the well- 
aquifer system. In considering this solution, 
we will first show by differentiation that it 
satisfies the given differential equation ; we 
will then develop the boundary conditions ap- 
plicable to the problem and show that the 
solution satisfies these conditions. Following 
the programed section of Part VI, a discus- 
sion in text format has been added showing 
how the “impulse response” solution may be 
used to synthesize solutions corresponding to 
more complex disturbances to the aquifer. In 
particular, solutions are synthesized for the 
case of repeated withdrawal, or bailing, of 
a well and for the case of continuous pump- 
ing of a well. The latter solution, for the par- 
ticular case in which the pumping rate is 
constant, is the Theis equation, which is com- 
monly used in aquifer test analysis. 

-m 

1 + 

The figure shows ,a well penetrating a con- the inner surface of the element is at a 
fined aquifer. A cylindrical shell or prism, radius r1 from the axis of the well, which is 
coaxial with the well and extending through taken as the origin of the polar coordinate 
the full thickness, b, of the aquifer has been system ; and the outer surface of the element 
outlined in the diagram. The radial width of is at a radius rz from this axis. We assume 
this cylindrical element is designated Ar ; all flow to be in the radial direction, so that 

88 
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0 
1 

+ -Con. 

/ 
Well 

we need not consider variation in the vertical 
or angular directions. We further assume 
that we are dealing with injection of water 
into the aquifer through the well, so that flow 
is outward, away from the well, in the posi- 
tive r 
of the 
ity T, 

direction. The hydraulic. conductivity 
aquifer is denoted K, the transmissiv- 
and the storage coefficient S. 

If 
QUESTION 

(ah/w) 1 represents the hydraulic 
gradient at the inner face of the cylindrical 
element, which of the following expressions 
will be obtained for the flow through this 
face, by an application of Darcy’s law? 

Turn to Section: 

34 

Q 15 

Q 1= 36 

Your answer in Section 27, 
ah V -Z- e- (S?2/4Tt) 

’ ar 4xTt 
is not correct. 

You are correct in your intention to mul- 
tiply the derivative of e- (s+/4Tt) by the “con- 
stant” coefficient V/ (4*Tt) to obtain the 
derivative of the product 

V -e- (Sr2/4Tt) , 
4rrTt 

with respect to r. However, your differentia- 
tion of e-(S+/4Tt) is not correct. The deriva- 

tive of e raised to some power is not sim- 
ply e raised to the same power, as you have 
written, but the product of e raised to that 
power times the derivative of the exponent. 
That is, 

de” du 
-= eu-. 
dr dr 

Thus, in this case, we must obtain the deriva- 
tive of the exponent, - (Sr2/4Tt), and multi- 
ply e- (Sr2/4Tt) by this derivative to obtain the 
derivative of e- (sr2/4Tt) with respect to r. 

Return to Section 27 and choose another 
answer. 
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3 + 
Your answer in Section 35, 

ah V 
-= - . e-(S+/4Tt) 

at 4aTt 
is not cor.rect. In your answer, the term 
e- (Sr2/4Tt) is differentiated correctly with re- 
spect to time. However, your answer gives 
only the derivative of this factor times the 
first factor itself, V/(4rTt). According to 
the rule for differentiation of a product, we 
must add to this the second factor, e-(Sr’/4rt), 

times the derivative of the first factor. 
The first factor, V/(4rTt) was treated as a 
constant coefficient when we were differen- 
tiating with respect to r, since it does not 
contain r. It does, however, contain t and 
cannot be treated as a constant when we are 
differentiating with respect to t. Its deriva- 
tive with respect to t is given in the discus- 
sion of Section 35. 

Return to Section 35 and choose another 
answer. 

4 + 

Your answer in Section 27, 

ah - 2% 
--=e- (Sr2/4Tt) . - 

ar ( ) 4Tt ’ 

is not correct. 
When an expression is multiplied by a con- 

stant coefficient, the derivative of the product 
is simply the constant coefficient times the 
derivative of the expression. For example, 
the derivative of the expression x2, with re 
spect to x, is 2x; but if x2 is multiplied by 
the constant coefficient c, the derivative of 
the product, cxz, is c-2x. 

In the question of Section 27, the term 
e- (.%*/4rt) is actually the expression in which 

we must differentiate with respect to r. The 
term V/ (4xTt), represents a constant coeffi- 
cient--constant with respect to this differen- 
tiation, because it does not contain r. Thus 
whatever we obtain as the derivative of 
e- (S+/4Tt) must be multiplied by this coeffi- 
cient, V/ (4xTt), to obtain the derivative of 
the product 

V 
-e-- (S+/4Tt). 

4rrTt 
Your differentiation of e- (s+/4rt) is cor- 
rect, but your answer does not contain the 
factor V/(4rTt) and thus cannot be correct. 

Return to Section 27 and choose another 
answer. 

Your answer in Section 27, 
ah V -=zr pe- (S?2/4Tt) . 

ar 4aTt 
is correct. 

We now wish to differentiate this expres- 
sion for ah&r, in order to obtain a2h/ar2. 
To do this, we treat the expression as the 
product of two factors. The first is the func- 
tion we just differentiated, 

V 
-e- (Sr?/4Tt) ; 

4irTt 

the second is 

Once again we are differentiating with re- 
spect to r, so that t is treated as a constant. 
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5 + -Con. 

QUESTION 

If we follow the ruIe for differentiation 
of a product (first factor times derivative 
of second, plus sqond factor times deriva- 
tive of first), which of the following results 
do we obtain for a2h/arz? 

Turn to Section: 

f~LJe-wTt~ . (;)+(IE) . ,-(ST2/4Tt) . (XT)) 35 

a*h V 
-=- . e- (.W/4Tt) 

ar* QnTt 
.(z)+(z). ,-LS+,4Ttl . (3 23 

9 

6 + 

Your answer in Section 18 is not correct. 
The answer which you chose states that out, or approaches zero, as radial distance 
head becomes infinite as radial dimstance be- becomes very large. 
comes small. The behavior which we are try- Return to Section 18 and choose another 
ing to describe is that in which head dies answer. 

ah 
( ) 

T- 
;; l 

( > 
T- 
ar 2 

0 

r 

\ 
Slope of 
tangent to curve 

Your answer in Section 15, 

a-c?*=24 (f),- (3 ), 
is correct. The term 

actually represents the change in the vari- 
able r (ah/ar) between the radial limits, r1 
and r2, of our element. If we imagine a plot 
of r (ah&r) versus r, as in the figure, we 
can readily see that this change will be given 
approximately by the slope of the plot times 

(continued on next page) 
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7 + -Con. 0 

the radial .increment, Ar. That is, approxi- 
mately 

(r!!t),- (r$),= ‘(lF)-Ar 

where the derivative 
ah 

a r- 
( ) ar 

ar 
represents the slope of our plot, at an ap 
propriate point within the element. This 
slope, or derivative, is negative in our illus- 
tration, so that 

The approximation inherent in the above 
equation becomes progressively more accur- 
ate as Ar decreases in size. 

QUESTION 
Recalling that the rule for differentiation 

of a product is “first factor times derivative 
of second plus second factor times derivative 
of first,” which of the following equations 
gives the derivative of r (ah/at+) with re- 
spectto r? 

Turn to Section: 

‘($) ‘(g) ah 
=r +- 26 

ar ar ar 

a2h ah =r-+- 28 
ar ar2 ar 

azh = Zr- 8 
ar arP 

8 + 

Your answer in Section 7, 

ah 
a r- 

( ) ar =f&? 
ar2’ 

ar 
is not correct. We are required to take the 
derivative of the product r(ah/ar) . The rule 
for differentiation of a product is easy to 
remember: first factor times derivative of 
second, plus second factor times derivative 
of first ; that is 

d(m) dv du 
-=u---+v- 

dx dx dx 
A derivation of this formula can be found 

in any standard text of calculus. Our first 
factor is r, and our second factor is ah&. 
Thus we must form the expression: r times 
the derivative of ah/ar with respect to r, 
plus ah/ar times the derivative of r with re- 
spect to r. 

Return to Section 7 and chooee another 
answer. 
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9 + 

Your answer in Section 6, 

is not correct. If we remove the braces and 
separate your ,answer into two terms, we 
have 

aih V 
-= ___ . e- (S72/4Tt) . 

arz 4rTt 
($!)+(I.%) . &. e-~S7’/4Tt~. 

The first term, according to the rule for dif- 
ferentiation of a product, is correct, since it 
represents the first factor, 

V -* e- (S13/4Tt) 

4aTt 
multiplied by the derivative of the seco,nd 
(with respect to r) , which is simply 

-2s 

4Tt’ 
The second term of your answer, however, 
is not correct. 

- 2Sr 

4Tt 
is the second factor of the product we wish 
to differentiate but 

V 
-. e- (S72/4Tt) 

4nTt 
does not represent the derivative of the first 
factor. This first factor is itself 

V 
- . e - (S?Z/4Tt) 

4rTt 
and its derivative with respect to r was ob- 
tained in answer to the question of Section Return to Section 5 and choose another 
27. answer. 
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10 + 
Your answer in Section 21 is not correct. 

We established in the discussion of Section 
21 that the rise in head within the well at 
t = 0, due to injection of the volume V, would 
be given by V/A,, where A, is the cross-sec- 
tional area of the well bore. If the well radius 
approaches zero, A, must approach zero. The 
smaller A, becomes, the larger the quotient 
V/A, must become; for example, l/O.001 is 

certainly much greater than l/l. Your an- 
swer, that the head change is zero, could only 
be true if the area of the well were immea- 
surably large, so that thme addition of a finite 
volume of water would produce no measur- 
able effect. 

Return to Section 21 and choose another 
answer. 

77 + 
Your answer in Section 33 is not correct. 

The integration in the equation 

v= I’=” S-h,, .2irrdr 
r=O 

cannot be carried out until we substitute 
some clearly defined function of r for the 
term h,t. Until this is done, we do not even 
know what function we are trying to inte- 
grate. But even if the integration could be 
carried out and the result were found to be 

V 
- e- (+S/4Tt) 

4nTt 
then we would be left with the result 

V 
v=- e- (r2S/4Tt) 

4irTt 
which clearly can never be satisfied 
perhaps at isolated values of r and t. 

except 

Return to Section 33 and choose another 
answer. 

12 + 
Your answer in Section 28, 

dv+p ah 

dt at 
is not correct. The storage equation states 
that the rate of accumulation in storage is 
equal to the product of storage coefficient, 
rate of change of head with time, and base 
area of the element (prism) of aquifer under 
consideration. Your answer contains the 
storage coefficient, S, and the time rate of 
change, ah/at. However, the base area of 
the prism which we are considering is not 
given by &. 
This term gives the area of a circle extending 
from the origin to the radius r; our prism is 
actually a cylindrical shell, extending from 

the radius rl to the radius r2. Its base area 
is the area of the shaded region in the figure. 
This region has a radial width of AT and a 
mean perimeter of 291-r. 

Return to Section 28 and choose another 
answer. 
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0 73+ 

Your answer in 
proposed solution, 
randtis 

Section 33 is correct. Our 
giving h as a function of 

h,t = pe- (r%S/4Tt). 

4rrTt 
To test this solution for’conformity with the 
required condition we substitute 

V 
--e- (+S/4Tt) 

4nTt 

for h,t4n the equation 

V= jr=* Se h,.,t * 2rrdr 
T-=0 

and evaluate the integral to see whether the 
equation is satisfied. The substitution gives 

V= rzms.Gt .e- (+S/4Tt) .&,.ydr. 

r=O ?r 

Constant terms may be taken outside the in- 
tegral ; in this case, we are integrating with 
respect to r, so t may be treated as a constant 
and taken outside the integral as well. We 
leave the factor 2 under the integral for the 
moment and take the remaining constants 
outside to give 

SV r=cQ V=- I e- (r2S/4Tt) .2rdr. 

4Tt r=O 

To evaluate the integral in this form, we 
make use of a simple algebraic substitution. 
Let 

x=r2: 

then 

dz=Brdr; 

and let 

S 
a=-. 

4Tt 

Substituting these terms in the above 
equation, we obtain : 

The indefinite integral of e-O2 is simply 
I --e-W; 
a 

that is, 

J 

1 e-aqjx= --e-az+c 
a 

where c is a constant of integration. The in- 
finite upper limit in our problem is handled 
by the standard method ; the steps are as 
follows 

/ 

.Z=CO 

/ 

b 
e-uzdz=lim e-“zdz 

z=o b+ca 0 

1 1 - --.- ( )I a e” 

+-f- 
a 

but 

’ 

so that 

/ 

ZZCO 1 e-az& =- 
z=o a 

Therefore 
1 

aV e-az&=aV--= V. 
a 

This verifies that our function 
V 

-e- (r2S/4Tt) 

4xTt 
(continued on next page) 
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- 13 + -Con. 

actually satisfies the required condition- 
that is, that when we substitute this term 
for h,,$ in the expression 

/ 
TECO 

r=O 
S.h,t.2~rdr 

and perform the integration, the result is 
actually equal to V, the volume of injected 
water, as required by the condition. 

We have shown, then, that the expression 
V 

h= pe- (r?3/4Tt) 

4*Ti3 
satisfies the differential equation for radial 
flow in an aquifer and satisfies as well the 
boundary conditions associated with the in- 
stantaneous injection of a volume of water 
through a well at the origin, at t =O. It is, 
therefore, the particular solution required 
for this problem. It is an important solu- 
tion for two reasons. First, it describes ap- 
proximately what happens when a charge of 
water is suddenly added to a well in the 

standard “slug test” (Ferris and Knowles, 
1963) and provides a means of estimating 
transmissivity through such a test.’ Second, 
and more importantly, it gives the “impulse 
response” of the welLaquifer system-the 
solution corresponding to an instantaneous 
disturbance. Solutions for more complkated 
forms of disturbance, such as repeated in- 
jections or withdrawals. or continuous with- 
drawal, can be synthesized from this ele- 
mentary solution. Following Section 37, a 
discussion is given in text format outlining 
the manner in which solutions correspond- 
ing to repeated bailing and continuous pump- 
ing of a well may be built up from the im- 
pulse response solution. 

This concludes the programed instruction 
of Part VI. You may proceed to the text- 
format discussion following Section 37. 
Readers who prefer may proceed to Part VII. 

‘A subsequent publication (Cooper, Bredehoeft. and Papa- 
dopulos. 1967) has provided a more accurate description of the 
actual effect of adding a charge of water to a well, by con- 
sidering the inertia of the column of water in the well. This 
factor was neglected in the original analysis. 

14 + 

Your answer in Section 33 is not correct. equation. The solution actually represents 
The condition to be satisfied was the head, h,t ; if we substitute it for the quan- 

V:= r=%h,,t.2?rrdr. 
tity 27ir, as your answer suggests, there will 
be two terms, h,.,t and our solution, both rep- 

r=O resenting head in the resulting equation. 
A solution to our differential equation is by Moreover if the result of the integration 
definition an expression giving the head, h, were 2&’ we would be left with the result 
at any radius, r, and time, t, in a form that V=2&‘, which does not satisfy the required 
satisfies the differential equation. Here, the condition. 
idea is to test such a solution to see if it also Return to Section 33 and choose another 
satisfies the condition phrased in the above answer. 

15 
+ 

Your answer in Section 1, T, as before. The variable terms, r and ah/ 

&I= -KBxr,b 2 
( ) 

ar, may be combined and treated as a single 

ar 1’ 
variable, r (ah/ar) . The value of this vari- 
able at the inner face of the cylindrical ele- 

is correct. The terms 27, K, and b are all ment will be designated (rah/ar),. Using 
constants ; we will denote the product Kb by these notations, our expression for inflow 
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15 + -Con. 

through the inner face of the cylindrical 
element is now 

Q,=-2nT r? 
( ) ar 1. 

QUESTION 

Suppose we continue to treat the product 
r(ah/ar) as a single variable, and let (rah/ 
ar)t denote the value of this variable at the 
outer face of the cylindrical element. The ex- 
pression for the outflow, Q2, through the 
outer cylindrical surface can then be written 
in terms of (9@/ar)2, in a form similar to 

that for the inflow. Which of the following 
equations would we then obtain for the in- 
flow minus outflow, Q1 - Q2, for our cylindri- 
cal element ? 

?urn to Section: 

QrQz=2rT((c),-(~$)~) 7 

,,-,.=~~T(Y~); (Y$)~ 30 

QcQ~=~~T(($)~-($)~ } 25 

16 + 

Your answer in Section 28, 

sah 
dV at 
-=-9 
dt 2arAr 

is not correct. The storage equation tells us 
that rate of accumulation in storage should 
equal the product of storage coefficient, rate 
of change of head with time, and base area 

of the element (prism) of aquifer with which 
we are dealing. Our element, or prism, of 
aquifer is a cylindrical shell extending from 
the radius rI to the radius r2. Its base area is 
given by the term %frAr. However, in your 
answer this area term is divided into the 
term S (ah/at). 

Return to Section 28 and choose ,another 
answer. 

17 + 

Your answer in Section 20, 

a”h 1 ah V -2s 2S2r2 
-+--e-e- (Sr=/4Tt) -+- 
3-2 r ar 4xTt 1 1 4Tt 16T2t2 ’ is not equal to 

2S2r2 
is not correct. The mistake in this answer re -. 
sults from an algebraic error in simplifying 16T2tZ 
the second term of the expression for a*h/ Return to Section 20 and choose another 
ar*. The nroduct answer. 
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Your answer in Section 21 is correct; head 
is immeasurably great, or infinite, at the well 
at t = 0. Taking this result together with our 
requirement that head must be zero else- 
where in the aquifer at t = 0, we may phrase 
the boundary condition for t =0 as follows 

h+w, for r=O and t=O 
h=O, for r>Oand t=O. 

We now test our solution to see if it satis- 
fies this requirement. Probably the easiest 
way to do this is to expand the term 
e- (.%‘/4rt) in a Maclaurin series. The theory 
of this type of series expansion is treated in 
standard texts of calculus ; the result, ,as ap- 
plied to our exponential function, has the 
form 

e~=l+x+~+x~+*** 
. . 

or for a negative exponent, 
1 e-a= 

1+x+;;+;+*** 
. . 

In our case, a: is the term r2S/4Tt, and 

e- (r’%/4Tt) =_ 

2 r2S 3 

(‘2”) (i) ( G ) 

l+ - + -+- +*** 

4Tt 2! 3! 
so that 

V 
-e- (+=S/rlTt) = 

4rrTt 

V 
. 

r4S2,rr Pi% 
4rTt + r*& + -+ +*** 

4Tt.2’ 16T2t2-3! . 
Now as t approaches zero, the first term in 

the denominator approaches zero ; the second 
remains constant, and the third and all 
higher terms become infinite, provided r does 
not also approach zero. If any term in the 

h 

h 

\ 

t=1 

h 

t=0.1 

T 
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denominator is infinite, the fraction as a 
whole becomes zero. Thus the expression 

V 
PC- (+S/4Tt) 

4xTt 
is zero for t =0 and r#O, and satisfies the 
first part of our condition. 

If r and t are both allowed to approach 
zero, the first two terms in the denominator 
of our fraction will be zero. The third will 
behave in the same manner as the fraction 
cx4/kx behaves as x approaches zero, since 
r-and t are both approaching zero in the same 
way. The limit of tx*/kx as x approaches 
zero is 0, since 

cx4 c 
-=-x3* 

kx k 
Therefore the third term in the denominator 
must also approach the limit zero as r and t 

approach zero. By a similar analysis it can 
be shown that the limit of every succeeding 
term in the denominator is zero as r and t 

approach zero. Thus the entire denominator 
is zero, and the fraction as a whole is infinite, 
so that the term 

V 
e- (+S/4Tt) 

zz 

is infinite when r and t are both zero, satisfy- 
the second part of our condition. 

Another and very instructive way to in- 

vestigate the behavior of the function 
V 

PC- (+S/4Tt) 

4rTt 
is to construct plots of this function versus 
r, for decreasing values of time. The figures 
show the form that such a series of plots 
will take. It may be noted that as time ap- 
proaches zero the function approaches the 
shape of #a sharp “spike,” or impulse, at r= 
0. The shape of ,these curves suggests a head 
distribution which we might sketch intutive- 
ly, if we were asked to describe the response 
of an aquifer to the injection of a small 
volume of water. It is suggested that the 
reader construct a few of these plots, in 
order to acquire a feeling 
of the function. 

for the behavior 

QUESTION 

The aquifer is assumed to be infinite in 
extent, and the volume of water injected is 
assumed to be small. We would therefore ex- 
pect the effects of the injection to die out at 
great radial distances from the well. Which 
of the following exprwsions is ,a mathema- 
tical formullation of this behavior and could 
be used as a boundary condition for our 
problem? 

Turn to Section: 

h+O as r-) 00 33 
h+co as t+co 29 
h+oo as r+O 6 

19 + 

Your answer in Section 21 is not correct. 
We established in the discussion of Section 
21 that the rise in water level in the well at 
t =0 should be given by the expression h= 
V/A,, where A, is the cross-sectionial area of 
the well bore and V is the volume of water 
injected. In order fo,r h to have the instan- 
taneous value of 1 foot, V, in cubic feet, 
would have to be numerically equal to A,, 
in square feet. However, we are assuming 

the well to have an infinitesimally small 
radius, so that A,, its cross-sectional area, 
approaches zero. If smaller and smaller 
values are. assigned to the denominator, A,, 
while the numerator, V, is held constant, 
the fraction V/A, must take on larger and 
larger values. 

Return to Section 21 and choose another 
answer. 
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Your answer in Section 35, 

is correct. If the term 
V 

-e- (Sr?/4Tt) 

4rrTt 
is factored from this expression we have 

ah v -=-me- (S+/4Tt) 
at 4rTt 

and if we multiply this equation by S/T, we 
obtain 

Sah V 
_-c--g- (S+/4Tt) --- . 
T at 4rrTt 

Our expression for ah&, obtained in an- 
swer to the question of Section 27 WM 

ah ‘v 
-=-n-(Srs/4Tt) . 

ar 4rTt 
The term (l/r) (ah/ar) is therefore given 
by 

lab V 
-w=: -e- (W/4Tt) . 

r ar 4=Tt 
In answering the question of Section 5, 

we saw that the expression for a2h/ar2 was 
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QUESTION 

Which of the following expreasions is ob- 
tained for 

a*h 1 ah 
-+--, 
ar* r ar 

by combining the two expressions given 
above and factoring out the term 

V 

4rTt 

. e-’ (Sr2/4Tt) 7 . 

a*h 1 ah V 
-+--= 
ar2 

-e- WW{;+~] 
r ar 4*Tt 

a*h 1 ah V 
-+--=- 
ar2 r ar 4rTt 

e- (S+‘/4Tt, ( ;+l?} 

a*h 1 ah V 
-+--=- 
arz r ar 4rrTt 

e- W.tI(;+~) 

Turn to Section: 

21 

17 

24 

21 + 

Your answer in Section 20, 

a*h 1 ah V 
-+--=- 
a+ r ar 4=Tt 

,- WWTt~( ;+&}, 

is correct. Now note that this expression is 
identical to that given for (S/T) (ah/at) in 
Section 20. Thus we have shown that if head 
is given by 

V 
h=- .e- (.%=/4Tt) 

4,rTt 
then it is true that 

a2h 1 ah S ah 
-+--=----; 
ar* T ar T at 
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In other words, the expression 
V 

h= pe- (Sr2/4Tt) 

4,rTt 
satisfies the partial differential equation, or 
constitutes one particular solution to it. In 
fact, this expression is the solution which 
describes the hydraulic head in an infinite, 
horizontal, homogeneous, and isotropic arte- 
sian aquifer, after a finite volume of water, 
V, is injected suddenly at t =0 into a fully 
penetrating well of infinitesimal radius lo- 
cated at r = 0, ass,uming that head was every- 
where at the datum prior to the injection- 
that is, assuming h was everywhere zero 
prior to t = 0. 

Proof that our function is the solution 
corresponding to this problem requires, in 
addition to the demonstration that it satis- 
fies the differential equation, proof that it 
satisfies the various boundary conditions 
peculiar to the problem. We now wish to 
formulate these conditions. 

The charge of fluid is added to the well at 
the instant t = 0. At this instant, there has 
been no time available for fluid to move 
away from the well, into the aquifer. There- 
fore, at all points in the aquifer except at 
the well (that is, except at r=O), the head 
at t =0 must still be zero. In the well, on the 
other hand, the addition of the volume of 

water produces an instantaneous rise in 
head. For a well of measurable radius, this 
instantaneous head buildup, Ah, would be 
given by 

v v 
Ah=--=--, 

A, n-rwz 
where A,,, is the cross-sectional area of the 
well blare, and rw i,s the well radius. For ex- 
ample, if A, is 1 square foot and we inject 
1 cubic foot of water, we should observe an 
instantaneous rise in head of 1 foot in the 
well ; and because head was originally at 0 
(datum level), we can say that the head in 
the well at t =0 should be 1 foot. If A were 
0.5 square foot, the head in the well at t = 0 
should be 2 feet; and so on. 

QUESTION 

For purposes of developing the boundary 
conditions, we have assumed the radius of 
our well ,to be infinitesimally small-th,at is, 
to approach zero. Which of the follo,wing 
statements describes the behavior of head at 
the well at t =0, subject to this assumption? 

Turn to Section: 

head at the well will be 0 feet at t = 0 10 
head at the well will be 1 foot at t = 0 19 
head at the well will be immeasurably large 

-that is, infinite-at t= 0 18 

22 + 
Your answer in Section 37 is not correct. dV ah 

The expression obtained in Section 28 for in- -=s2n?Ar-. 
flow minus outflow was dt at 

The expression for inflow minus outflow may 

~,-4&=2+~+3AT. 
be equated to that for dV/dt, and the result 
simplified to yield the correct answer. 

Return to Section 37 and choose another 
Our expression for dV/dt was answer. 
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Your answer in Section 6, 

aah V 
-= -.e-(s~a,4Tt)(~)+(~).e-(s~2,4Tt).(4~), 
ar2 4rTt 

is not correct. The rule for differentiation of 
a product is: first factod times derivative of 
second plus second factor times derivative of 
first. The two factors, in this case, are 

V 
-e- (S+/4Tt) 

4xTt 
(which-we have already differentiated in the 
question of Section 27) and 

- 2Sr 

4Tt _ 
The first term of your answer is correct; the 
first factor, 

V 
-e- (.%-=/4Tt) 
4,rTt 

is multiplied by the derivative of the second, 
which is 

-2s 

4Tt 
(t is simply treated as part of the constant 
coefficient of r, since we are differentiating 
with respect to r). The second term of your 
answer, however, is not correct; you have 
written the derivative of the first factor as 

-2Sr 
e- (S+/4Tt) . - . 

( ) 4Tt 
Compare this with the correct answer to the 
question of Section 27 and you will see that 
it does not represent the derivative of 

V 

anTt 
e - (S+a/4Tt) Return to Section 5 and choose another 

answer. 
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24 + 

Your ansbwer in Section 20, 
a’h 1 ah V 
-+---=- of the two terms 
ar2 r ar 4rTt 

is not correct. This answer contains alge- 
braic errors, both in the addition of the two 
tX9lllS Return to Section 20 and choose another 

answer. 

25 + 

Your aneiwer in Section 15, 

Q1+24(3-(3 ), 

is not correct. The expression for inflow 
through the inner cylindrical face was shown 
tobe 

Applying Darcy’s law in a similar fashion to 
the outer c.ylindrical face, at radius r,, the 

expression for outflow through this face is 
found to be 

ah 
Q 2=-2rT r- ,. 

( ) ar 2 
These two equations may be subtracted to 

obtain an expression for inflow minus out- 
flow. The radius, r, does not disappear in 
this subtraction. Your answer, which does 
not include radius, must therefore be wrong. 

Return to Section 15 and choose another 
answer. 

26 + 

Your answer in Section 7, 

a(lrg) a($) ah 
---=r +-v-, 

ar ar ar 
is not correct. The derivative of a product is 
given by the first factor multiplied by the 
derivative of the second, plus the second 
factor multiplied by the derivative of the 
first. Your first term, above is correct; the 
first factor, r, is multiplied by the derivative 
of ‘ah&, a.lthough it would be more conven- 
tional ti use the second derivative notation, 

azh 
-s ar* I 

rather than 

ar ’ 
Your second term, however, is not correct. 
The derivative of r with respect to r is not 
equal to r. 

Return to Section 7 and. choose another 
answer. 
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Your answer in Section 37 is correct. The 
basic differential equation for the problem is 

a2h 1 ah S ah 
-+--=--* 
ar* r ar T at 

In seeking a solution to this equation, we 
are seeking an expression giving h as a func- 
tion of r and t, such that when ah/ar, a2h/ 
ar2, and ah/at are obtained by differentia- 
tion and substituted into this equation, the 
equation is found to be satisfied. For ex- 
ample, consider the function 

V 
h= p. e- (S72/4Tt) 

4rrTt 
in which V (as well as S and T) is constant 
and e is the base of natural logarithms. This 
happens to be an important function in the 
theory of well hydraulics, as we shall see ; 
and we wish now to test it, to see whether 
it satisfies the above differential equation. To 
do this we must differentiate the expression 
once with respect to t and twice with respect 
to r; these operations are not difficult if the 
rules of differentiation are applied carefully. 
First we will differentiate with respect to 

27 + 

r; in doing so, we treat t as a constant, so 
that the factor V/ (4rTt) becomes simply a 
constant coefficient. In the exponent, as well, 
the term - (S/4Tt) may be considered a 
constant coefficient of r2 ; and the problem is 
essentially one of finding the derivative of 
e- (~4~~) 7’ and multiplying this by the 
constant factor V/ (4rTt). The derivative of 
a function e” with respect to a variable r is 
given simply by e”* (du/dr) . Here, u is the 
term - (S/4Tt) r2. 

QUESTION 

Following the procedure outlined above, 
which of the following expressions is found 
for ah&? 

Turn to Section: 

4 

-=- 

ah V -=- e- (SP’j4Tt) 

ar 4=Tt 
2 

28 + 

Your answer in Section 7, 

a2h ah =r- +-9 
ar af-2 ar 

is correct. Our expression for 

may therefore be written 

Our expression for inflow minus outflow 
therefore becomes 

(continued on next page) 
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Ql-Q.=2A7( (T$),- (?-3} 

As before, we wish to equate thi,s expres- 
sion for inflow minus outflow to the rate of 
accumulation of water tin storage in our ele- 
ment. The surface area of the cylindrical ele- 
ment is given approximately by 

A = 2flAr. 

The term 2~ is the perimeter of a circle 
taken along the midradius of the element; 
multiplioation by the radial width, Ar gives 
the surface area, or base area, of the cylin- 
drical shell. 

QUESTION 

Using this expression for the surface area 
of the cylindrical element, and letting ah/ 
at denote the time rate of head buildup in 
the element, which of the following expres- 
sions is obtained for the rate of accumula- 
tion of water in storage in the element? 

dV ah 
Turn to Section: 

- = S2xrAr- 
dt at 

z!L&Jp- 
ah 

dt at 

ST!!- 
dV at 
-=- 
dt %rAr 

37 

12 

16 

29 + 

Your answer in Section 18 is not correct. as going to infinity, rather than disappear- 
The behavior we are trying to describe is ing; and it describes a restriction on h with 
the disappearance of the effect of injection, time, rather than with distance. 
at great radial distances from the well. The Return to Section 18 and choose another 
answer which you chose describes head, h, answer. 

30 + 

Your answer in Section 16, 

is not correct. We established in Sections 1 
and 15 that inflow through the inner cylin- 
drical face of the element is given by 
Darcy’s laws as 

Using a similar approach, we can show that 
outflow through the outer cylindrical face is 
given by 

These two equations can be subtracted to ob- 
tain an expression for inflow minus outflow 
for the cylindrical element. 

Return to Section 15 and choose another 
answer. 

SE ROA 38489

JA_9771



PART VI. NONEQUILIBRIUM FLOW TO A WELL 107 

32 + 

Your answer in Section 35, 

ah V SF 
-= -+ e- (S72/4Tt) . 

at 4rTt’4Tt” 

Recall that the derivative of an exponential, 
e”, with respect to t is given bye”du/dt. Let- 
ting u represent - (Sr2/4Tt), your answer 
gives only au/at in the place where it should 
give 

is not correct. Application of the product 
rule-first factor times derivative of sec- 
ond plus second factor times derivative of 
first-is correct; but your expression for the 
time derivative of e- (~‘4~~) is not correct. 

au 
e”-. 

at 
Return to Section 35 and choose another 

answer. 

32 + 

Your answer in Section 37 is not correct. 
In Section 28, we saw that the expression 
for inflow minus outflow could be written 

,,T( c++r 

and 

I a2h ah 
Ql-Qz=2rT r-+- I AT 

0 I arz arl 

while the expression we obtained 
dt was 

dV ah 
-=SBflar-. 
dt at 

If we equate the terms 

ah 
S2flAr- 

at 
for dV/ and then divide through the resulting equa- 

tion by 
2TTrar, 

we obtain the correct answer to the ques- 
tion of Section 37. 

Return to Section 37 and choose another 
answer. 

33 + 

Your answer in Section 18, h+O as r+co is 
correct. From a mathematical point of view, 
we should perhaps have used, instead, the 
condition that (ah&) +O as r+w . This con- 
dition is required as r increases toward in- 
finity, because the cross sectional area of flow 
within the aquifer-a cylindrical area co- 
axial with the well-expands toward in- 
finity. Thus if we were to apply Darcy’s law 
to determine the flow of the injected water 
away from the well, we would obtain the re- 
sult that this flow increases toward an in- 
finite value with increasing distance from the 
well, unless we postulated that the head 

gradient, ah&r, decreased toward zero with 
increasing r. However, the condition that h 
approaches a constant, 0, as r+co implies 
that ah& must also approach zero as r in- 
creases; and it is a somewhat easier condi- 
tion to establish. 

Our task, then, is to show that the func- 
tion 

V 
e- (r2S/4Tt) 

4rTt 

satisfies this condition-that is, we must test 
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this function to see whether its value ap- 
proaches zero as r approaches infinity. It is 
easy to show that for any finite value of 
time the condition is satisfied. However, we 
are also interested in what happens as t ap- 
proaches infinity along with r-that is, we 
would like our condition to be satisfied for 
all times, even those immeasurably large. 
For this reason, it is convenient to use the 
the series expansion form given in Section 
18 ; that is we use 

V 
- e- (+:5/4Tt) 

4,Tt 
V 

= 
r4s2?r rwx 

4rrT t + r2Sx + -+ 
4Tt.2! 16T2tZ-3! 

In order that the fraction on the right ap- 
proach zero, it is sufficient that any one of 
the individual terms in the denominator be- 
comes infinite. If r and t both approach in- 
finity, the first two terms clearly become in- 
finite; in fact, the remaining terms become 
infinite as well, although we need not show 
this. If one! term is infinite, the entire de- 
nominator is infinite, and the fraction is 
zero. For a finite value of t, all terms except 
the first clearly become infinite as @co, and 
again the expression as a whole tends to 
zero. Thus the expression 

V 
-e- (r’S/rlTt) 

4rTt 

satisfies the condition of tending to zero as 
*CO, for any value of time. Again, this can 
be demonstrated by extending the plots de- 
scribed in Section 18 to large values of r. 

We could also add the condition that h 
must approach zero as time becomes infinite, 
everywhere in the aquifer-that is, that the 
effect of the injection must eventually die 
out with time everywhere throughout the 
aquifer, since we are injecting a finite vol- 

ume of water into an aquifer which is as- 
sumed to be infinite in extent. We have just 
shown that h approaches zero at infinite 
time, as r also becomes infinite ; we need only 
show that this behavior holds when r is 
finite. We will show this through direct use 
of the function, although it is also evident 
using the series expansion form. As t be- 
comes infinitely large the factor 

V 

4rTt 
must approach zero ; the factor 

- e- (+S/4Tt) 

which is equivalent to 

1 
e(r?S/4Tt) 

must approach the value 

or 

1 

eo, 

if r is finite. But e” is simply 1, so that the 
product 

V 

4,Tt’ 

e- (+‘%/4Tt) 

must approach zero as t becomes infinitely 
large, at any finite value of r. 

We now consider the last condition which 
our function should satisfy. In the sketch, 
the aquifer has been divided into cylindrical 
elements of radial width Ar, coaxial with the 
well. At any given time t after injection, the 
injected volume of fluid, V, is distributed in 
some way among these cylindrical elements. 
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We assumed head to be at the datum, or zero, 
prior to injection, so that h actually repre- 
sents only the head increase due to the in- 
jection. From the definition of storage co- 
efficient, the quantity of the injected fluid 
contained within a given cylindrical element 
will be given by 

where r is the median radius of the element, 
so that 2wrAr is the base area of the element; 
hr,t gives the average head in the element 
(that is, at the radius r) at the time in ques- 
tion ; and S is the storage coefficient. (Recall 
the definition of storage coefficient--the 
volume in storage is the product of storage 
coefficient, head, and base area.) Now if we 
sum the volumes in storage in every cylin- 
drical element in the aquifer, the total must 
equal the injected volume, V, at any time 
after injection. That is, 

where the summation is carried out over all 
of the cylindrical elements in the aquifer. 
Again, it should be kept in mind that h,,, 
represents only the head increase associated 
with the injection, so that its use in the stor- 
age equation leads only to the volume of 
water injected, not to the total volume in 
storage. Now since we are dealing with a 
continuous system, we replace the summa- 
tion in the above equation by an integration. 

That is, we let the width of each element 
become infinitesimally small, denoting it dr, 
so that the number of elements becomes in- 
finitely great; and we rewrite our equation 
as 

v= [l-y S - h,t - Bnrdr. 

The limits of integration extend from T= 0 
to r= co, indicating that the cylindrical ele- 
ments extend over the entire aquifer. This 
equation then is the final condition which 
our function should satisfy if it is in fact 
the solution we are seeking. 

QUESTION 

How do you think our proposed solution 
should be tested to see if it satisfies this 
boundany condition? 

Turn to Section: 
The integration indicated in the equation 

should be carried out. The result should 
equal 

V 
-e- (rW/4Tt). 11 
4rTt 

The expression 
V 

- e- (rV/4Tt) 

4rTt 
should be substituted for 

27fr 
in the equation, and the integration should 
be carried out ; the result should be 

27s. 14 
The expression 

V 
- e- (+*S/4Tt) 

4,rTt 
should be substituted for 

h r,t 
in the equation, and the integration should 
be carried out ; the result should equal 

V. 13 
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Your answer in Section 1, 

ah 
Q 1=-Krr12 - 

( ) ar 1 
is not correict. Darcy’s law states that flow is 
given by the product of hydraulic conduc- 
tivity, head gradient in the direction of flow, 
and cross-sectional area normal to the di- 
rection of ,flow. In this problem as in the 
steady flow to a well treated in Part III, the 

direction of flow is the radial, or r, direction. 
An area which is everywhere normal to the 
radial coordinate would be a cylindrical 
area, coaxial with the well. That is, the flow 
area that we require here is a cylindrical 
area-in particular, the inner face of the 
cylindrical prism shown in Section 1. The 
area of a cylinder is given by the product 
of its height and its perimeter. 

Return to Section 1 and choose another 
answer. 

35 + 

Your answer in Section 6, 

is correct. We now wish to differentiate the 
equation 

V 
h= -. e- (Sr=/4Tt) 

4mTt 
with respect to time, to obtain an expression 
for ah/at. In doing this, we consider r to be 
a constant, and treat our expression as the 
product of t.he two functions of t, 

V 

4rrTt 
and 

e- (Sr’/rlTt) . 

The derivative of 
V V 

-, or--‘t-l 
4rTt 4,7T 

with respect to t is 
V -V 

------.t-2,0r -. 
4rT 4rTt= 

To differentiate 
e- (S+‘/4Tt) 

we again apply the rule 

de” du 
-= eu-, 
dt dt 

where u is 

- ST-2 - Sr2 
-, or-*t-l, 

4Tt 4T 
and its derivative with respect to t is 

Sr2 ST2 
--‘k2, or-. 

4T 4Tt2 

QUESTION 

Applying the rule for differentiation of a 
product, together with the above results, 
which of the following expressions is ob- 
tained for ah/at? 
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ah V -=-. e-(S+/4Tt) 

at 4aTt 
ah V 
-=p. e-. (S+/4Tt) + e-(Sr*/4Tt) . 

at 4,rTt 
ah v Sr” 

-=- .-+ e- (S+/4Tt) 

at 4aTt 4Tt2 

Turn to Section: 

3 

20 

31 

36 + 

Your answer in Section 1, 

Q1= , 
2fl1 

is not correct. Darcy’s law tells us that flow 
is given by the product of hydraulic conduc- 
tivity, head gradient in the direction of flow, 
and cross-sectional area normal to the direc- 
tion of flow. In this case, as in the steady 
state flow to a well in Part III, the direction 

of flow is the radial direction and the cross- 
sectional area normal to the flow is a cylin- 
drical surface-the inner surface of the cy- 
lindrical shell shown in Section 1. In your 
answer, however, there is no factor repre- 
senting the area of this surface. The height 
of the cylinder, which is b, appears in the 
numerator of your answer; its perimeter, 
which is %rl, appears in the denominator of 
the answer which you chose. 

Return to Section 1 and choose another 
answer. 

37 + 

Your answer in Section 28, 
dV ah 
-=%irAr-, 
dt at 

is correct. As before, we will next use the 
equation of continuity to link the storage 
and flow equations. 

QUESTION 

If the expression obtained for inflow 
minus outflow is equated to that given above 

for rate of accumulation in storage, which 
of the following equations may be obtained? 

Turn to Section: 

a*h 1 ah 
r-+--z SZ 22 

ar2 2fl ar at 

32 

azh 1 ah S ah 
-+--=-- 
arz r af- T at 

27 

SE ROA 38494

JA_9776



112 TECHNIQUES OF WATER-RESOURCES INVESTIGATIONS 

Development of Addi tional Solutions by 
Superposition 

The differential equation 
a’h 1 ah S ah 
-+--=-- 
a@ r ar T at 

is linear in h ; that is, h and the various deri- 
vatives of h occur only in the first power- 
they are not squared, cubed, or raised to any 
power except 1, in any term of the equation. 
Equations of this type have the property 
that solutions corresponding to two individ- 
ual disturbances may be added to obtain a 
new solution describing the effect of the two 
disturbances in combination. This is termed 
superposition of solutions; it is a technique 
which is often used intuitively by hydrolo- 
gists-for example when calculating the 
drawdown produced by several wells, by add- 
ing drawdowns calculated for individual 
operation. 

The solution obtained in the preceding 

programed instruction was developed for an 
injection of fluid at t =O: If the injection 
does not occur at t =0, the term t in the solu- 
tion is simply replaced by At, the time inter- 
val between the injection and the instant of 
head measurement. For example, if the in- 
jection occurs at time t’, and the head change 
due to this inj,ection is measured at -some 
later time t, the interval t-t’ is used in the 
solution in place of t, giving 

V 
h,t = 

-LIIs-t., > 
*e . 

4rT(t-t’) 

Now suppose two injections occur, one at 
t,’ and one at t,‘, and the head is measured 
at some time t following both injections. Us- 
ing superposition, the head change due to 
the combined disturbances is 

VI v2 
h 

-LT(t--tp’) / 

r’t=47rT(t-t,‘) 
me + -e 

4rT(t-t,‘) 

where V, is the volume injected at t,’ and 
V, is the volume injected at t,‘. 

If we consider removal of a volume of 
water from the well, rather than injection, 
we need only introduce a change of sign, 
taking V as negative. For example, if a 
bailerfull of water is removed at t = tl’, the 
head change at time t, due to this removal is 

h,t = -e 
4?rT(t-t,‘) 

where V, is the volume removed by the 
bailer. If the well is bailed repeatedly, as 
may happen during completion, the head 
change due to bailing is obtained by super- 
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0 posing the disturbances due to each individ- 
ual withdrawal : 

h,t = - 
47rT(t-t,‘) I 

V, -4rT::t2 ‘^-(..;:J 
- se ***- SC! 

4,rT(t-t,‘) 4,rT(t-tn’) - 

113 

where t is the time at which h is measured ; 
tl’,&‘,ta’, * * * t,’ are the times at which the 
individual withdrawals are made ; and V,,, 
Vz, V,, * * * V,, are the volumes removed by 
the bailer in the successive withdrawals. The 
“bailer method” of determining transmissiv- 
ity from the residual drawdown of a well 
that has been bailed was developed from this 
equation (Skibitzke, 1963) . 

Pumping 
rate, Q 

Q(f) ------ 

t Time 

Now suppose a well is pumped continuous- 
ly during the time interval from zero to t, 
and we wish to know the head change at 

time t due to this continuous withdrawal. 
The rate of pumping, in volume of water per 
unit time, may vary from one instant to the 
next. The figure shows a plot of pump- 
ing rate verus time for a hypothetical case. 
Pumping starts at time = 0 and extends 
to time = t, the instant at which we wish to 
know the head change. We consider first the 
head change at t due to the action of the 
pump at one particular instant, t’, during 
the course of pumping. We consider an in- 
finitesimal time interval, dt’, extending to 
either side of the instant t’ ; the average rate 
of pumping during this interval is denoted 
Q (t’) . The volume of water withdrawn from 
the well during the interval is the product of 
the pumping rate, Q (t’) , and the time inter- 
val, dt’ ; that is, 

-V= -Q(t’)dt’. 
Again negative signs are used to indicate 
withdrawal as opposed to injection. The 
product Q (t’)dt’ is equal to the area of the 
shaded element in the graph shown in the 
preceding figure ; the height of this element 
is Q (t’), and its width is dt’. The time in- 
terval betwen the instant of withdrawal and 
the instant of head measurement is t-t’. Us- 
ing the solution obtained in the programed 
instruction for the head change due to in- 
stantaneous withdrawal of a volume of 
water, the head change at time t due to the 
withdrawal at t’ is given by 
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-v -(u;Ist*) > -Q(t’)dt’ -( ,T;lsf,) 
-c! = *I3 

4*T(t-t’) - 

The total head change at t, due to the con- 
tinuous withdrawal from zero to t, is ob- 
tained through superposition, by adding the 
head changes due to the instantaneous with- 
drawals throughout the interval from zero 
to t. 

- Q(t’) -.e-( +;;i> 
.&7 T(t -- t’) 

I I, l---kct - U-jTime t, 
0 t' t ' 

The figure shows a graph in which, instead 
of plotting only discharge versus time, we 
plot the entire function 

--Q(t’) 
-e 

4?rT(t-t’) 

versus time. The area of the element at t’ 
is now 

-Q(t’) 
--. e .dt’ 
42rT(t-t’) 

4*T(t-t’) - 

-thus it is just equal in magnitude to the 
head change at t, caused by the withdrawal 
at t’. If elements of the type shown in the 
figure are constructed all along the time 
axis, from zero to t, the area of each ele- 
ment will give the head change at t due to 
operation of the pump during the time inter- 
val represented by the element; the total 
head change at t due to all of the instan- 
taneous withdrawals throughout the inter- 
val from zero to t will therefore be equal to 
the sum of these areas, or the total area un- 
der the curve from zero to t. This total area 
is the integral of the function 

-Q(V) -(*T:f) > 

4,rT(t-t’) 

over the interval from zero to t, that is, the 
total head change is given by 

h= 
-Q(t’) -i u(t--ty / 

-e dt’. 
4rT(t-t’) 

It should be noted that we are now using t’ 
to denote the time variable or variable of in- 
tegration, rather than to specify one par- 
ticular instant. The function being inte- 
grated involves the difference, t-t’, between 
the upper limit of integration and the vari- 
able of integration. Evaluation of the inte- 
gral will yield a function of the upper limit, 
t, and of r; that is, the head change due to 
the pumping will be specified as a function 
of r and of t (the time of head measure- 
ment.) 

For the particular case when the rate of 
discharge is a constant, Q, the integral equa- 
tion can be transformed directly into a form 
suitable for computation. We have 

SE ROA 38497

JA_9779



PART VI. NONEQUILIBRIUM FLOW TO A WELL 115 

/ 7-s \ 
- 4T(t-t') k ) 

.e dt’. 

The value of + corresponding to the upper 
limit of integration, t’= t, is 

h= 

The term -Q/4xT is a constant and may 
be taken outside the integral, giving 

-( 4TZ) 
dt’. 

We introduce the algebraic change of 
variable, 

$= r”S 
4T(t-t’) ’ 

We differentiate this expression with respect 
to t’, treating t, at this stage, as a constant; 
this gives 

d* r2S.4T r2S 1 
-= 
dt’ (4T(t-t’))2= 

.- 
4T(t-t’) t-t’ 

r2S 

= 4T(t-t’) 

Therefore 

and 

r2S 

4T(t- t’) 

9% 

4T 

$” 
d+=- . dt’ 

PS 

ICI” =-* 
r2S 

4T 

r2S 
tit= = 00. 

4T(t-t) 

While the value of + corresponding to the 
lower limit of integration, t’ = 0, is 

qo= r”S - r2S . 
4T(t-0) 4Tt 

We now return to our integral equation 
and substitute JI for 

r2S 

4T(t-t’)’ 
r% d+ 

-.- 
4T Q 

for 

dt’ ; 

and the values obtained above for the limits 
of integration. This gives 

-Q 
h=- 

L 
co 1 r2S d+ 

-.e-* .-.-* 
4?rT y r’s t-t’ 4T q,” 

zi 

But since 

4T 
the above integral becomes 

r%’ d+ 
&‘=- -. 

4T +” 4Tt 
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c?-* Values of the integral for various values 
of the lower limit have been computed, using 
this series, and tabulated. In the hydrologic 
literature, the value of the integral is com- 
monly referred to as W(u) or “well function 
of u.” Tables of W(u) versus u are avail- 
able in the reference by Ferris, Knowles, 
Brown, and Stallman (1962) and in numer- 
ous other references. In the forms presented 
above, the equations yield the head change, 
or simply the head, assuming h was zero 
prior to pumping. If head was at some other 
constant level, h,, prior to pumping, the ex- 
pressions are still valid for head change, 
h-h,. That is, we have 

i 
\ 
'\ 
\ 
\ 
\ 
\ 

\ 

I\ 

I' 
I' 
I/ 

I // 

/ 

//i/ // 

0 Lower 
/'O//$ 

limit 

U 

This integral is called the exponential in- 
tegral. It is a function of its lower limit, as 
suggested by the figure, which shows a graph 
of the function e-*Y/+ versus +. The area un- 
der this graph is equal to the value of the 
integral. The upper limit is infinite, and the 
function e-*/q approaches zero as + becomes 
infinite ; the area under the curve, or the 
value of the integral, depends only upon the 
point where the lower limit is taken-that 
is, upon the value of r%/4Tt. This term is 
often denoted u in the literature, so that the 
equation for head change is often written 

where 

PS 
u=-. 

4Tt 

It can be shown that the above integral is 
equal to an infinite series involving the lower 
limit. Specifically, 

r. W e-r u2 u3 f.64 
y oT+ = -0.5772 -In(u) +u-- -- -+ *** 

2.2!+3.3! 4*4! 

(24) 

where 

r “S 
?A=- 

4Tt 

or in terms of drawdown, h, - h, we have 

Q s=h,-h=- s 
00 e-u Q e-d,/,=- *W(u) 4rTu + 47rT 

The result we have obtained here is 
known as the Theis equation, after C. V. 
Theis who first applied it in hydrology 
(Theis, 1935). An excellent discussion of the 
significance of this equation in hydrology is 
given in another paper by Theis (1938). 

It was recognized by Cooper and Jacob 
(1946) that at small values of u, (that is, 
at large values of t), the terms following 
In (u) in the series expansion for 
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become negligibly small. In this condition 
the value of the integral is given simply by 

- 0.5772 -In (u) , 

or 

-0.5772--In 

The sign of the logarithmic term may be 
changed by inverting the expression in 
brackets, 

and the constant, 0.5772, may be expressed 
as the natural logarithm of another con- 
stant, 

0.6772 = In 

so that 

-0.5772+(;) -In($) -In(&) 

=*n(T)=2.3 l*gl0(:)- 

Thus when pumping has continued for a 
sufficient length of time so that u, or r2S/ 
4Tt, is small we may write 

Q s 
03 e-r 2.3Q 

a=- - d+- lofhl 
4=T u ti 4aT 

This is the modified nonequilibrium for- 
mula, which forms the basis of the “semilog 
plot” techniques often used by hydrologists 
in the analysis of pumping test data. These 
techniques are generally applied for values 
of u less than 0.01. 

The Theis equation and the modified non- 
equilibrium formula are extremely useful 
hydrologic tools, provided they are used 
within the limits of application established 
by the assumptions made in their derivation. 
Before leaving this subject, we will briefly 
review the assumptions that have been ac- 
cumulated during the course of the deriva- 
tion. We first developed the equation 

by 
1. 
2. 
3. 

4. 

5. 

a2h 1 ah S ah 
-+--=-- 
w2 r ar T at 

assuming that : 
The aquifer was confined ; 
There was no vertical flow; 
All flow was directed radially toward (or 

away from) the origin ; 
S and T were constant--that is, the 

aquifer was homogeneous and iso- 
tropic ; 

There was no area1 recharge applied to 
the aquifer 

In writing the solution corresponding to 
instantaneous discharge or input of a vol- 
ume of water, V, we added the assumptions 
that : 

6. The aquifer was infinite in extent; 
7. There was no lateral discharge or re- 

charge except at the well 
8. The head was uniform and unchanging 

throughout the aquifer prior to t =O. 
9. All of the injected water was taken into 

storage (or conversely, all discharged 
water was derived from storage). 

10. The well was of infinitesimal radius. 
Finally, when we integrated the above solu- 

tion to obtain the continuous discharge solu- 
tion 

Q 

J 

co e-e 
9=&--h=- --@ 

4rT 1s JI 
4Tt 
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ers have examined the problem of discharge 0 we added the condition that 
11. The discharge, &, was constant through- 

out the duration of pumping. 
These assumptions should be kept in mind 

whenever the Theis equation is applied. The 
assumption that all flow is lateral implies 
that the well must fully penetrate the aqui- 
fer and that the aquifer is horizontal. 

If the semilog approximation is used, we 
add the assumption that the time is great 
enough and radius small enough that the 
term r%S’/4Z’t is less than 0.01, and the later 
terms in the series expression for the inte- 
gral can therefore be neglected. 

The Theis equation was the first equation 
to describe flow of water to a well under 
nonequilibrium conditions. In subsequent 
work, Papadopulos and Cooper (1967 
have accounted for the effects of a finite well 
radius ; Jacob (1963) and several other writ- 

from partially penetrating wells ; Stallman 
(1963a), Lang (1963), and numerous other 
investigators have utilized image theory to 
account for lateral aquifer boundaries ; 
Jacob and Lohman (1952) have analyzed dis- 
charge at constant drawdown, rather than 
at constant rate ; numerous writers, includ- 
ing in particular Jacob (1946)) Hantush 
(1959, 1960 1967a 196713) and Hantush 
and Jacob (1955) have treated the problem 
of discharge from an aquifer replenished by 
vertical recharge through overlying and un- 
derlying strata ; and several writers, includ- 
ing Boulton (1954)) have attacked the gen- 
eral problem of three-dimensional flow to a 
well. Weeks (1969) has applied various as- 
pects of the theory of flow toward wells to 
the problem of determining vertical perme- 
ability from pumping test analysis. 
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Part VI I. Finite-Difference Methods 

Introduction 

In preceding chapters we have considered cases, we are forced to seek approximate 
formal mathematical solutions to the differ- solutions, using methods other than direct 
ential equations of ground-water flow. In formal solution. In Part VII, we consider one 
pract.ice, however, we find that such formal such method-the simulation of the differen- 
solutions are available only for a small mi- tial equations by finite difference equations, 
nority of field problems, representing rela- which in turn can be solved algebraically or 
tively simple boundary conditions. In most numerically. 

1 (70 

0 
Observation 

wells 

J \ Potentiometric 

-h 
- 

1 d 0 e 2 

Three observation wells tap a confined 
aquifer. The wells are arranged in a straight 
line in the x direction at a uniform spacing, 
AX. The water levels in the three wells are 
designated h,, &, and h, as #indicated in the 
figure. 

QUESTION 

Which of the following equations gives a 
reasonable approximation for the derivative, 
ah/ax, at point d, midway between well 1 
and well O? 

Turn to Section: 

a- 7 

w- 26 

w- 12 

0 119 
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900 
0 

Your answer, hi,j, in Section 3 is correct. 

QUESTION 

Following the same conventions, which of 
the following expressions would serve as a 
finite-difference approximation to the term 

a”h a’h 
-+- 
ax2 aY2 

at the point haj? 

'Turn to Section: 

azh a'h hi-2,j+hi-1,j+ht+l,j+h*+2,j-4h{,j 
-+-- 

ax2 7321" a2 
20 

a*h azh hcr+l+hi+l,i+hc,r+2+hi+2,r-4ho -x 
$G+ ay* a* 

18 
a2h a*h hi-l,j+ht+l,j+hi,j-1+hi,j+1-4hr,j 
z+gg- a2 

4 

3 Del 

Your answer in Section 15, 
a*h a*h hl+h2+h3i-h4-4ho 

-w 
$G+ ay* a2 ’ 

is correct. These approximations to a*h/ax’ 
and a*h/ay* can be obtained more formally 
through the use of Taylor series expansions. 
A certain error is involved in approximating 
the derivatives by finite differences, and we 
can see intuitively that this error will gen- 
erally decrease as a is given smaller and 
smaller values. 

Now let us place a rectangular grid of in- 
tersecting lines, as shown in the diagram 

Y Column 

8 

6 

12346678 

over the x, y plane. The lines are drawn at 
a uniform spacing, a, and are numbered suc- 
cessively from the origin. Lines parallel to 
the x-axis are termed rows, while lines 
parallel to the’ y-axis are termed columns. 
The intersections of the grid lines are 
termed nodes and are identified by the num- 
bers associated with the intersecting lines. 
for example, the node 3, 4 is that formed by 
the intersection of the third column to the 
right of the y-axis with the fourth row 
above the x-axis. The spacing a, may be 
thought of as a unit of measurement; the 
node numbers then give the number of units 
of distance of a given node from the x and 
y axes. The head at a given node is indicated 
by using the node numbers for a subscript 
notation; for example, the head at node 3, 4 
would be indicated by h,,,. 

QUESTION 

Following this convention, how would we 
indicate the head at a node located i units 
to the right of the y axis and j units above 
the x axis (that is, at the point x=i.a, y= 
j.u, in the conventional Cartesian nota- 
tion) ? 

hj,i 

h ki 
h hia 

Turn to Section: 

14 
2 
5 0 
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0 4 q u 

Your answer in Section 2 is correct. We 
next consider the time axis and divide it as 
shown in the sketch into segments of length 
At, again numbering the division marks suc- 
cessively from t =O. We also introduce a 
third subscript, indicating the time at which 
a given head value is observed ; for example, 

Time *~~i..:t 234567 

hi,i,, refers to the head at the node i, j of the 
Z, y plane at the time indicated by the nth 
division mark on the time axis. 

QUESTION 

Again assuming AX = Ay=u, which of the 
following would give the actual coordinate 
distances and time of measurement asso- 
ciated with the term h,,j,n? 

Turn to Section: 

&,,,=head at X=i.a, y=i.At, time=n*At 
9 

h,j,,=head at X=i-AX, y=i-Ay, time=n*a 
23 

hi,j,,=head at x=i.a, y= j-u, time=n-At 
10 

0 5 q u 

Your answer, hi,,i,, in Section 3 is not cor- 
rect. You have used the distances from the 
two coordinate axes as subscripts. That is, 

8 

7 

21 

12345678” 

you have used ia, which is actually the x 
coordinate of the node, or its distance from 
the y axis, as the first subscript; and you 
have used ja, which is actually the y coor- 
dinate of the node, or its distance from the 
x axis, as the second subscript. The conven- 
tion introduced in Section 3, however, does 
not have this form. If the finite-difference 
grid is superimposed on the x,y plane, as in 
the sketch, then the subscript associated 
with the point s=2a, y=3a is simply 2,3; 
the head at this point is designated h,.,. If 
we number the lines of the grid in succes- 
sion along each axis, starting with the axis 
as 0, we can obtain the subscript of a given 
node, or grid intersection, by looking at the 
numbers assigned to the two grid lines 
which intersect there ; point 2,3 is at the 
intersection of vertical line number 2 and 
horizontal line number 3. 

Return to Section 3 and choose another 
answer. 
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Your answer in Section 25 is not correct. 
Your formulation for the calculation of the 
new value of & in the first step is incorrect. 
The finite-difference equation which we de- 
veloped sta.ted that the value of h,,j should 
be the average of the values of h at the four 
surrounding nodes, that is 

The idea in the relaxation process is to com- 
pute a new value of hj,j as the average of the 
previous values of h at the four surrounding 
nodes. That is 

h,,i(New Value) =‘(hi-l,j+hi+l+i 

+ hcj--,+4hi,J+i) (Previous Values). 

When this calculation has been made, the 
idea is to compare the new value of hi,j with 
the previous value of h,,j. If these two are 
very close, everywhere in the grid, there is 
no point in continuing the process further, 
since additional iterations will produce little 
additional change. The solution, in other 
words, has converged to values of h which 
satisfy the difference equation. In the second 
step, therefore, rather than setting A& equal 
to the average of the new and previous 
values of hi,1 as in the answer you selected, 
Ri,; should be sot equal to the difference be- 
tween hi,j (New Value) and ‘hi,j (Previous 
Value). This difference may then be tested 
throughout the grid, and if it is sufficiently 
small at all points, the iteration process can 
be terminated. 

Return to Section 25 and choose another 
answer. 

Your answer in Section 1, 
h-h, 

Ax 
is not correct. In introducing the notion of a 
derivative, it is customary to begin with the 
finite-difference form-that is, to consider 
the finite change in h, Ah, occurring over a 
finite interval, ax, along the x axis. The de- 
rivative notation, dh/dx, is then introduced 
to represent the value of the ratio Ah/Ax, as 
AX becomes infinitesimal in size. Here, the 
idea is to move in the opposite direction. We 
started with1 the derivative, ah/ax, and we 
wish to approximate it by a ratio of finite 
differences. Moreover, we want an expres- 
sion which applies at point d, midway be- 
tween well 0 and well 1. The finite change 
in h occurring between these two wells is 
ho-h,. The finite distance separating them is 
Ax. 

Observation 
wells 

1 o! 0 e 2 

Return to Section 1 and choose another 
answer. 
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0 8 cm 

Your answer in Section 10 is not correct. 
You have used the correct formulation for 
the forward-difference approximation to 
@/at-that is, 

-but your approximation for (a”h/ax”) + 
(a’h/a@) is not correct. To obtain an ap- 
proximation for a2h/ax2, we move along the 
x axis, holding y constant. In this process 
i, the subscript denoting node position on the 
x axis will change, whereas j, the subscript 
denoting node position in the y direction, 
will remain unchanged. Our result will be 

- 
a”h a a hi+ l,j,s + hi-l,j,e - 2hi,j,n 
-$zs I . 
ax= a a2 

Similarly, in obtaining an approximation 
for a”h/ay?, we move along the y axis, so 
that i remains fixed, while the y-subscript, 
j, varies. The result is 

hi,j+l,n-h,j,n h,j,a-kj-1,e 
- 

a’h a a h,j+l,n+ hi,j-1.n -S,j,n 
-523 = 
3Y2 a a2 

Addition of these two expressions will 
give the correct approximation for (a2h/ 
ax? + (a2h/av2). 

Return to Section 10 and choose another 
answer. 

9 Em 

Your answer in Section 4 is not correcl. 
The subscripts i, j, n tell us that head hi,j,, 
occurs at a certain node, i, j of the finite- 
difference grid on the x, y plane and at a cer- 
tain point, n, of the finite-difference scale 
along the time axis. The coordinate values 
are found by multiplying the number of 
nodes along a given axis by the node spac- 
ing. Along the x axis the node i, j lies a dis- 
tance i-a from the origin (i nodes, each with 

spacing a). Along the time axis, the point 
n occurs at a time n-At (n time marks, each 
at a spacing At). The same procedure should 
be applied in determining the y coordinate, 
keeping in mind that there are j nodes along 
the y axis between the origin and point i, j, 
and that these nodes fall at a spacing a. 

Return to Section 4 and choose another 
answer. 
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10 q u 

Your answer in -Section 4 is correct. On to 
each axis, X, y, an6 t, the value of the inde- a”h a”h 
pendent variable is found by multiplying the -+- 
subscript, or node number, by the node spac- ax2 all2 
ing along the axis. Using the conventions we at the time t =nAt, and at the point x =6a, 
have adopted, therefore, the approximation y=j-a would be given by 

( a2h a2h 
\ 

hi-,,j,n+ hi+l,j,n + hr,j-qn+ hi,j+laR-4hi,j.* 
-+- sz 

a2 

Now in o:rder to simulate the differential In practical methods of computation, how- 
equation ever, the approximations 

a2h ph S ah 
-+-=-- 
ax2 av2 T at 

at the instant t =nAt we require in addition 
an approximation to ah/at at this instant. 

Time node- n-l n n+l t 

The sketch shows a graph of h versus t in 
the vicinity of this time. A reasonable ap- 
proximation to ah/at in the vicinity of the 
nth time mark would obviously be 

ah hn-ts) -b+) --= 
at At ’ 

h n+l -h, 
525 

At 

or 

hn-hn-, 
F=z 

At 

are often found’ preferable. Here, we are 
simulating the derivative, at t =nat by, re- 
spectively, a “forward difference” taken be- 
tween the times n-At and (n+l) -At, and a 
“backward difference,” taken between (n - 
1) *dt and neat. The error involved will de- 
pend largely upon our choice of At, and can 
be reduced to tolerable limits by choosing At 
sufficiently small. 

QUESTION 

Using the forward-difference approxima- 
tion to ah/at given above, which of the fol- 
lowing results is obtained as a finite-differ- 
ence simulation of the equation 

a2h ph S ah 
-=-- 

G+ay2 T at 
at the point x =ia, y = ja, and at the time 
t=nAt? 
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Turn to Section: 

ht-l,j,a~h~+l,j,n+ht,j-*,n+h,,j+I,n -b,j,n S h,j,n+l-kj,n 
=-. 

a2 T At 
hi-l,j-l,n+~t+l,j+l,n+hr+t.l,,-l,n-hr-1,j+l,n-4hcr,, S hi,j,m+l--hw,n 

=-. 
a2 T At 

hr-+j,n+h+I,j,n + hi,r-I.n+hc,r+1,n-4h{,j,n S hc,j,n+ ‘/--hem- %, 
=-. 

a2 T At 

16 

8 

19 

11 q n 

Your answer in Section 16 is not correct. 
For the steady-state condition, ah/at = 0 ; so, 
our equation, 

a”h a”h S ah 
-+-=-- 
ax* ag* T at 

becomes simply 
a’h a*h 
-+-=o. 
ax* a2/* 

To obtain a finite-difference approximation 
to this equation, we need only take our fi- 
nite-difference approximation to (a*h/ax*) 

Obnervation 
Wells 

1. %r 

12 
J I \‘ Potentiometric 

\ dmrface 

+ (a*h/ay*) and set it equal to zero. Our ap- 
proximation to this sum, using the subscript 
notation associated with the finite-difference 
grid, was 

a2 
. 

This expression can be set equal to zero, 
and the resulting equation multiplied 
through by the constant a2 to obtain the 
finite-difference equation which we require. 

Return to Section 16 and choose another 
answer. 

cl0 

Your answer in Section 1, 

is correct. Similarly the derivative at point 
e, midway between well 0 and well 2 is ap- 
proximated by 

(continued on next page) 
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h,-ho 
a-. 

Ax 

QUESTION 

Which of the following expressions gives 
a reasonable approximation for the second 
derivative, a”h/ax’, at point O-that is, at 
the location of the center well? 

13 
Your answer in Section 16 is not correct. 

The finite-difference expression approximat- 
ing 

a*h azh 
-+- 
ax2 av 

was 
L-r,j+ ht+l,j + h;,j-l+ h,j+, -4&j 

. 
a2 

Turn to Section: 

a2h 12*-h, 
-w- 27 
ax? 2Ax 

a% h,+h,-2h, 

;- (Ax)’ 
15 

h,-h, ho-h, 
--- 

azh Ax AX 

s- 2Ax 
22 

q u 

To approximate the equation 

a”h ph 
-= 

g+ay2 
0 

this finite-difference expression need only be 
equated to zero. The resulting equation can 
be multiplied through by the constant a*. 

Return to Section 16 and choose another 
answer. 

14 q u 

Your answer, hj,i, in Section 3 is not cor- 
rect. The sketch shows a diagram of the x, 
y plane, with the finite-difference grid super- 
imposed upon it. Node 2, 3 is at a distance 
2a from the y axis (z=2a) and a distance 
3a from the x axis (y=3a). That is, the 
node having the coordinates x =2a, y=3a is 

at this node is 
2,3. The same rules apply for the 

node in the question of Section 3 which was 
at a distance i*a from the y axis and a dis- 
tance ja from the x axis. The coordinates of 

choose another 
12346678’ 
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15 00 

Map view 

-- -. 
1 

‘4 
AY g I 

FAX- e-As-1 

-1 
v 0 +Z 

AY f 

m-i-!, Az=Ay=a 

Observation 
wells 

/ \ Potentiometric 

3 f 
I- iI/ 4 4 

Cross section along @ axis 

Your answer in Section 12, 
a’h h, -k h, - 2h, 

G- (AX)* ’ 

is correct. If we were to consider, in addi- 
tion, the wells 3 and 4 along a line parallel 
to the y axis (see figure), we would similar- 
ly have as an approximation for a*h/ay* at 
point 0, 

a”h h,+h,-2h, 
-2% 
az/* (AY)” ’ 

QUESTION 

If the spacing of the wells in the diagram 
is uniform-that is, if AX = Ay = u-which of 
the following expressions may be obtained 
for 

a’h a*h 
3 

$$ 
Turn to Section: 

$h a*h h,+h,+h,+h,-4ho 
---+-a 3 
ax* aY2 a2 

a”h a”h h,+h,+h,+h, 
-+-sd 28 
ax* av* a2 

a”h a’h (h,+h,-h,+h,) 
-+-e 24 
ax* aI* a* 

16 q o 

Your answer in Section 10 is correct. Note of the x, y plane for some initial time, t= 0, 
that the equation which we have obtained is then the head value at each internal node 
actually an algebraic equation, involving the for the succeeding time, t = 1. At, can be ob- 
term h-l,j,n, hi+ 1,~~~ h,j-l,w k,j+,,,, h,j,,, and tained by applying the equation we have just 
h,j,n + 1; that is, we have simulated a differ- obtained at the two times 0 and 1 *At (n= 0 
ential equation by an algebraic equation. If and n= 1). This would give 
the values of head are known at all nodes 
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16 0 U-Con. a 

This equation is applied in turn at each 
internal node of the plane and solved for 
hi,j,l at eachL point, using the appropriate 
values of h from the t= 0 distribution. Ad- 
ditional conditions must be given from 
which head values at nodes along the bound- 
aries of the X, v plane at the new time can 
be determined. When the head values are de- 
termined throughout the plane for the new 
time (n = 1) , the procedure may be repeated 
to determine head values at the next point 
on the time a.xis (n = 2) ; and so on. 

This is termed the explicit procedure of 
solution. It suffers from the shortcoming 
that if At is chosen too large, errors may be 
introduced which grow in size as the step- 
wise calculation proceeds, so that for large 
values of time the solution bears no relation 
to reality, even as an approximation. To cir- : 
cumvent this difficulty, other schemes of 
computation are often used, some involving 
the backward-difference approximation to 
ah/at, and others involving entirely differ- 
ent simulations of the differential equation. 

Many of these schemes of solution involve 
iterative tech:niques, in which the differences 
between members of an equation are suc- 
cessively reduced by numerical adjustment. 
These techniques are sometimes termed re- 

17 
Your answer in Section 25 is correct. If 

we were to “flow chart” the relaxation pro- 
cedure for solution on a digital computer, 
we would have to incorporate these steps 
in some way. 

Numerous other techniques exist for the 
numerical solution of the differential equa- 
tions of flow. The efficiency of various meth- 
ods, in terms of computational labor or ma- 
chine time, varies widely depending upon 
the problem under study. Care must be ex- 
ercised in selecting a method that is well 
suited to the problem, or unreasonable in- 
vestments of time and effort may be re- 
quired to obtain a solution. 

laxation methods; they are of sufficient im- 
portance that it will be worthwhile to see 
how they operate, through a simple example. 

Suppose we are dealing with a problem of 
two-dimensional steady-state ground-water 
flow. For a steady state situation, the term 
ah/at of our differential equation, and 
therefore the term 

h,j,n+ I- hi,j,n 

At 
of our finite-difference equation, is zero.-The 
differential equation is simply 

a% a% 
-+-=o. 
ax’ aY’ 

QUESTION 

Using the notation developed above, but 
dropping the third subscript since time is 
not involved, which of the following would 
represent a valid finite-difference approxi- 
mation to this steady-state equation? 

Turn to Section: 

h~-~,j+hc+1,j+h~,j-1+hi,j+l-4h~,j=O 25 
hr-l,j+hi+l,j+ht,j-l+hl,j+l +&,j=a’ 11 

4h.j 

hi-,,,+hi+l,j+hr,j-1+hi,j+l=- 13 
a2 

q u 
In this discussion we have given only a 

brief indication of the way in which numeri- 
cal methods may be applied in ground-water 
hydrology. Numerical analysis is a broad 
and complex field in itself. Interested 
readers will find, an extensive literature deal- 
ing both with theory and with a wide range 
of applications. Examples of the use of nu- 
merical techniques in ground water may be 
found in the work of Prickett and Lonnquist 
(1971)) Stallman (1956)) Remson, Appel, 
and Webster (1965), Pinder and Bredehoeft 
(1968)) Rubin (1968), Bredehoeft and 
Pinder (1970)) Freeze (1971), Prickett and 
Lonnquist (1973)) Trescott, Pinder, and 
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17 q D-Con. 
Jones (1970), Trescott, (1973)) and many You have completed the programed in- 
others. An excellent summary of numerical struction of Part VII. A discussion giving 
methods as applied in ground-water hydrolo- further details of some of the standard fin- 
gy is given by Remson, Hornberger, and Molz ite-difference techniques is presented in 
(1970). standard text format following Section 28. 

18 Em 
Your answer in Section 2 is not correct. 

The sketch shows the five-well array which 
we used earlier to develop an approximation 
for (a2h/aP) + (a’h/ay’), but with the 
wells now redesignated according to the 
scheme of subscripts associated with our 

T 
i,i+J 

i-&j i, i i+Li 
2 

‘L--U- I I .’ 1 a 

1 i, j - 1 ,,----- 

finite-difference grid. The head at the central 
well is designated hi,3 rather than h, ; the 
heads at the two wells along the x axis are 
k-l,j and h+l,j, rather than h, and h, ; and 
the heads at the two wells along the y axis 
are designated h,,j-I and hi,j+l, rather than 
h, and h,. Our previous expression for 

iyh a2h 
-+- 
ax2 av2 

was 
h,+h,+h,+h,-4h, 

. 
a2 

The question only requires that this be 
translated into the notation associated with 
the finite-difference grid. 

Return to Section 2 and choose another 
answer. 

Your answer in Section 10 is not correct. 
Your approximation for (a2h/ax2) + (ph/ 
ay”) is correct, but you have not used the 
forward-difference formulation to approxi- 
mate ah/at, as required by the question. 
The approximation which you have used, 

ah hcj,,+g - hi,j,,- s 
-= , 
at At 

is normally a more accurate approximation 
to ah/at at i, j, n, than is the forward-dif- 
ference formulation, since the difference is 

taken symmetrically about the point at 
which ah/at is to be approximated. Un- 
fortunately, however, it is not always as 
useful in the calculation of actual numerical 
solutions as is the forward-difference or 
backward-difference formulation. These for- 
mulations are unsymmetrical in the sense 
the difference is measured entirely to one 
side or the other of the time t=nat, which 
is the instant at which ah/at is to be ap- 
proximated ; but they are better suited to 
many techniques for computing solutions. 

Return to Section 10 and choose another 
answer. 
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20 cm 
0 

Y 

4tr - 

i 
a 

+-a 
0 , 2 

a 7 x / I I 

1 

a 

I 3 - 

Your answer in Section 2 is not correct. 
The upper part of the figure shows the ar- 
ray which we used in developing our finite- 
difference approximation for (a”h/ax”) + 
(a’h/ay”) . The well at the center of the ar- 
ray was labeled 0 ; the surrounding wells 
were labeled as indicated. The expression 
we obtained for 

a”h a*h 
-+- 
ax* av* 

was 

h,+h,+h,+h,-4h, 
. 

a2 

Using the notation introduced for our finite- 
difference grid, shown in the lower part of 
the figure, the well at the center of the ar- 
ray would be denoted i, j ; the remaining 
wells would be designated : i - 1, j ; i + 1, j ; i, 
j- 1; and i, j+ 1, as shown. It is simply a 
matter of substituting these designations 
for the designations, 0, 1, 2, 3, and 4 used in 
our earlier development. 

Return to Section 2 and choose another 
answer. 

Your answer in Section 25 is not correct. becomes very small everywhere in the grid. 
Your initial step, giving the formulation for Thus Ri,j should represent, the difference be- 
computing the new value of hi,j using the tween hi,j (New Value) and hJ,, (Previous 
previous values of L1,j, hs+l,j, &-I, and Value) ; and the process should be continued 
hiJ+l, is correct. However, your second step until I&j is negligible throughout the grid. 
is not correct. The idea is to continue the Return to Section 25 and choose another 
process until the difference between the pre- answer. 
vious value of hi,j and the new value of hi,j 
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Your answer in ‘Section 1% 

h,-h, ho-h, 
--- 

azh AX Ax 
-c=z5 
3X” 2AX ’ 

is not correct. The numerator in your an- 
swer gives the difference between two 
terms : (h, - h,) /Ax, which approximates 3 h/ 
ax at point e; and (ho-h,) /AX, which ap- 
proximates ah/ax at point d. 

Observation 
wells 

J I \ Potentiometric 

2 

The numerator thus represents the differ- 
ence 

El- (3 
that is, it approximates the change in ah/ax 
between point d and e. Thus if it were di- 
vided by Ax, the interval between points d 
and e, we would have an approximation to 

ax ’ 

that is, to aZh/ax2 at the midpoint, 0, of the 
interval between d and e. In the answer 
which you selected, however, the quantity 

h,-h, h,-h, 
--- 

Ax Ax 

is divided by 2Ax, rather than by Ax. 
Return to Section 12 and choose another 

answer. 

23 q u 

Your answer in Section 4 is not correct. to i, j, and the node spacing is a. The same 
The coordinate of a point, in space or time, procedure may be applied along the y and t 
is found by multiplying the number of nodes axes, keeping in mind that the node spacing 
between the origin and the point in question, along the y axis is a, while that along the 
along the appropriate axis, by the node time axis is At. 
spacing along that axis. Thus the x coordi- Return to Section 4 and choose another 
nate of a node i, j, n, is x =i*a, since there answer. 
are i nodes along the x axis from the origin 
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24 cm 
Your answer in Section 15, 

a’h a*h (h,+h2) - (h,+h,j 
-x 

gG+ ay2 a2 
is not correct. The approximate expression 
which we obtained for ph/ax2 was 

h,+h,-2h, 

(Ax)* 
or, since we have taken AX =a, 

h,+h,-2h, 

25 
The expression given in Section 15 for azh/ 
ay2 was 

h,+h,-2h,, 

(AY)” ’ 
or again, since we have taken Ay=a, 

ha+h,-2h, 

a2 

These two expressions need only be added 
algebraically to obtain an approximation for 

azh a’h 
-+-. 
ax2 av2 

Return to Section 15 and choose another 
answer. 

Your answer in Section 16 
hi-l,i+ hi+l,j+ hi,j-l+ h<,j+l -4hi,j=O 

is correct. To solve this by an iteration tech- 
nique we rewrite the equation in the form 

h<,j=l(hi-l,j + hi+l,j+hi,j-1+hi,i+*), 
4 

and we divide the x, y plane into a grid 
as shown in t,he sketch, with the grid inter- 
sections forming the nodes at which we will 
compute values of h. In the form in which 

we have written it, it is easy to see that 

no 

what our equation atitually says is that the 
head at each node must be the average of 
the heads at the four adjacent nodes. We 
begin by entering known values of head 
along the boundaries of the grid-that is, 
by applying the boundary conditions. We 
then insert assumed values of h at each in- 
terior grid point. These initial values of h 
may be anything we wish, although a great 
deal of work can be saved if we can choose 
them in a way that roughly approximates 
the final head distribution. We then move 
through the grid, in any order or direction, 
and at each interior node cross out the value 
of head, writing in its place the average of 
the head values at the four adjacent nodes. 
At each node we note not only the new value 
of h, but the change in h, from the initial 
value, resulting from the calculation. When 
we have completely traversed the grid, we 
start again, and proceed through the grid in 
the same way, replacing each h value by the 
average of the heads at the four adjacent 
nodes, and noting the change in h that this 
causes. After a number of repetitions we 
will find that the change in h caused by each 
new calculation becomes very small-in 
other words, that the value of head at each 
point is already essentially equal to the aver- 
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age of those at the four neighboring points, 
so that inserting this average in place of h 
produces little or no additional change. At 
this point our head distribution represents 
an approximate solution to our difference 
equation and thus to the differential equa- 
tion which the difference equation simulates. 

The process just described, as noted ear- 
lier, is an example of a relaxation technique. 

In general, since the head at each node is 
used in calculating the head at each of the 
four surrounding nodes, several complete 
traverses of the grid may be required be- 
fore the changes in head are everywhere 
sufficiently small. This method can readily 
be used in hand calculation; it is also well 
adapted to solution by digital computer. 

QUESTION 

Which of the following would you choose as a “shorthand” description of the method of 
calculation described above? 

Turn lo Section: 

1 
h<,j (New Value) =4(h~-l,j+hi+l,i+hi,j_l+hi,j+l) (Previous Values) 

R,, = hi,j (New Value) - hi,j (Previous Value) 
Continue calculation until I&I=0 for all points in grid. 

hc,,(New Value) =‘(hi-l,j+ h i+1,j + hd,j-I+ hi,j+l) (Previous Values) 
4 

Ri,j= hi,j (New Value) 

r7 

Continue calculation until jR,,jIBO for all points in grid. 21 

hi,j (New Value) =‘(h,+~,j-hi-l,t+hl,j+l-h~,i-1) (Previous Values) 
4 

hi,, (New Value + h,,)( Previous Value) R. _ 
t,, - 

2 
Continue calculation until IRi,jjwO for all points in grid. 6 

26 q u 

Your answer in Section 1, is not correct. This answer would be a rea- 
sonable approximation for the derivative at 
point 0, in the center of the array, because 
it gives the ratio of a change in h, h, - h,, to 
the corresponding change in distance, 2Az, 
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26 q El -Con. 
Observation 

wells 

over an interval which is centered at 0. For 
the derivative at point d, however, midway 
between well 1 and well 0, we can do a little 
better. The change in h over an interval 
centered at d is simply h,- h,, and the cor- 
responding interval of distance is simply 
Ax. 

Return to Section 1 and choose another 
answer. 

97n n I-II-I 

Your answer in Section 12, 
a”h h,-h, 
-e- 
ax* 2AX 

is not correct. h,- h, gives the change in h 
between points 1 and 2, and 2Ax gives the 
distance between these points. Thus the term 
(h,- h,)/2Ax is an approximation ta the 
first derivative, ah/ax, at the midpoint of 
the distance interval-that is, at point 0. 
The question however, asked for a term ap- 
proximating the second derivative, a2h&c2, 
at this p0in.t. The second derivative is ac- 
tually the derivative of the first derivative ; 
that is 

ah 
a- 

( ) a*h ax -= -* 
ax2 ax 

To obtain a finite-difference expression for 
this term, we must consider the change in 
the first derivative, ah/ax, between two 
points, and must divide this change in ah/ 
ax by the distance separating these two 
points. We have seen that ah/ax at point d, 
midway between wells 1 and 0, can be ap- 
proximated by the expression (h,- hl)/AX; 
and that ah/ax at point e, midway between 

- 

-h. 
- 

Observation 
wells 

J \ Potentiomel 

2 

wells 0 and 2 can be approximated by the 
term (h, - h,) /Ax. Points d and e are them-. 
selves separated by a distance AX, and point 
0 is at the midpoint of this interval. Thus if 
we subtract our approximate expression for 
ah/ax at d, from that for ah/ax at e, and 
divide the result by the interval between d 
and e, Ax, we should obtain an expression 
for a*h/az2 at point 0. 

Return to Section 12 and choose another 
answer. 
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Your answer in Section 15, 

a2h a2h h,+h,+h,+h, 
-+-m 
ax2 av a* 

expressions -that for a2h/ax2 and that for 
a2h/ay2. When we add these two ex- 
pressions to obtain an approximation for 
(a2h/axz) + (a2h/ay2), these terms in ho 
do not drop out. 

is not correct. The term -2h, appeared in Return to Section 15 and choose another 
the numerator of both of our approximate answer. 
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Techniques of Finite-Difference Solution of the 
Ground-Water-Flow Equation 

Certain techniques of numerical solution 
which are commonly used in ground-water 
modeling are described in the following dis- 
cussion. No, attempt has been made to dis- 
cuss such topics as stability or rate of con- 
vergence in the&etical terms ; the reader is 
referred to the paper by Peaceman and 
Rachford (I955) for discussion of these sub- 
jects. Similarly, no attempt has been made 
to give the details of the programing pro- 
cedure. The paper by Prickett and Lonnquist 
(1971) analyzes some typical programs and 
in addition provides an excellent summary 
of the hydrologic and mathematical founda- 
tions of digital modeling ; the paper by Tres- 
cott (1973) describes a versatile program 
for area1 aquifer simulation. The discussion 
presented here is limited to a description of 
some of the common techniques of approxi- 
mation and calculation. 

In Section 10 of Part VII we introduced 
two methods of approximating the time de- 
rivative in finite-difference simulations of 
the ground-water equation. One of these was 
termed the forward-difference approxima- 
tion, and one the backward-difference ap- 
proximation. Figure A shows a plot of head 
versus time which we may use to review 
these approximations. The time axis is di- 
vided into intervals of length at. The head 
at the end of the nth interval is termed h,, ; 
that at the end of the preceding interval is 
termed h,,-, ; and that at the end of the sub- 
sequent interval is termed h,,+1. We wish to 
approximate ah/at at the end of the nth in- 
terval, that is, at the time nat. If we utilize 
the head diff’erence over the subsequent time 
interval, we employ the forward-difference 
approximation to the time derivative ; if we 
utilize the head difference over the preced- 

ing interval, we employ the backward-dif- 
ference approximation. The forwarddiffer- 
ence approximation is given by 

h n+1 -hn 
w 

At 
(1) 

Where (ah/at) ,& represents the derivative 
at time ?ZAt. The backward-difference ap- 
proximation is given by 

hn-k-, 
m 

At 
(2) 

Head FIGURE A 

Backward Forward 
difference : dit7erence : 

I-__ 1 I I I 1 Time 
$At 

I 
-f-At-j 

n-1 
Tg = 

n+l 

?aAt 
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Forward-difference simulation: Explicit solution 

137 

The ground-water-flow equation, as it was 
given in Part V for two-dimensional flow, is 

a”h a’h S ah 
-+-=--‘- (3) 
ax2 ay2 T at 

where S represents storage coefficient and T 
transmissivity. In order to simulate this 
equation using either the forward-difference 
or backward-difference formulation, we 
would first write an approximate expression 
for the term 

ph ph 
-+- 
ax2 ay2 

at the time ?Ai!- that is, at point n on the 
time axis of figure A. Thus the forward-dif- 
ference simulation is characterized by the 
fact that we approximate ah/at over a time 
interval which follows the time at which we 
approximate (a2h/ax2) + (a2h/ay2), 
whereas the backward-difference simulation 
is characterized by the fact that we approxi- 
mate ah/at over the time interval which 
precedes the time at which we approximate 
( a2h/ax2) + (a2h/ay2). In the question of 
Section 10, Part VII, we obtained the follow- 
ing forward-difference simulation to equa- 
tion 3 : 

a2 

where a is the node spacing, S is the stor- 
age coefficient, and T is the transmissivity. 
We wish to know the new value of head at 
the time (n+ 1)At for the point i, j. Figure 
B shows the computation stencil for this 
simulation ; the head at node i, j at the time 
(n + 1) At depends on the head in a five-node 
array at the preceding time, nAt. The five 
values of h at the time 7ZAt are all known. 
We need only to rearrange the equation, solv- 
ing for h,j,n+u and to insert the known 

FIGURE B 

, b,n+ 1 Time = 
I (n+ l)At I I 

T At 

values of h<-,,j,,, hi+l,j,“, hi,j-l,,, hJ,j+l,,, and 
hi,j,n. There is no need to use simultaneous 
equations ; the head at each node is com- 
puted explicitly, using the head at that node 
and the four neighboring nodes from the 
preceding time. The sequence in which we 
move through the x, 1/ plane, calculating new 
values of head, is immaterial. The solution at 
one point does not require information on 
the surrounding points for the same time- 
only for the preceding time. For all these 
reasons, the forward-difference technique is 
computationally simpler than the backward- 
difference technique. 

However, as we noted earlier, the for- 
ward-difference method does suffer from a 
serious drawback. Unless the ratio at/a2 is 
kept sufficiently small, errors which grow in 
magnitude with each step of the calculation 
may appear in the result. More exactly, let 
us suppose that an error of some sort does 
arise, for whatever reason, at a certain node 
at a particular time step. Unless the ratio 
at/a2 is sufficiently small, this error will in- 
crease in magnitude at each succeeding time 

SE ROA 38520

JA_9802



138 TECHNIQUES OF WATER-RESOURCES INVESTIGATIONS 

step in the balculation until eventually the pear throughout the mesh in the first steps 
error completely dominates the solution. The of the calculation. If the restriction on At/a’ 
term “error:,” as used here, refers to any dif- is satisfied, these errors will tend to die out 
ference between the computed head at a as the computation sequence continues; the 
node i, j and time nAt, and the actual value solution is then said to be stable. If the re- 
of head-that is, the value which would be striction is not satisfied, the errors will grow 
given by the exact solution to the differential with each succeeding time step and will 
equation at that point and time. Such errors eventually destroy any significance which 
are inevitable in the normal application of the solution might have; in this case, the 
finite-difference methods ; they generally ap- solution is said to be unstable. 

hckward-difference simulation: Solution by iteration 

Because of this limitation in the forward- equation 3 through use of the backward- 
difference approach, attention has been difference approximation to the time deriva- 
given to a variety of alternative methods. tive as given in equation 2. The resulting 
One of these is simulation of the differential finite-difference equation is 

Ll,j,n+ hi+l,j,n+ h,j-l,n+ hi,j+l,n -&,a S h,j,n-h,j,n-1 =- (5) 
a2 T At 0 

Figure C shows a diagram of the compu- 
tation stencil for equation 5. The time de- 
rivative is simulated over an interval which 
precedes the time at which (aZh/ax2) + 
( azh/av2) is simulated ; the equation incor- 
porates five unknown values of head, cor- 
responding to the time nht, and only one 
known value of head, corresponding to the 
time (n- 1) At. Clearly we cannot obtain an 

FIGURE C 

Time = 
nAt 

I 

1 hr.,.w 
Time = 

(n - l)At 

explicit solution to a single equation of the 
form of equation 5, the way we could to a 
single equation of the form of equation 4. 
We can, however, write an equation of the 
form of equation 5 for each node in the z, ‘y 
plane ; then since there is one unknown value 
of head (for time t= nAt) at each node in 
the plane, we will have a system in which the 
total number of equations is equal to the total 
number of unknowns. We should therefore 
be able to solve the entire set as a system of 
simultaneous equations, obtaining the new 
value of &,j,n at each node. The only draw- 
back to this approach is that a great deal of 
work may be involved in solving the set of 
simultaneous equations ; off setting this 
drawback is the advantage that the tech- 
nique is stable regardless of the size of the 
time step-that is, that errors tend to di- 
minish rather than to increase as the com- 
putation proceeds, regardless of the size of 
At relative to a*. 

The work required in utilizing the back- 
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ward-difference technique depends upon the 

139 

size of the problem-that is, upon the num- 
ber of equations in the simultaneous set. If 
this number becomes large, as it does in most 
ground-water problems, the work entailed 
becomes very great, particularly when the 
standard direct methods of solving simul- 
taneous equations are used. For this reason 
it is worthwhile to look for efficient methods 
of solving these-sets of equations ; and it 
turns out that iteration or relaxation-the 
process described in Section 25 of Part VII, 
in connection with solution of the steady- 
state equation-provides us with a reason- 

This equation states that the head at the 
node i, j should be the average of the heads 
at the four surrounding nodes. No time sub- 
scripts are involved, since we are dealing 
with a steady-state situation. Our method is 
simply to move through the ZZ, y plane, re- 
placing the head at each node by the average 
of the heads at the four surrounding nodes. 
This process is continued until the head 
changes become negligible-that is, until the 
head at each node remains essentially un- 
changed after each traverse through the 
plane, indicating that equation 6 is satis- 
fied throughout the plane. 

ably efficient approach. 
The equation that we 

by iteration in Section 
written here using the 
tion, is 

were trying to solve 
25 of Part VII re- 
i, j subscript nota- 

In applying iteration to our nonequilib- 
rium problem, the idea is to carry out a 
similar series of traverses of the z, y plane 
at every time step, using equation 5 rather 
than equation 6 as the basis of the calcula- 
tion at each node. Thus to compute heads 
for the time nAt we would rearrange equa- 
tion 5 as follows 

We can envision an x, y plane for the time 
?ZAt, initially containing specified values of 
hi,j,, at a few nodes, corresponding to the 
boundary conditions, and trial values of 
&J,j,, at the remaining nodes. We write an 
equation of the form of equation 7 for every 
node not controlled by a boundary condition ; 
and we write equations expressing the 
boundary conditions for the nodes at which 
these conditions apply. In equation 7, the 
value of hd,j,n is expressed in terms of the 
head at the four surrounding nodes for the 
same time, and the head at the same node 
for the preceding time. In solving the set of 
equations for values of hi,j,, the values of 
hs,,,,-z actually constitute known or constant 

terms, determined in the preceding step of 
the operation. Thus equation 7 relates the 
head at each node to the head at the four 
surrounding nodes, in terms of a set of con- 
stants or known quantities. The equation is 
a little more cumbersome than equation 6 
in that instead of multiplying the sum of 
the heads at the surrounding nodes by ?,4,, 
we must now multiply by the term 

1 

and we must add the known term 
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s 
Tat 

*hi,j,n-1 
4 s 

-+- 
a2 Tht 

on the right side. These changes, however, 
do not make the equation appreciably more 
difficult to solve. We can still use the process 
of iteration; that is, we can move through 
the x, 1/ plane, replacing each original trial 
value of hi,;;,, by a new value, calculated from 
the four surrounding values by equation 7. 
At each node we note the difference between 
the new value of hc,j,, which we have calcu- 
lated, and the trial value with which we 
started. If this difference turns out to be 
negligible at every node, we may conclude 
that our starting values already satisfied 
equation 7 and that further computation of 
new values is pointless. More commonly, 
however, we will note a measurable change 
in the value of h at each node, indicating 
that the initial values did not satisfy equa- 
tion 7, and that the iteration procedure is 
producing an adjustment toward new values 
which will satisfy the equation. In this case 
we traverse the x, y plane again, repeating 
the procedure ; each value of hi,j,, which we 
calculated ,in the first step (or iteration) is 
replaced by a new value calculated from the 
heads at the four surrounding nodes by 
equation 7. Again the difference between 
the new value and the preceding value at 
each node is recorded; and a test is made 
to see whether this difference is small 
enough to indicate that the new array of 
head values approximately satisfies equation 
7. The process is continued until the differ- 
ence between newly computed and preceding 
values is negligible throughout the array, 
indicating that equation 7 is essentially sat- 
isfied at all points. 

The technique described above is often 
referred to as the Gauss-Seidel method ; it 
is basically the same procedure that was ap- 
plied in Section 25 of Part VII to the steady- 
state problem. It is an example of a relaxa- 
tion technique-a method of computation in 
which the,differences between the two sides 

of an equation are successively reduced by 
numerical adjustment, until eventually the 
equation is satisfied. There are a number of 
varieties of relaxation techniques in use, dif- 
fering from one another in the order or se- 
quence in which the x, y plane is traversed 
in the calculation and in certain other re- 
spects. 

It has been found that the number of cal- 
culations required to solve the set of finite- 
difference equations can frequently be re- 
duced by the inclusion of certain “artificial” 
terms in these equations. These terms norm- 
ally take the form 

The superscripts m and m+ 1 indicate levels 
of iteration ; that is, hi,j,nm represents the 
value of hi,j,, after m traverses of the X, Y 
plane in the iteration process, and hi,j,nm+l 
represents the value of hi,j,,, obtained in the 
next following calculation, after m+ 1 tra- 
verses. h is termed an “iteration parameter”; 
it is a coefficient which, either on the basis 
of practical experience or theoretical analy- 
sis, has been shown to produce faster rates 
of solution. As the iteration process ap- 
proaches its goal at each time step ,the dif- 
ference between the value of hi,j,n obtained in 
one iteration and that obtained in the next 
iteration becomes negligible-that is, the 
term ( hi,i,nm+l - hi,j,nm) approaches zero, SO 
that the difference equation appears essen- 
tially in its original form, without the itera- 
tion parameter term ; and the solution which 
is obtained thus applies to the original equa- 
tion. In some cases, A is given a sequence of 
different values in successive iterations, 
rather than a single constant value. Again, 
the particular sequence of values is chosen, 
either through theoretical analysis or 
through practical experience, in such a way 
as to produce the most rapid solution. When 
an iteration parameter or sequence of itera- 
tion parameters is utilized, the relaxation 
process is termed “successive overrelaxa- 
tion” a’nd is frequently designated by the ini- 
tials SOR. Discussions of this technique are 
given by Forsythe and Wasow (1960) and 
many others. 
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Alternating-direction 

The work required to obtain a solution by 
relaxation techniques is frequently tedious, 
particularly for a problem of large dimen- 
sions. For this reason, a great deal of effort 
has gone into the development of alternative 
approaches. Peaceman and Rachford (1955) 
proposed a technique of computation which 
has received wide use in a variety of forms. 
The name “alternating direction” has been 
applied to the general procedures of calcula- 
tion which they proposed. 

To simplify our discussion of their tech- 
niques we will introduce some new notation. 
We saw in Sections 12 and 15 of Part VII 
that an approximation to a”h/ax* is given by 
the term 

h, + h:t - 2h, 

(Ax)’ ; 

or, in terms of our subscript notation, 

(Ax)’ . 

In the discussion which follows, we will let 
the symbol A,,h represent this approxima- 
tion to a2h/ax2. That is, we say 

a”h hi- l,j + hi+ l,j- 2hi,j 
-=A,,h = (8) 
ax2 (Ax)* ’ 

In addition, we will use a subscript to indi- 
cate the time at which the approximation is 
taken. For example, (A,h), will indicate an 
approximation to the second derivative at 
the time ?ZAt, or specifically 

h- *,j,n + hi+ l,j,n -2h,j,n 
(A,&) n = * (9) 

(Ax)’ 

( A,h) ,,--1 will represent an approximation to 
the second derivative at time (n- 1) At, and 
so on. Similarly, we will use the notation 
A,h to represent our approximation to a2h/ 
av2, that is, 

implicit procedure 

a”h hi,j-1 + h+,j+ I- 2h4,j 
---w&h = (10) 
ay2 (AY)’ 

and again (A,,h) n will represent our ap- 
proximation to a2h/ay2 at the time nAt, 
that is 

hi,f-l,,+ hi,i+1,,-2hi,j,, 
(A&d = (11) 

(AYj2 

and so on. 
Using this notation, our forward-differ- 

ence approximation to the equation 

a*h a2h S ah 
-+-=-- 
ax2 av2 T at 

(3) 

as given in equation 4, would be rewritten 

S h,j,a + I- h,j,n 
(A,,h),+ (AYYh)n=F At . 

(12) 

In this formulation, a2h/ax2 and a2h/ay2 
are simulated at the beginning of the time 
interval over which ah/at is simulated. 

Again using the notation introduced 
above, our backward-difference approxima- 
tion to equation 3, as given in equation 5, 
would be rewritten 

S h,j,e - h,j,n- 1 
(A,&).+ (A,&),= r At . 

(13) 

In this formulation, a2h/ax2 and a2h/ayz 
are simulated at the time ?ZAi?, while ah/at 
is simulated over the time interval between 
(n-1)At and Y&hi?; thus both a2h/ax2 and 
a2h/ay2 are approximated at the end of the 
time interval over which ah/at is approxi- 
mated. 

In the form in which it was originally 
proposed, Peaceman and Rachford’s tech- 
nique is usually termed the alternating-di- 
rection implicit procedure. In this form, the 
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simulation utilizes two equations, applicable 
over two successive time intervals. In the 
first equation, a”h/ax* is simulated at the 
beginning of a time interval, and a2h/a@ at 
the end of that interval; ah/at is simulated 
using the change in head occurring over the 
interval. The second equation applies over 
the immediately following time interval ; 
here the order is reversed- a2h/ay2 is 
simulated at the beginning of the time in- 
terval, aZh/az2 is simulated at the end, and 
again ah/at is simulated using the head dif- 
ference occurring over the interval. 

Using the notation introduced above, this 
simulation may be represented by the follow- 
ing equation. pair 

S 
(A,&) n-1 + (A,&) w = y- 

hi,j,, - hi,i,,-, 

At 
(14) 

S h<,j,n+ I- h,j,n 
(A&)n+ (&zhL+~=-g 

At 
(15) 

For the first time interval, a2h/ax2 is simu- 
lated at (VP-1)At; ph/ay’ is simulated at 
nat; and ah/at is simulated by the change 
in htj between (n- l)At and nat. For the 
second time interval a2h/ay2 is simulated at 
nat; a2h/ax2 is simulated at (n+ 1)At; and 
ah/at is simulated by the change in h,,, be- 
tween nAt and (n+ 1) At. 

Figure D illustrates the form of this simu- 
lation. It may be recalled from Section 3 
that lines parallel to the x-axis in the finite- 
difference grid are termed rows and that 
lines parallel to the y-axis are termed col- 
umns. As shown in figure D, then, three 
values of h are taken along row j at time 
(n- 1)at to simulate a2h/ax2, while at the 
time ?ZAt three values of h are taken along 
column i to simulate a2h/ay2. The time 
derivative is simulated using the difference 
between the central h values at these two 
times. For the succeeding time interval, the 
three values of h along column i are taken 
first to simulate a2h/ag2 at time nht; while 
at the time (n+l)At, three values of h are 
taken along row j to simulate a2h/aX2. Again 
the time derivative is simulated using the 

difference between the central h values. 
The forward-difference and backward- 

difference techniques are characterized by 
symmetry in their simulation of the expres- 
sion ( azh/ax2) + (a*h/ap) . Both terms of 
this expression are simulated at the same 
time, using a five-node array centered about 
a single value of head, hd,j,n. However, the 

FIGURE D 

Time = 

Time = 
(n - l)At 
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simulation of ah/at in these formulations is 
asymmetrical, in the sense that it is not 
centered in time about hi,j,n but extends for- 
ward or backward from the time nilt. 
In either case, however, if we allow 
At to become very small, the effects 
of this asymmetry die out; the ap- 
proximation then approaches more and 
more closely the value of .ah/at at the time 
nat. In the alternating-direction implicit pro- 
cedure, by contrast, azh/ax2 and a2h/ay2 are 
not simulated at the same time, and in this 
sense the simulation of (a2h/ax2) + (a’h/ 
ay2) cannot be termed symmetrical. It is 
again helpful, however, to visualize what 
will hapljen if At is allowed to become very 
small, so that the times (n-l)At and nAt 
at which the individual simulations occur, 
fall more and more closely together. In this 
case, (A,,h),-, should begin to approximate 
the value of a2h/ax2 at (n- I$) At, while 
(A,,h), should begin to approximate the 
value of a2h/ay2 at (n-155) At. In this sense, 
then ,the expression 

(L&J n-x+ (A,&) ,, 
can be considered an approximation to 

a2h a”h 
--l-- 
ax2 aY” 

at the time (n - l/s) At. The simulation of 
ah/at is symmetrical with respect to this 
time, since it utilizes the head difference 
h,- h,-,. Thus even though a certain asym- 
metry exists in the expression by which 
(a2h/ax2) + (a2h/ay2) is approximated in 
the alternating-direction technique, it can be 
argued that there is symmetry with respect 
to time in the simulation of ah/at. More- 
over, we may expect intuitively that if an 
error is generated by the fact that we simu- 
late a2h/ax2 prior to a2h/ay2 during one 
time interval, some sort of compensating 
error should be generated during the follow- 
ing time interval, when we simulate a2h/ay2 
prior to a2h/ax2 ; and in fact it turns out 
that this alternation in the order of simula- 
tion is essential to the stability of the meth- 
od. If the order of simulation is reversed in 

this way, then regardless of the size of the 
time step, the calculation will not be affected 
by errors which grow at each step of the 
calculation. A further condition for stability 
is that the time intervals represented in the 
two steps of the simulation (equations 14 
and 16) must be equal. The length of the 
time interval may differ from one pair of 
time steps to the next, but within a given 
pair, as used in equations 14 and 15, the two 
values of At must be kept the same. Finally, 
there must be an even number of total time 
steps; a2h/ay2 must be simulated prior to 
a2h/ax2 as often as a2h/axz is simulated 
prior to a2h/ay2. 

If equations 14 and 15 are written out us- 
ing the earlier notation we have 

(Ax)” 
&,j-,,n+hz,,+~,n -2h,,j,n S ht,j,n-h,j,n-1 

+ 
(Ay)” =r At 

(16) 

and 

hi-,,j,n+l + hi+l, j,n+l-2JLi,j,n+l 

(Ax) 2 
hd,j-l,,+ hi,j+1,,-2hi,i,, S hi,j,,+l- hi,j,n 

+ 
(Ay)” =r At ’ 

(17) 

Equation 16 involves three values of head 
along row j at time (n - 1) At and three 
values of head along column i at time nat. 
Let us assume that the head values for the 
earlier time, (n - 1) At, have been calculated 
throughout the x, y plane and that we are 
concerned with calculation of head values for 
the time YbAt. Equation 16 then contains 
three known values of head, for the time 
(n- 1)At and three unknown, for the time 
nat. Since we have three unknowns in one 
equation, we will again need to use simulta- 
neous equations. In this case the three un- 
knowns occur along a single column ; and by 
considering other equations which apply 
along this column we can develop a con- 
venient method of solution. 
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Let us suppose that there are m nodes 
along column i and that the head is specified 
at the two end nodes by boundary condi- 
tions, but must be determined for all of the 
interior nodes. The first node is identified by 
the subscript j= 1 (we assume that the x- 
axis, where j= 0, lies outside the problem 
area) ; the final node is identified by the 
subscript j:=m. Thus hbl,, and h,,,,, are spe- 
cified by boundary conditions, while hi,,, 
through h,,,,-,, must be determined. 

We can write an equation of the form of 
equation 16 for each interior node along col- 
umn i. As we set up the equation at each 
node, we pick up three known values of head 
from the (n-1)At “time plane”; these 
known values fall along a three-column band, 
as shown in figure E. Each equation also in- 
corporates three values of head for the new 
time, nAt, all lying along column i; and when 
we have set up an equation of the form of 
equation 16 for each interior node along the 
column, we have a system of m-2 equations 
in m-2 unknowns, which can be solved 
simultaneously. The solution of this set of 
equations is undertaken independently from 
the solutions for adjacent columns in the 
mesh ; thus, instead of dealing with a set of, 
say, 2,500 simultaneous equations in a 50 by 
50 array, we deal in turn with separate sets 
of only 50 equations. Each of these sets cor- 
responds to a column within the mesh ; and 

FIGURE E 
Time = 

nAt 

each is much easier to solve than the 2,500 
equation set, not only because of the smaller 
number of equations, but also because a 
convenient order of computation is possible. 
We are able to utilize this order of computa- 
tion through a technique developed by H. L. 
Thomas (1949) that is known as the Thomas 
algorithm. 

To illustrate this method, we rearrange 
equation 16, putting the unknown values of 
head, corresponding ta time r&At, on one side, 
as follows: 

The right-hand side consists entirely of 
known terms, and it is convenient to replace 
this side of the equation by a single symbol, 
D,, that is 

hi+l,j,m-l - 9 (19) 
(Ax)’ 

The single subscript, j, is sufficient to desig- 
nate D for our purposes. As suggested in 
figure E, the sequence of calculation is along 
the column i. At each node-that is, for each 
value of &there is only one value of D, 
taken from the three-column band in the 
preceding time plane. We are limiting con- 
sideration here to one set of equations, cor- 
responding to one column, and aimed at cal- 
culating the heads for one value of time ; 
the subscripts designating the column and 
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time are therefore not required. Thus we can 
omit the subscripts i and n from the values 
of h on the left side of the equation. With 
these changes, equation 18 takes the form 

Aihj_,+B,h,+Cihi+l=Dj (20) 
where, in the problem which we have set up 

1 

Ai=-, 
(AY)” 

’ 
and 

1 
c,=-. 

(AYj2 
The coefficients A, B, and C are constant for 
the problem which we have postulated. In 
some problems, however, where variation in 
T, S, or the node spacing is involved, they 
may vary from one node to another. To keep 
the discussion sufficiently general to cover 
such cases, the coefficients have been desig- 
nated with the subscript j. 

If we solve equation 20 for hj, the central 
value of the three-node set represented in 
the equation, we obtain 

D,--Ajh,-,-Cjhlfl 
hi= 

Bj 
(21) 

h, the head at the initial node of the column, 
is specified by the boundary condition. We 
apply equation 21 to find an expression for 
h2; this gives 

D,-A,h,-C,h,’ 
hz= 

& ’ 
(22) 

We rewrite this equation in the form 
hz=gz-b&s (231 

where 
Dz -A&, 

g2= 

B2 

(241 

and 

b2=$. (251 
2 

b, consists of known terms, and since h, 
is known, g2 can be calculated ; equation 23 
thus gives us an equation for h, in terms of 
the next succeeding value of head, h3. If we 
can continue along the column, forming 
equations which give the head at each node 
in terms of that at the succeeding node- 
that is, which give hj in terms of hi+l-we 
will eventually reach the next to last node in 
the column, where we will have an equation 
for h,-, in terms of h,, the head at the last 
node. Then since h, is known, from the 
boundary condition, we will be able to cal- 
culate h,-,; using this value of h,-, we can 
calculate h,-,, and so on back down the col- 
umn, until finally we can calculate h, in 
terms of h, using equation 23. This is the 
basic idea of the Thomas algorithm. We now 
have to see whether we can in fact obtain 
expressions for each head, hj, in terms of 
the succeeding head, hj+l, along the column. 

We first apply equation 21 to find an ex- 
pression for h3 obtaining 

D, -A,hz - Csh, 
h,= 

B, - 
(26) 

To eliminate h, from this equation, we sub- 
stitute from equation 23, obtaining 

D, -A, (gz - bzhn) - C,h, 
hs= . (27) 

4 
Equation 27 is now solved for h, as follows 

or 

A&2 LA - A,g, - CA 
h,- -hs= 

B2 B, 
D,-&L-C&, 

h:, = 
B, -A&, 

B2 
( ) B, 

D,--A,gz C’s 
h,= 

B,-A,bz - B,_A,b,h’. 
(28) 

Now again we have an equation of the form 

h,=g,-b,h, (29) 
where here 
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Da -k/z 
g3= (30) 

&-A&, 

the value of hi+, using equation 32, until 0 
finally a value for h, has been calculated and 
heads have been determined throughout the 
column. 

G 
b,= 

B,-A,b; 
(31) 

Since g, and b, are known from the preced- 
ing step of the calculation (equation 24 and 
25), g, and b, can be calculated, and equa- 
tion 29 then gives us an expression for h, in 
terms of h,. In effect ,we have eliminated h, 
from equation 26, so that h, is expressed in 
terms of the succeeding value of head alone. 

If we continue this process, we find that 
at each step we can obtain an equation of 
the form 

hj=g,- bjhj+l (32) 
relating the head at each node to that at the 
succeeding node ; and we find that gj and b, 
can always be determined from the preced- 
ing values of g and b by equations of the 
form of equations 30 and 31. That is, we find 
that 

Dj-Ajgj--1 
gj= (33) 

Bj-Ajbj-1 

C j 
bj= 

Bj-Ajbj-1’ 
(34) 

These general formulas apply even to the 
calculation of gz and b, if we specify the 
starting conditions g,= h, and bl=O. 

In summary, then, we may start at node 1 
and move up the column calculating values 
of gj and b,. At each node, these values are 
calculated by equations 33 and 34, using the 
preceding values, gj-1 and bj-1, and using 
the coefficients Aj, B, and Cj and the term 
Dj. 

Ultimately, at the next to last node of the 
column, g,-, and b,-, are calculated; then 
since h, is known from the boundary condi- 
tion, h,-, can be calculated from equation 
32. We then proceed back down the column, 
calculating the value of hj at each node from 

The whole process is actually one of 
Gaussian elimination, taking advantage of 
a convenient order of calculation. The solu- 
tion of the difference equation 16 is obtained 
directly for points along the column through 
this process ; we are not dealing with an 
iterative technique which solves the set of 
algebraic equations by successive approxima- 
tion. When the head has been calculated at 
all nodes along column i, the process is re- 
peated for column i+ 1, and so on until the 
entire plane has been traversed. 

In a sense, this process of calculation 
stands somewhere between the forward-dif- 
ference technique and the backward-differ- 
ence technique. In the forward-difference 
technique the head at every node, for a 
given time level, is computed independently 
from the heads at the four. adjacent nodes 
for that time level; the technique of compu- 
tation is said to be explicit. In the backward- 
difference technique, the calculation of the 
head at each node incorporates the heads at 
the four adjacent nodes for the same time 
level; the method of calculation is termed 
implicit. In the alternating-direction tech- 
nique the calculation of the head at a given 
node, as we move along a column, incor- 
porates the heads for that time level at the 
two adjacent nodes along the column, but 
not at the two adjacent nodes in the adjoin- 
ing columns. The method of calculation, for 
this step, is said to be implicit along the col- 
umns, but explicit in the transverse direc- 
tion, along the rows. 

When the heads have been calculated 
everywhere throughout the plane by the 
process of traversing the columns, calcula- 
tions for the following time, (n+ 1) At are 
initiated using equation 17. The procedure 
followed is the same as that described above, 
except that the calculation now moves along 
rows, rather than along columns. This alter- 
nation of direction again, is necessary in 
order to insure the stability of the method of 
calculation. 
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Solution of the steady-state equation by iteration using the 
alternating-direction method of calculation 

147 

0 

In their initial paper proposing the alter- 
nating-direction implicit procedure, Peace- 
man and Rachford point out that the tech- 
nique of solving alternately along rows and 
columns can be used effectively to iterate the 
steady-state equation. That is, suppose we 
must deal with the problem considered in 
Section 16 and 25 of Part VII, and reviewed 
earlier in the present discussion, in which 
the steady&state- equation 

a”h a”h -+-=() 
ax2 i3Y’ 

is to be solved. In Section 25, 
a technique of iteration, or 

(35) 

we considered 
relaxation, to 
technique we solve this equation. In this 

wrote the finite-difference approximation 
given in equation 6 as a simulation of equa- 
tion 35 ; this gave 

hi,~=l(hi_,,i+hr+l,l+hbj-l+ hi,j+d. (6) 
4 

To apply equation 6, we would move through 
the x, y plane replacing values of hi,j at each 
interior node by the average of the heads at 
the four surrounding nodes. At the end of 
one complete traverse of the plane we would 
have a set of values of hi,j which would be 
somewhat closer to satisfying equation 6 
than were the values with which we started ; 
and after several traverses, we would have 
a set of head values which would essentially 
satisfy equation 36 throughout the plane. 
This would be indicated by the fact that the 
values of h4,j obtained in each step would dif- 
fer very little from those obtained in the 
preceding step. 

Our objective here is to outline a more 
efficient technique of carrying out this itera- 

tion process, based upon Peaceman and 
Rachford’s method and the Thomas algor- 
ithm. We begin by introducing some nomen- 
clature and notation. In our discussion of 
nonequilibrium problems, we spoke of “time 
planes”-that is, representations of the X, y 
plane in which the heads calculated for a 
given time were displayed. In discussing the 
solution of steady-state problems by itera- 
tion we can similarly speak of “iteration 
planes”-that is, representations of the x, y 
plane in which the values of head obtained 
after a certain number of iterations are dis- 
played. Again, in our discussion of nonequili- 
brium problems we used the subscript n to 
designate the time level of a given head 
valu+hi,j,m referred to a head value at the 
time nAt. In a similar way, we will use a 
superscript m to denote the iteration level in 
the steady-state problem. hi,? will be used 
to designate the starting values of head, 
prior to any iterations; hiJ will indicate 
head values after one iteration-that is, the 
head values in the first iteration plane ; and 
in general, h,,, m will indicate head values 
after m iterations, or in the mth iteration 
plane. 

Next we rewrite our approximation to 
equation 35 in a slightly different form. We 
rearrange equation 6 to give 

h-*,9+ hi+l,j- 2h~,j=-hi,i-,-hi,j+l+2hi,j (36) 

This can be obtained also by rewriting equa- 
tion 35 in the form 

a”h a2h 
-= -- 
w aY’ 

and then using the approximations given in 
equation 8 and 10 for yh/ax2 and ?yh/W. 

We are interested in applying equation 36 
to calculate head values for a new iteration 
level, using head values from the preceding 
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iteration level. In the ‘procedure which we 
will employ it is necessary to consider two 
successive interation steps. Using the super- 
script notation described above, and using 
A,,h and Avilh to represent our approxima- 
tions to aZk/ax2 anda2h/ay2 as in equations 
8 and 10, the method of calculation may be 
summarized as follows 

- Arvhm = A,,hm-’ (37) 

and 

Aazh”fl = - &,hm (33) 

or, in the notation of equation 36, 

= hi- l,jm-’ + hi+ I,jnt-’ - 2hi,j”p1 
(39) 

and 

= - hi,j _ In’- hd,j+ Irn + 2hi,jmw 
(40) 

As these equations indicate, the idea here 
is first to simulate a2h/axz at one iteration 
level and azh/ay2 at the next; in the succeed- 
ing iteration, the order is reversed ; a’h/ay” 
is simulated at the earlier iteration level, and 
a2h/.ax2 at the next. Figure D, which illu- 
strated the simulation technique for the non- 
eqilibrium problem, is reproduced as figure 
F, but with the time planes now relabeled as 
iteration planes. Equation 39 relates three 
values of head at iteration level m to three 
values at iteration level m - 1; and, following 
the technique described above for the non- 
equilibrium case, we may move along col- 
umn i in iteration plane m, at each node 
picking up three known values of hm--l from 
a three column band in the preceding itera- 
tion plane, and thus generating a set of 
equations in which the unknowns are all 
values of hm along column i. 

As in the nonequilibrium case, the set of 
equations along a given column is solved di- 
rectly by the Thomas algorithm-that is, by 

FIGURE F 

Iteration level 

Iteration level 
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the process of Gaussian elimination outlined 
in equation 20 through 34. When this has 
been done for every column in the X, y plane, 
we have a new set of head values throughout 
the plane. These values, however do not nec- 
essarily constitute a solution to equation 35. 
The process we have described, of replacing 
the earlier head values with new values cal- 
culated through equation 39, accomplishes 
the same thing as the relaxation process of 
Section 25-it produces a new set of values 
which is closer to satisfying equation 35 than 
was the earlier set. This does not guarantee 
that the new set will constitute an accept- 
able solution. The test as to whether or not 
a solution has been found is carried out as 
in the relaxation technique of Section 25- 

the values of head in iteration plane m are 
compared to those in iteration plane m- 1. 
If the difference is everywhere negligible, 
equation 35 must be satisfied throughout the 
x, y plane ; otherwise a new iteration must be 
initiated. In this new iteration we would 
utilize equation 40, moving along a row of 
the model to set up a system of equations for 
the head values along that row. As in the 
nonequilibrium problem this alteration of di- 
rection is necessary for stability. In sum- 
mary then, we are utilizing an indirect 
iterative procedure of solution ; but we use 
a direct method, Gaussian elimination, along 
each individual column or row, to move 
from one set of approximate head values to 
the next during the iterative process. 

Backward-difference simulation: Solution by iteration using the 
alternating-direction method of calculation (iterative 

alternating-direction implicit procedure) 

Peaceman and Rachford found that itera- 
tion of the steady-state equation by the al- 
ternating-direction procedure was consider- 
ably more efficient than the most rapid re- 
laxation techniques that had been used prior 
to the time of their work. The use of the al- 
ternating-direction technique in this sense, 
as a method of iteration, has accordingly 
gained great popularity in recent years. As 
a method of solving the nonequilibrium 
equation 3, however, the alternating-direc- 
tion implicit procedure, as embodied in equa- 
tions 14 and 15 or 16 and 17, has not always 
proved advantageous. Although stability is 
assured, that is the calculation will not be 
affected by errors which necessarily increase 
in magnitude at each step, there is still a 
possibility for large error at any one time 
step and at any given node ; and in many 
problems these errors have proved uncon- 
trollable and unacceptable. This undesirable 
feature has inevitably led to renewed inter- 
est in the backward-difference formulation 
of equations 5 and 13. As we have noted, 

solution by this method must generally be 
accomplished through iteration, for example 
using equation 7; the systems of simultane- 
ous equations involved are usually too large 
to admit of an easy solution by direct meth- 
ods. We have seen that the alternating-di- 
rection procedure of Peaceman and Rach- 
ford provides an effective method of iterat- 
ing the steady-state equation; this suggests 
that the same technique may be used to 
iterate the backward-difference equation, 5 
or 13. Equation 13, which utilized the ab- 
brevated notation, is reproduced below 

S b,j,tt - h,j,n- 1 
(&ah),+ WOn=~. At (13) 

(A,,h), is an approximation to azh/azz at 
the time nat, while ( A,,h) n is an approxima- 
tion a”h/ay” at the time r&At. We again in- 
troduce the superscript m to indicate the 
level of iteration ; using this notation we re- 
write equation 13 as it will be used in two 
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successive steps of the iteration process un- 
der consideration, 

5’ ht,,,,” - hi,i,n - 1 
(Amh),m-l+ (A,,h)ent= r 

At 
(41) 

At . 
(42) 

Several points about equations 41 and 42 
should be noted carefully. The simulations 
of both ph/axz and a’h/az/“, in both equa- 
tions, are made at time ?ZAt ; and again, in 
both equations, ah/at is simulated by the 
change in head at node i, j from time (n- 
1) At to time nAt. In equation 41, (a2h/ 
ax*) nAt is simulated at the ( m - 1) th itera- 
tion- level, whereas (a’h/a@) nbt is simulated 
at the mth iteration level ; hi+ in the simu- 
lation of the time derivative, is represented 
at the mth iteration level. In equation 42, 
(a2h/ay*),,, is simulated at the mth itera- 
tion level, while (a2h/ax*).A, is simulated at 
the (m+ 1) th iteration level ; IQ,,, in the 
simulation of the time derivative, is again 
represented at the higher iteration level, 

CAY)’ 
+;G-(&++--)“u,nm= 

h-x,j,nm-’ - 
(Ax)~ - 

which is here m + 1. No iteration superscript 
is attached to hi,j,n-l the head at the preced- 
ing time level, in either equation. The itera- 
tion process is designed to compute heads for 
the new time level, nAt, and in this process 
the head at the preceding time level is sim- 
ply a constant; it retains the same value 
throughout the series of iterations. 

Rewriting equation 41 using the expanded 
notation for A,,h and ALrvh (as given in equa- 
tions 8 and lo), we have 

(AX)’ 
b-l,n”+ &+l,nm- 2hi,j,nm 

+ 
(AY)2 

S (hi,j,rzm-hi,i,,-d 
=- 

T At ’ 
(43) 

We wish to calculate head values at the 
new iteration level, m, on the basis of values 
which we already have for the preceding 
iteration level, m - 1. We therefore rearrange 
equation 43, placing unknown terms on the 
left and known terms on the right. This gives 

hi+Ij,nm--’ 2 s 
+ -hi,j,nm--l-- hi,j,n-l- (44) 

(Ax) 2 (Ax)’ Tat 

The unknown terms are the head values 
for iteration level m ; the known terms are 
the head values for the preceding iteration 
level, rm- 1, and one head value from the 
preceding time level, n- 1. We may there- 
fore proceed as in equation 19, replacing the 
entire right side by a single symbol, Dj, rep- 
resenting the known terms of the equation. 
We will then have an equation of the form 
of equation 20, 

Aihi-lm+ +Bihjm+Cjhj+,m=Di, (45) 
which can be solved by the Thomas algor- 
ithm, as outlined in equations 21-34. In the 
next step we utilize equation 42 ; here the 
unknown terms consist of three values of h 
for time lnht and iteration level m f 1, while 
the known terms consist of three values of h 
for time 72At and iteration level m, and again 
one value of h for the time level (n- 1)At. 
After this step, the heads which we obtain 
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FIGURE G 
kth iteration plane- 

Second 
iteration 

plane 

First 
iteration 

plane 

PI .ane containing 
starting values 

of head for 

Plane containing 

fbr t!Z!gF+ 

are compared with those obtained in the pre- 
ceding step. If the difference is everywhere 
negligible, the values of hmfl are taken as a 
sufficiently close approximation to the heads 
for time r&At. 

It’s important to note that while at each 
step we solve directly, (by Gaussian elimina- 
tion, along columns or rows) to obtain a new 
set of head values, these new values do not 
generally constitute a solution to our differ- 
ential equation. Rather, they form a new ap- 
proximation to a solution, in a series of 
iterations which will ultimately produce an 
approximation close enough for our pur- 
poses. We may review the sequence of com- 
putation by referring to figure G, which il- 
lustrates the process of calculation schemati- 
cally. The lowermost plane in the figure is a 
time plane, containing the final values of 
head for the preceding time level, (n - 1) At. 
The plane immediately above this contains 
the initial assumed values of head for the 
new time, nat; we use three values of head, 
/L~,~,~O, hi,],,“, and hi+lj,,’ from this plane, 
together with one value of head h~,~-~ from 
the n-l time plane, on the right side of 
equation 44. On the left side of equation 44 
we have three unknown values of head in 
the first iteration plane, hi,i-l,nl, hi,j,,tl, and 
hi,j+ l,nl- We set up equations of the form of 
equation 44 along the entire column i and 
solve by the Thomas algorithm (equations 
21-34). We then repeat the procedure along 
all other columns, thus determining head 
values throughout the first iteration plane ; 
these new head values constitute a somewhat 
closer approximation to the heads at time 
?ZAt than did the initial values. Next we 
set up a system of equations of the form of 
equation 42, arranged so that in each equa- 
tion three head values from the first itera- 
tion plane and one from the n- 1 time plane 
form the known terms, while three head 
values from the second iteration plane from 
the unknown terms. If we rewrite equation 
42 in the expanded notation and rearrange 
it so that the unknown terms appear on the 
left and the known terms on the right we 
have 
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h-l,,,,nm+l hs+*,,,nm+l 
-I- 

(Ax)’ (Ax) * 
- ( -&+&)kj,nmi’ = 

k,,-l,~m hd,j+l,n”’ 2 

(AY)* - (A?!)* 
+- h”“n (Ay) 2 

--&,j,n-1. (46) 

Applying equation 46 between the first 
and second iteration planes, m would be 
taken as 1 and (m + 1) as 2. The four known 
terms on the right side of the equation would 
consist of three head values from the first 
iteration plane hi,j-l,,, hi,j,,, and hi,j+l,,p and 
again one head value from the n- 1 time 
plane, hi,j,,-l. It is important to note that 
we return to the n- 1 time plane-the lower- 
most plane in figure G-at each iteration 
level in the series, to pick up the constant 
values of hi,i,,-l that are used in simulating 
the time derivative. On the left side of equa- 
tion 46 we would have the three unknown 
values of head corresponding to the new 
iteration level-(that is, the second itera- 
tion plane). Again we would use the Thomas 
algorithm (equations 2134) to solve for 
these new values of head throughout the 
plane. At the end of this solution procedure 
the head valules in the second iteration plane 
are compared with those in the first itera- 
tion plane. If the difference is sufficiently 
small at all points, there is nothing to be 
gained by continuing to adjust the head 
values through further calculation-equa- 
tion 3 is already approximately satisfied 
throughout the plane. If significant differ- 
ences are noted, the procedure is continued 
until the differences between the head values 
obtained in successive iteration levels be- 
comes negligible. At this point the heads for 
time ?&At have been determined, and work is 
started on the next time step, computing 
heads for the time (n+ 1) At. Thus while di- 
rect solution and an alternating-direction 
feature both play a part in this procedure of 
calculation, the technique is basically one of 
iteration, in which, using the backward-dif- 
ference formulation of equations 5 or 13, we 
progressively adjust head values for each 
time level until we arrive at a set of values 
which satisfies the equation. The method 
combines the advantages of the backward- 

difference technique with the ease of com- 
putation of the alternating-direction proce- 
dure ; it is the basis of many of the digital 
models presently used by the U.S. Geol. Sur- 
vey. It is sometimes referred to as the itera- 
tive alternating-direction implicit procedure. 

Prickett and Lonnquist (1971) further 
modify this method of calculation by rep- 
resenting the central head value, &,j only at 
the advanced iteration level ; and by repre- 
senting the head in the adjacent, previously 
processed column also at the advanced itera- 
tion level. That is, they do not simulate a2h/ 
ax* and azh/ayz in two distinct iteration 
planes, but rather set up the calculation as 
a relaxation technique, so that the new value 
of head at a given node is calculated on the 
basis of the most recently computed values 
of head in the surrounding nodes. They do, 
however, perform the calculations alternate- 
ly along rows and columns using the Thomas 
algorithm. 

In the discussions presented here we have 
treated transmissivity, storage coefficient, 
and the node spacings Ax and Ap, as con- 
stant terms in the x, y plane. In fact these 
terms can be varied through the mesh to ac- 
count for heterogeneity or anisotropy in the 
aquifer or to provide a node spacing which 
is everywhere suited to the ‘needs of the 
problem. Additional terms can be inserted 
into the equations to account for such things 
as pumpage from wells at specified nodes, 
retrieval of evapotranspiration loss, seepage 
into streams, and so on. Some programs 
have been developed which simulate three- 
dimensional flow (Freeze, 1971; Bredehoeft 
and Pinder, 1970; Prickett and Lonnquist, 
1971, p. 46) ; however, the operational prob- 
lems encountered in three-dimensional digi- 
tal modeling are sometimes troublesome. 

The reader may now proceed to the pro- 
gramed instruction of Part VIII. 

SE ROA 38535

JA_9817



Port VI I I. Analog Techniques 

Introduction 

In Part VIII we consider another tech- 
nique of obtaining solutions to the differen- 
tial equation of ground-water ilow. This is 
the method of the electric analog. It (is a pow- 
erful ‘technique which has been widely used. 
The technique depends upon the mathemati- 
cal similarity between Darcy’s law, describ- 
ing flolw in a poro,us medium, and Ohm’s law, 
describing flow of charge in a conductor. In 

the case of nonequilibrium modeling, it de- 
pends also upon the similarity between the 
ground-water storage+head relation and the 
equation describing storage of charge in a 
capacitor; and upon the similarity between 
the electrical continuity principle, involving 
the conservation of electric charge, and the 
equation of continuity describing the con- 
servation of matter. 

1 0 

Ohm’s law states that the electrical cur- 
rent through a conducting element is direct- 
ly proportional to the voltage difference, or 
potential difference across its terminals. The 
sketch represents a conducting element, or 
resistor, across which the voltage difference 
is +1 - &. That is, the voltage at one terminal 
of the resistor is +1, while that at the other 
end is &. The current through the resistor 
is defined as the net rate of movement of 
positive charge across a cross-sectional plane 
within the resistor, taken normal to the di- 
rection of charge flow. The standard unit of 
charge is the coulomb, and current is nor- 
mally measured as the number of coulombs 
per second crossing the plane under consid- 
eration. A charge flow of 1 coulomb per 
second is designated 1 ampere. The symbol 
Z is frequently used to represent current. 

Symbol representing a conducting element, 
or resistor 

\ 

R represents value of resistance (ohms) 

For the resistor shown in the diagram, 
Ohm’s law may be stated as follows 

1 

where Z is the current through the resistor, 
and +1 -&, as noted above, is the voltage 
difference across its terminals. The term 1/ 
R is the constant of proportionality relating 
current to voltage ; R is termed the resist- 
ance of the element. It depends both upon 
the dimensions of the element and the elec- 
trical properties of the conductive material 
used. The unit of resistance is the ohm. A 
resistance of 1 ohm will carry 1 ampere of 
current under a potential difference of 1 
volt. 

QUESTION 

Suppose the voltage at one terminal of a 
500-ohm resistor is 1’7 volts, and the voltage 
at the other terminal is 12 volts. What would 
the current through the resistor be? 

Turn to Section: 
10 amperes 19 
0.10 ampere, or 100 milliamperes 8 
0.01 ampere, or 10 milliamperes 6 

0 
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2 l - 

Your answer in Section 22 is not correct. 
The finite-difference form of the equation 
for two-dimensional nonequilibrium ground- 
water flow i.s 

&‘a2 Ah, 
h,+ h,+h,+;h,-4h,=-, 

T At 
while the equation for our resistance- capa- 
citance network is 

Comparison of these equations illustrates 
that resistance, R, may be considered to be 
analogous to the term l/T; voltage, 4, is 
analogous to head, h ; and capacitance, C, 
may be considered analogous to the term 
Sa2. 

In the answer which you selected, voltage 
is treated as analogous to transmissivity, in 
that the procedure calls for increasing volt- 
age in areas of high transmissivity. 

Return to Section 22 and choose another 
answer. 

3 0 

Your answer in Section 6, 

x- --$+#d, 

not a valid statement of Ohm’s law in any 
case, for Ohm’s law in terms of resistance 
was given in Section 1 as 

is not correct. The idea here is to obtain an 
expression for the current which involves z=$#&d. 

the resistivity, pe, of the material composing 
the resistance. Your answer involves the re- Return to Section 6 and choose another 
sistance, 22, rather than the resistivity. It is answer. 

Your answer in Section 9, 

$r,., =c$ 

is correct. The quantity C, as we have seen, 
is actually the derivative de/d+, ; thus C (d+,/ 
dt) is equivalent to (&/A/+) * (&,/dt), or 
simply &/dt. 

Without referring to it explicitly, we 
made use in Section 9 of an electrical equiva- 
lent to the hydraulic equation of continuity. 
In an electric circuit, charge is conserved in 
the same way that fluid mass is conserved in 
a hydraulic system. KirchotF’s current law, 
which is familiar to students of elementary 
physics, is a statement of this principle. .In 
the circuit of Section 9, we required that the 
rate of accumulation of charge in the capa- 

citor be equal to the time rate at which 
charge was transported to the capacitor 
plate through the resistor-that is, to the 
current through the resistor. In the circuit 

C 

I- - - 

shown in the figure, in which four resistors 
are connected to a single capacitor, the net 
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0 cm-4 . 

inflow minus outflow of charge, through all 
four resistors, must equal the rate of ac- 
cumulation of charge on the capacitor. Let I, 
and I, represent currents toward the capac- 
itor, through resistors R, and R, ; and let 
I, and I, represent currents away from the 
capacitor, through resistors R, and R,. Then 
the time rate of inflow of charge, toward the 
capacitor, will be I, + I, ; the rate of outflow 
charge, away from the capacitor, will be I, + 
I,. The net inflow minus outflow of charge 
will be I, -Z,+Z,-I, ; and this must equal 
the rate of accumulation of charge on the 
capacitor. That is, we must have 

de 
I,-z,+z,-I,=-. 

dt 
QUESTION 

The diagram again shows the circuit de- 
scribed above, but we now assume that the 

four resistances are equal-that 
sume 

RI=R9=Rs=R1=R. 
Let +, represent the voltage on 

is, we as- 

the capac- 
itor platethis is essentially equal to the 
voltage at the junction point of the four re- 
sistors (the resistance of the wire connect- 
ing the capacitor to the resistor junction 
point is assumed negligible). The voltages at 
the extremities of the four resistors are 
designated &, +, &, and &, as shown in the 
diagram. If Ohm’s law is applied to obtain 
an expression for the current through each 
resistor and the capacitor equation is ap- 
plied to obtain an expression for the rate of 
accumulation of charge on the capacitor, 
which of the following equations will be ob- 
tained from our circuit equation 

I,-z,+z,-I,=‘? 
dt 

Turn to Section: 

91-62+$J3-b 
=c”Q” 15 

R dt 

5 0 

Your answer in Section 22 is correct. 
This is of course one indication of the power 
of the analog method, in that problems in- 
volving heterogeneous aquifers are handled 
as easily as those involving a uniform 
aquifer. Complex boundary conditions can 
also be accommodated, and three-dimensional 
problems may be approached by construct- 
ing networks of several layers. The method 
is applicable to water-table aquifers as well 
as to confined aquifers, provided dewatering 

is small in relation to total saturated thick- 
ness. Some successful simulation has been 
done even for cases in which this condition 
is not satisfied, using special electrical com- 
ponents which vary in resistance as voltage 
changes. 

Steady-state problems are sometimes 
handled by network models constructed 
solely of resistors-that is, not involving 
capacitors-rather than by analogs con- 
structed of a continuous conductive mate- 

SE ROA 38538

JA_9820



156 TECHNIQUES OF WATER-RESOURCES INVESTIGATIONS 

5 l --Con. 0 

rial. Such steady-state networks are par- 
ticularly useful when heterogeneity is in- 
volved. 

In some cases, the symmetry of a ground- 
water system may be such that a two-di- 
mensional analog in a vertical plane-that 
is, representing a vertical cross section 
through an aquifer, or series of aquifers- 
may be more useful than a two-dimensional 
analog representing a map view. In this 
type of model, anisotropy is frequently a 
factor; that is, permeability in the vertical 
direction is frequently much smaller than 
that in the lateral direction. This is easily 
accommodated in a network by using higher 
resistances in the vertical direction; or, 
equivalently, by using a uniform resistance 
value but distorting the scales of the model, 
so that this resistance value is used to simu- 
late different distances and cross-sectional 
areas of flow in the two directions. 

An important special type of network 
analog is that used to simulate conditions in 
a vertical plane around a single discharging 
well. The cylindrical symmetry of the dis- 
charging well problem is in effect built into 
the network;, the resistances and scales of 

the model are chosen in such a way as to 
simulate the increasing cross-sectional areas 
of flow, both vertically and radially, which 
occur in the aquifer with increasing radial 
distance from the well. 

This concludes our discussion of the elec- 
tric-analog approach. We have given here 
only a brief outline of some of the more im- 
portant principles that are involved. The 
technique is capable of providing insight 
into the operation of highly complex ground- 
water systems. Further discussion of the 
principles of simulation may be found in the 
text by Karplus (1958). The book “Concepts 
and Models in Ground-Water Hydrology” by 
Domenico (1972) contains a discussion of 
the application of analog techniques to 
ground water, as does the text “Ground- 
Water Resource Evaluation” by Walton 
(1970). Additional discussions may be 
found in papers by Skibitzke (1960)) Brown 
(1962) Stallman (1963b) Patten (1965)) 
Bedinger, Reed, and Swafford (1970)) and 
many others. 

This concludes the studies presented in 
this text. 

Your answer in Section 1 is correct. 
The resistance of an electrical element is 

given by the formula 

RCPe.L 
A 

where L is the length of the element in the 
direction of the current, A is its cross-sec- 
tional area normal to that direction, and pe 
is the electrical resistivity of the material of 
which the resistor is composed. The inverse 
of the resistivity is termed the conductivity 
of the material ; it is often designated O; that 
is, ~=l/,+ Resistivity and conductivity are 

normally taken as constants characteristic 
of a particular material, ; however, these 
properties vary with temperature, and the 
linear relationships usually break down at 
extremes of voltage. Moreover, a small 
change in the composition of some materials 
can produce a large change in electrical 
properties. Resistivity is commonly ex- 
pressed in units of ohm *metre2/metre, or 
ohm-metres. With this unit of resistivity, the 
formula, 
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will yield resistance in ohms if length is 
expressed in metres and area in square 
metres. 

QUESTION 

The sketch shows a resistor of cross-sec- 
tional area A and length L, composed of a 

material of resistivity pe. The potential dif- 
ference across the resistor is +1 - + Which 
of the following expressions is a valid ex- 
pression of Ohm’s law, giving the current 
through the resistor? 

Turp to Section: 

z= -$,_,,, 28 
Fe 
PA I=- L (h-42) 24 

A 
3 

Your answer in Section 28, the answer which you chose, flow is given as 

f&K.- LP inversely proportional to cross-sectional 
area, and proportional to the term L,/hl - h,, 

A, h+z which is actually the inverse of the negative 
is not correct. Darcy’s law states that flow is head gradient. 
directly proportional to cross-sectional area Return to Section 28 and choose another 
and to the (negative) gradient of head. In answer. 

8 0 

Your answer in Section 1 is not correct. pressed in volts and the resistance ohms, 
Ohm’s law was given as the quotient 

Z=$(d1-C), h-42 

R 
and the discussion pointed out that a resist- 
ance of 1 ohm would carry a current of 1 will give the correct current in amperes. 
ampere under a potential difference of 1 Return to Section 1 and choose another 
volt. Thus when the voltage difference is ex- answer. 
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Your answer in Section 21 is correct. 
If we monitor the voltage on a capacitor 

plate in a given circuit and observe that it 
is changing with time, we know from the 
relations given in Section 21 that charge is 
accumulating on the capacitor plate with 
time. An expression for the rate at which 
charge is accumulating can be obtained by 
dividing the capacitor equation by a time 
increment, At. This gives 

A< 
-C? -- IA- 

At At dt 

or, in terms of derivatives, 

d d+ 
-C-. -- 

dt dt 

The figure shows a hydraulic system and 
an analogous electrical system. The rate of 

Tank 

-- Pipe - 
- 

z-- 
31 tvvvm c 

R 
‘i 

I” 

accumulation of fluid in the tank is equal to 
the rate of flow of water through the pipe 
supplying it. Similarly, the rate of accumu- 
lation of charge on the capacitor plate is 
equal to the rate of flow of charge through 
the resistor connected to the plate. This rate 
of flow of charge is by definition the current 
through the resistor. (Recall that the units 
of current are charge/time-for example; 
coulombs/second.) We thus have 

where Z is the current through the resistor, 
and de/dt is the rate at which charge ac- 
cumulates on the capacitor. 

QUESTION 

Suppose the voltage at the left terminal 
of the resistor is 41, while the voltage at the 
right terminal, which is essentially the volt- 
age on the capacitor plate, is 4c. If we use 
Ohm’s law to obtain an expression for I, in 
terms of the voltages, and the capacitor equa- 
tion to obtain an expression for &/dt, which 
of the following relations will we obtain. (R 
denotes the resistance of the resistor, and C 
the capacitance of the capacitor.) 

Turn to Section: 

4 

R(4,-4,) =c; 

RC(4,-4,) =fk 
dt 

20 

18 

‘c 
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Your answer in Section 21 is not correct. 
The equation which we developed for the 
capacitor was 

where C was the capacitance, AC the quan- 
tity of charge placed in storage in the capa- 
citor, and A$ the increase in the voltage dif- 
ference across the capacitor plates, observed 
as the charge AC is accumulated. For the 
prism of aquifer used in developing the 
ground-water equations in Part V, we had 

aV=SAhh 

where AV was the volume of water taken in- 
to storage in the prism, Ah the increase in 
head associated with this accumulation in 
storage, S the storage coefficient, and A the 
base area of the prism. This equation can be 
rewritten 

&+!! 
Ah 

to faciliate comparison with the capacitor 
equation. 

Return to Section 21 and choose another 
answer. 

Your answer in Section 26 is correct. Note 
that this equation, 

Z 34 -= --, 
w-b ax 

is analogous to the equation we would write 
for the component of specific discharge in 
the 2 direction, through a section of aquifer 
of width w and thickness b; that is, 

Q ah -a-K-. 
w-b 3% 

In practice, steady-state electric-analog 
work may be carried qut by constructing a 
scale model of an aquifer from a conductive 
material and applying electrical boundary 
conditions similar to the hydraulic boundary 
conditions prevailing in the ground-water 
system. The voltage is controlled at certain 
points or along certain boundaries of the 
model, in proportion to known values of head 
at corresponding points in the aquifer; and 

current may be introduced or withdrawn in 
proportion to known values of inflow and 
outflow for the aquifer. When the boundary 
conditions are applied in this manner, volt- 
ages at various points of the model are pro- 
portional to heads at corresponding points 
in the aquifer, and the current density vector 
in various sections of the model is propor- 
tional to the specific-discharge vector in the 
corresponding sections of the aquifer. 

QUESTION 

Suppose an analog experiment of this type 
is set up, and the experimenter traces a line 
in the model along which voltage has some 
constant value. To which of the following 
hydrologic features would this line corres- 
pond? 

Turn to Section: 
a flowline 16 
a line of constant head 21 
a line of uniform recharge 17 
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Your answer in Section 28, 

is not correct. Darcy’s law states that flow 
is equal to the product of hydraulic con- 
ductivity, cross-sectional area, and (nega- 
tive) head gradient. The gradient of head is 

by definition a first derivativethe deriva- 
tive of head with respect to distance. The 
answer which you chose involves a second 
derivative. The correct answer must either 
include a first derivative, or an expression 
equivalent to or approximating a first de- 
rivative. 

Return to Section 28 and choose another 
answer. 

13 0, 
Your answer in Section 21 is not correct. 

We have seen in dealing with the analogy 
between steady-state electrical flow and 
steady-state ground-water flow that volt- 
age is analogous to hydraulic head, whereas 
current, or rate of flow of charge, is analog- 
ous to the volumetric rate of flow of fluid. 
In the analogy between the capacitor equa- 
tion and the storage-head relation, voltage 
must still be analogous to head, or capacitors 

could not be used to represent storage in a 
model incorporating the flow analogy be- 
tween Darcy’s law and Ohm’s law. Similar- 
ly, charge must represent fluid volume, so 
that rate of flow of charge (current) can 
represent volumetric fluid discharge. Other- 
wise the storage-capacitance analogy would 
be incompatible with the flow analogy. 

Return to Section 21 and choose another 
answer. 

14 l - 

Your answer in Section 22 is not correct. 
Increasing both R and C, as suggested in 
the answer which you chose, has the effect 
of increasing the factor RC in the equation 

$Q++,+Q.++J~~+~=RC;. 

On the other hand, an increase in 2 in the 
aquifer causes the factor Sa2/T to decrease, 
in the equation 

Saa Ah 
h,+h,+h,+hd-4ho=--. 

T At 
Thus the proposed technique fails to simu- 
late the hydrologic system. 

Notice that head and voltage are analog- 
ous and that increases in T can be simulated 
by decreases in R. 

Return to Section 22 and choose an&her 
answer. 

0 - 
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Your answer in Section 4 is not correct. 
The rate of accumulation of charge on the 
capacitor plate must equal the net rate at 
which charge is being transported to the 
capacitor through the four resistors. To set 
up the problem, we assume that the current 
is toward the capacitor in resistors 1 and 3, 
and away from the capacitor in resistors 2 
and 4 in the diagram. The current to&rd 
the capacitor in resistor 1 is given by Ohm’s 
law as 

1 I- 1-F(rp1-90)v 
while that in resistor 3 is given by 

The current away from the capacitor in re- 
sistor 2 is given by 

1 I 

- - 

while that in resistor 4 is given by 

L=$,,o-,.,. 

If it turns out that any of these currents 
are not actually in the direction initially 
assumed, the current value as computed 
above will be negative ; thus the use of these 
expressions remains algebraically correct 
whether or not the assumptions regarding 
current direction are correct. 

The net rate of transport of charge to- 
ward the capacitor will be the sum of the 
inflow currents minus the sum of the out- 
flow currents, or 

Il+I,-z,-r,. 
This term must equal the rate of accumula- 
tion of charge on the capacitor plate, Wdt, 

de d+o 
-c-. -- 

dt dt 
That is we must have 

6 
z,+I,-I~-14=C-. 

dt 
The correct answer to the question of Sec- 

tion 4 can be obtained by substituting our 
expressions for I,, I,, Z3, and I4 into this equa- 
tion and rearranging the result. 

Return to Section 4 and choose another 
auswer. 

Your answer in Section 11 Is not correct. which voltage is constant. In developing the 
In steady-state two-dimensional flows, one analogy between flow of electricity and flow 
can specify a function ‘which is constant of fluid through a porous medium, we 
along a flowlitie. However, this function- stressed that voltage is analogous to head ; 
which is termed a stream function-is not current is analogous to fluid discharge ; and 
analogous to voltage (potential) in electrical electrical conductivity is analogous to hy- 
theory; thus a flowline, or line along which draulic conductivity. 
stream function is constant, cannot cor- Return to Section 11 and choose another 
respond to an equipotential, or line along answer. 
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Your answer in Section 11 is not correct. 
The forms of Darcy’s law and Ohm’s law 
which we have used for comparison are re- 
peated below : 

Darcy’s law : 
Q -=-K? 

w-b ax 
where Q is the volumetric fluid discharge 
through a cross-sectional area of width w 
and thickness b, taken at right angles to the 
x direction ; K is the hydraulic conductivity ; 
and ah/ax is the derivative of head in the 
x direction. 

Ohm’s law : 
Z a+ -z-g- 

w-b 3% 

where Z is the current through a cross-sec- 
tional area of width w and thickness b, 
taken at right angles to the x direction; u is 
the electrical conductivity ; and a+/ar is the 
derivative of voltage, or potential, in the x 
direction. 

A comparison of these equations shows 
that voltage, or potential, 4, occupies a posi- 
tion in electrical theory exactly parallel to 
head, h, in the theory of ground-water flow. 
Current, I, is analogous to discharge, Q ; 
while c, the electrical conductivity, is analo- 
gous to the hydraulic conductivity, K. These 
parallels should be kept in mind in answer- 
ing the question of Section 11. 

Return to Section 11 and choose another 
answer. 

18 0 
Your answer in Section 9 iS not correct. 

The question concerns a capacitor which is 
connected to a resistor. The idea is to equate 
the rate of accumulation of charge on the 
capacitor plate to the rate at which charge 
is carried to the capacitor through the re- 
sistor-that is, to the current through the 
resistor. The rate at which charge accumu- 
lates on the capacitor plate is given by the 
capacitor equation as 

dc d+c 
-c-. -- 

dt dt 
The current through the resistor, or rate 

at which charge flows through the resistor, 
is given by Ohm’s law as 

z=-$-4Jc~. 

Return to Section 9 and choose another 
answer. 

19 0 
Your answer in Section 1 is not correct. 

Ohm’s law was given in the form 

Z=&V#J2~. 

in volts, current, Z will be in amperes. In the 
example given, +1 - (p2 was 5 volts and R was 
500 ohms. Substitute these values in the 
equation to obtain the amount of current 
through the resistor. 

Return to Section 1 and choose another 
If R is in ohms and the difference +,-4, is answer. 

SE ROA 38545

JA_9827



PART VIII. ANALOG TECHNIQUES 163 

20 0 

Your answer, in Section 9, 

is not correct. The rate of accumulation of 
charge on the capacitor, de/dt, is equal to C 
(d+,/dt), and this part of your answer is 
correct. However, the idea is to equate this 
rate of accumulation of charge on the ca- 
pacitor to the rate of transport of the charge 

toward the capacitor, through the resistor- 
that is, to the current through the resistor. 
This current is to be expressed in terms of 
resistance and voltage, using Ohm’s law; 
and this has not been done correctly in the 
answer which you chose. Ohm’s law states 
that the current through a resistance is equal 
to the voltage drop across the resistance di- 
vided by the value of the resistance in ohms. 

Return to Section 9 and choose another 
answer. 

97 0 

Your answer in Section 11 is correct. The 
line of constant voltage, or equipotential line, 
is analogous to the line of constant head in 
ground-water hydraulics. 

The analogy between Darcy’s law and 
Ohm’s law forms the basis of steady-state 
electric-analog modeling. In recent years, the 
modeling of nonequilibrium flow has become 
increasingly important; and just as Darcy’s 
law alone is inadequate to describe non- 
equilibrium ground-water flow, its analogy 
with Ohm’s law is in itself an inadequate 
basis for nonequilibrium modeling. The 
theory of nonequilibrium flow is based upon 
a combination of Darcy’s law with the stor- 
age equation, through the equation of con- 
tinuity. To extend analog modeling to non- 
equilibrium flow, we require electrical equa- 
tions analogous to the storage and continuity 
equations. 

The analog of ground-water storage is 
provided by an electrical element known as 
a capacitor. The capacitor is essentially a 
storage tank for electric charge; in circuit 
diagrams it is denoted by the symbol shown 
in figure A. As the symbol itself suggests, 
capacitors can be constructed by inserting 
two parallel plates of conductive material 
into a circuit, as shown in figure B. When 
the switch is closed, positive charge flows 
from the battery to the upper plate and ac- 

cumulates on the plate in a manner analo- 
gous to the accumulation of water in a 
tank. At the same time, positive charge is 
drawn from the lower plate, leaving it with 
a net negative charge. Figure C shows a 
hydraulic circuit analogous to this simple 
capacitor circuit; when the valve is opened, 
the pump delivers water to the left-hand 
tank, draining the right-hand tank. If the 
right-hand tank is connected in turn to an 
effectively limitless water supply, as shown 
in figure D, both the volume of water and 
the water level in the right-hand tank will 
remain essentially constant, while water will 
still accumulate in the left-hand tank as the 
pump operates. The analogous electrical ar- 
rangement is shown in figure E; here the 
additional symbol shown adjacent to the 
lower plate indicates that this plate has been 
grounded-that is, connected to a large mass 
of metal buried in the earth, which in effect 
constitutes a limitless reserve of charge. In 
this situation, the quantity of charge on the 
lower plate remains essentially constant, as 
does the voltage on this plate, but the bat- 
tery still causes positive charge to accumu- 
late on the upper plate. The voltage on the 
lower plate is analogous to the water level 
in the right-hand tank, which is held con- 
stant by connection to the unlimited water 
supply. 
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In a circuit such as that shown in figure 
E, it is customary to designate the constant 
voltage of the ground plate as zero. This is 
done arbitrarily-it is equivalent for ex- 
ample, to setting head equal to zero at the 
constant water level of the right-hand tank 
of figure D. With the voltage of the grounded 
plate taken as zero, the voltage difference 
between the plates becomes simply the volt- 
age, 4, measured on the upper elate. In the 
circuit of figure E, this voltage is equal to 
the voltage produced by the battery. 

Now suppose an experiment is run in which 
the battery in the circuit of figure E is re- 
placed in turn by batteries of successively 
higher voltage. At each step the charge on 
the positive plate is measured in some way, 
after the circuit has reached equilibrium. 
The results will show that as the applied 
voltage is increased, the charge which ac- 
cumulates on the positive plate increases in 
direct proportion. If a graph is constructed 
from the experimental results in which the 
charge, E, which has accumulated on the 
positive plate is plotted versus the voltage 
in each step, the result will be a straight 
line, as shown in the figure. The slope of 
this line, AC/A+, is termed the capacitance of 
the capacitor, and is designated C; that is, 

OL 
&-!z, c=-, 

W @J 
or simply 

Capacitance is measured in farads, or more 
commonly in microfarads ; a farad is equal 
to 1 coulomb per volt. 

These equations serve to define the opera- 
tion of a capacitor and provide the analog 
we require for the equation of ground-water 
storage. It will be recalled that the rela- 
tion between volume in storage and head 
can be written 
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QUESTION 

Which of the following statements cor- 
rectly describes the analogy between the 
capacitor equation and the ground-water- 
storage-head relation? 

Turn to Section: 

I 
Voltage on capacitor plate #J 

where AV is the volume of water taken into 
or released from storage in a prism of aqui- 
fer of base area A, as the head changes by 
an amount Ah. 

Charge is analogous to head, voltage 
is analogous to volume of water, 
and capacitance, C, is analogous to 
the factor SA. 13 

Charge is analogous to volume of 
water, voltage is analogous to head, 
and capacitance, C, is analogous to 
the factor SA. 9 

Charge is analogous to volume of 
water, voltage is analogous to head, 
and capacitance, C, is analogous to 
the factor 

1 

G 
10 

22 0 

Your answer in Section 4, 

is mrrect In Part VII, we obtained a finite- 
difference approximation to the differential 
equation for two-dimensional non-steady- 
state ground-water flow, 

azh a2h S ah 
-+-=--. 
ax* ay2 T at 

This approximation can be written 
h,+h,+h,-t-h,-4h, S Ah, 

=--, 
a2 T At 

or 
Sa2 Ah, 

h,+hz+h,+h,-4h,=---. 
T At 

Y 

h I 
h,- ho.. h,, x 

a- 

a 
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where h,, h,, h,, h,, and h, represent the head 
values at the nodes of an array such as that 
shown in the sketch; a is the node spacing; 
S is storage coefficient ; T is transmissivity ; 
and Ah,/At represents the rate of change of 
head at the central node. The circuit equa- 
tion which we have just obtained is directly 
analogous to this finite-difference form of 
the ground-water equation, except for the 
use of the time derivative notation d+,idt as 
opposed to the finite-difference form, Ah,/ 
At. In other words, the circuit element com- 
posed of the four resistors and the capacitor 
behaves in approxjmately the same way as 
the prism of confined aquifer which was 
postulated in developing the ground-water 
equations. It follows that a network com- 
posed of circuit elements of this type, such 
as that shown in the figure, should behave 

G indicates grounded terminal 

in the same way as a two-dimensional con- 
fined aquifer of similar geometry. The non- 
equilibrium behavior of such an aquifer map 
be studied by constructing a model of the 
aquifer, consisting of a network of this type ; 
electrical boundary conditions similar to the 
observed hydraulic boundary conditions are 
imposed on the model, and voltage is moni- 
tored at various points in the network as a 
function of time. The voltage readings con- 
stitute, in effect, a finite-difference solution 
to the differential equation describing head 

in the aquifer. The time scale of model ex- 
periments is of course much different from 
that of the hydrologic regime. A common 
practice is to use a very short time scale, in 
which milliseconds of model time may rep- 
resent months in the hydrologic system. 
When time scales in this range are employed, 
the electrical excitations, or boundary condi- 
tions, are applied repeatedly at a given fre- 
quency, and the response of the system is 
monitored using oscilloscopes. The sweep 
frequency of each recording oscilloscope is 
synchronized with the frequency of repe- 
tition of the boundary-condition inputs, so 
that the oscilloscope trace represents a curve 
of voltage, or head, versus time, at the net- 
work point to which the instrument is con- 
nected. 

QUESTION 

Suppose we wish to model an aquifer in 
which transmissivity varies from one area 
to another, while storage coefficient remains 
essentially constant throughout the aquifer. 
Which of the following procedures would 
you consider an acceptable method of simu- 
lating this condition in a resistance-capacit- 
ance network analog? 

Turn to Section: 
Construct a network using uniform 

values of resistance and capaci- 
tance, but apply proportionally 
higher voltages in areas having a 
high transmissivity. 2 

Construct a network in which resist- 
ance and capacitance are both in- 
creased in proportion to local in- 
creases in transmissivity. 14 

Construct a network in which resist- 
ance is varied inversely with the 
transmissivity to be simulated, 
while capacitance is maintained at 
a uniform value throughout the 
network. 5 
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Your answer in Section 26, 
Z a+ 

-=--9 
w-1 ax 

is not correct. The answer which you chose 
actually expresses the component of current 
density in the x direction.’ w * I is an area 
taken normal to the x direction. If Z repre- 
sents the current through this area, Z/w *Z 
will give the component of current density 
in the x direction ; and this should equal -U 

times the directional derivative of voltage in 
the x direction, 3+/3x. However, the question 
asked for the current density component in 
the x direction ; and in fact, the problem 
stated that the current flow was two dimen- 
sional confined to the x, y plane. This im- 
plies that the current component in the ver- 
tical direction is zero, and thus that a+/~ is 
zero as well. 

Return to Section 26 and choose another 
answer. 

24 0 

Your answer in Section 6 is not correct. 
Ohm’s law was given in Section 1 as 

Z=+-,*, 

where +1-+2 is the voltage difference across 
a resistance, R, and Z is the current through 
the resistance. In Section 6 the expression 

R=,,,.k 
A 

was given for the resistance, where pe is the 
electrical resistivity of the material of which 
the resistance is composed ; L is the length 
of the resistance, and A is its cross-sectional 
area. This expression for resistance should 
be substituted into the form of Ohm’s law 
given above to obtain the correct answer. 

Return to Section 6 and choose another 
answer. 

25 0 

Your answer in Section 26, 

Z a+ 
-=--9 
W-1 3Y 

is not correct. The component of current 
density in a given direction is defined as the 
charge crossing a unit area taken normal to 
that direction, in a unit time. Here we are 
concerned with the current density compo- 
nent in the x direction; we must accordingly 
use an area at right angles to the x direc- 

tion. In your answer, the area is w * I, which 
is normal to the x direction. Again, the com- 
ponent of current density in a given direc- 
tion is proportional to the directional deri- 
vative of voltage in that direction. Since we 
are dealing with the component of current 
density in the x direction, we require the 
derivative of voltage in the x direction. The 
answer which you chose, however, uses the 
derivative of voltage with respect to y. 

Return to Section 26 and choose another 
answer. 
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26. 0 0 

Your answer in Section 28 is correct. The 
term 

hl-h, 

LP 
is equivalent to the negative of the head 
gradient, -ah/ax, so that this formulation 
of Darcy’s law is equivalent to those we have 
studied previously. Now let us compare this 
form of Darcy’s law with Ohm’s law. 

Our expression for Darcy’s law was 
hi-h, 

Q-K.-.A,. 
LP 

Our expression for Ohm’s law in terms of 
electrical conductivity was 

41-h 
z= as--A. 

L 
In terms of electrical resistivity, we ob- 
tained 

I= 
1 h-42 -.-.A. 
P L 

In these forms, the analogous quantities 
are easily identified. Voltage takes the place 
of head, current takes the place of fluid dis- 
charge and as noted in the preceding sec- 
tion U, or l/p, takes the place of hydraulic 
conductivity. We note further that since cur- 
rent is defined as the rate of movement of 
electric charge across a given plane, while 
fluid discharge is the rate of transport of 
fluid volume across a given plane, electric 
charge may be considered analogous to fluid 
volume. 

In Part II, we noted that Darcy’s law 
could be written in slightly more general 
form as 

Q, ah 
q@=-T= -K- ax 

Qv -Kah qy=-= - 
A av 

and 
Q, ah 

q2=A= -K- az 
where q. is the component of the specific- 
discharge vector in the x direction, or the 
discharge through a unit area at right angles 
to the x axis ; qy is the component of the spe- 
cific-discharge vector in the 2/ direction, and 
qz is the component in the x direction. The 
three components are added vectorially to 
obtain the resultant specific discharge. ah/ 
ax, ah/& and ah/ax are the directional 
derivatives of head in the x, y, and x direc- 
tions ; and K is the hydraulic conductivity, 
which is ,here assumed to be the same in any 
direction. We may similarly write a more 
general form of Ohm’s law, replacing the 
term +1 - cp,/L by derivatives of voltage with 
respect to distance, and considering compo- 
nents of the current density, or current per 
unit cross-sectional area, in the three space 
directions. This gives 

Z 0 a+ 1 a+ 
A, 

r--s--- 
ax pe ax 

Z 

0 
a+ 1 a+ 2 y =-u--&=-,ay 

Z 

0 
a+ 1 a4 

A. 
c--s --m, 

a2 Ps az 

Here (Z/A) m is the current through a unit 
area oriented at right angles to the z axis, 
(Z/A), is current through a unit area per- 
pendicular to the II axis, and (Z/A). is the 
current through a unit area perpendicular to 
the z axis. These terms form the compo- 
nents of the current density vector. @/a%, 
a+/& and a+/az are the voltage gradients, 
in units of volts/distance, in the three direr- 
tions. These three expressions simply repre- 
sent a generalization to three dimensions 
of the equation given in Section 1 as Ohm’s 
law. 
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QUESTION 

The picture shows a rectangle in a con- 
ductive sheet, in which there is a two-dimen- 
sional flow of electricity. The flow is in the 
plane of the sheet, that is, the 2, y plane ; 
the thickness of the sheet is b, and the di- 
mensions of the rectangle are I and w. Which 
of the following expressions gives the mag- 
nitude of the component of current density 
in the x direction? 

Turn to Section: 
Z a+ 

-= -(I-- 11 
web ax 

I a+ -= -#J- 25 
W*l aTI 

I a+ -z-g- 23 
W-1 ax 

(I represents the current through the area 
utilized in the equation, we b or w -1.) 

27 0 

Your answer in Section 4 is not correct. 
The essential idea here is that the rate of 
accumulation of charge on the capacitor 
must equal the net inflow minus outflow of 
charge through the four resistors. The in- 
flow of charge through resistor 1 is the cur- 
rent through that resistor, and is given by 
Ohm’s law as 

The outflow through resistor 2 is similarly 
given by 

1 

The inff ow through resistor 3 is 
1 za=- R (b-&J, 
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27 l -Con. 
0 

while the outflow through resistor 4 is 

L=$0-,,,. 

The net inflow minus outflow of charge to 
the capacitor is 

z,+z,-I,-I,, 
and this must equal the rate of accumula- 
tion of charge on the capacitor, dc/dt, that 
is 

z,+z,-I,-I,=&. 
dt 

According to the capacitor equation, de/ 
dt is given by 

de d+o - = IC-. 
dt dt 

The answer to the question of Section 4 
can be obtained by substituting the appro- 
priate expressions for I,, I,, I, I, and dc/dt 
into the relation 

I,+z,-I,-I,=? 
dt ’ 

and rearranging the result. 
Return to Section 4 and choose another 

answer. 

28 0 - 

Your answer in Section 6 is correct. 
Electrical conductivity, or l/resistivity, is 

the electrical equivalent of hydraulic con- 
ductivity. In terms of electrical conductivity, 
Ohm’s law for the problem of Section 6 be- 
comes 

z= $#d2, 

where u is electrical conductivity. 

The analogy between Darcy’s law and 
Ohm’s law is easily visualized if we consider 
the flow of water through a sand-filled pipe, 
of length L, and cross-sectional area A,, as 
shown in the diagram. The head at the in- 
flow end of the pipe is h,, while that at the 
outflow end is h,. The hydraulic conductivity 
of the sand is K. 

QUESTION 

Which of the following expressions is ob- 
tained by applying Darcy’s law to this flow? 
(& represents the discharge through the 
Pipe. 1 

Turn to Section: 

Q= -K.zh.A, 12 
ax2 

hi-h, 
&=&-.A, 26 

LP 

Qz-!!.- J% 
7 

A, h,-h, 
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